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Introduction

The power grid is currently undergoing a major transformation, which will reshape it completely. Driven by the increasing prices of energy and raising demand, by the need to effectively integrate new types of sources and loads and to deliver electricity more efficiently, a smarter grid, which relies heavily on ICT, measurements and automatic control technology, is being developed. One of the fundamental goals is to empower customers with new and advanced services and applications, elevating them to active users of the power grid.

This thesis work focuses on devices and measurement and management techniques for Demand Response Resources (DRRs). Demand Response (DR) refers to the intentional modification of electricity usage by end-use customers during system imbalances or in response to market prices. While initially developed to ensure reliability during peak load hours, currently DR provide a wide array of services that bring significant advantages in economic, environmental and system stability terms. Peak shaving, absorption of excess generation and load shifting allow for a better utilization of the available resources and reduce the need for expensive and polluting peaking reserves, while frequency up/down regulation services improve system reliability. Deeply connected to DRRs are storage technologies: in fact, these can provide the same services and be managed in the same way, incurring also in fewer limitations. Therefore, this work includes techniques targeted to storage technologies, with specific reference to battery storage.

An effective integration of DRRs and battery storage into the power grid requires a metering and communication network, which allows for real-time monitoring of the state of the grid and of the available resources. In addition, models and operational tools are needed to manage the grid, integrating such resources. Goal of the thesis work is answering to these needs with the development of suitable measurement techniques and management algorithms and the realization of a low-cost device for the implementation of those methodologies. The realized device, based on an ARM microcontroller, implements a smart
meter to be installed in customers’ premises, which acts as hub for all energy consumptions and allows the realization of DR programs. In addition, it can be embedded onboard battery storage systems for online monitoring purposes.

The thesis is structured in four Chapters, organized as follows.

Chapter 1 provides a description of the goals of a smart grid implementation and the technical challenges involved. The benefits and limitations of new grid resources, such as DRRs and storage systems, are analyzed. Moreover, the role of measurement systems and devices, as well as the issues these systems have to face in a smart grid environment, are introduced.

Smart meters represent a key driver for the transition to a smart grid, allowing for monitoring the state of the grid and actively involving customers. In Chapter 2, smart metering research and industrial efforts are introduced and the requirements for a smart meter and the related metering infrastructure are described. The proposed implementation for a low-cost real-time bidirectional smart meter is realized. The advanced measurement solutions that allow the meter to exhibit good measurement performances are described in detail. The meter can interact with other meters, acting as a central hub for all energy consumptions. For a smart meter to bring significant advantages to the power grid, it must be supported by an AMI, which acts as the interface between users and grid stakeholders, providing the system operators with measured data and providing users with pricing data and information regarding their own consumptions. Therefore, an AMI prototype is proposed. The presence of actuators on the smart meter and the implementation of a load management strategy in the AMI management unit allows for the realization of load curtailments in response to energy price signals, therefore attaining the deployment of DR programs.

For an effective integration of batteries into grid planning and operations, the degradation they are subjected to while cycled must be taken into account. In Chapter 3, advanced battery monitoring techniques are introduced. Two lightweight measurement techniques for estimating battery state of health, based on a fuzzy logic and on a neural network approach, are described. Moreover, a fast technique to estimate the values of the parameters of the equivalent-circuit battery
model is described. The value of the parameters influences not only the electrical behavior, but can also be used to estimate battery health. These measurement techniques can be implemented on a measurement device embedded in the battery, thus attaining online monitoring. In addition, a system-level battery degradation model that relates battery energy throughput to capacity decay, taking into account also the impact of depth of discharge, temperature and discharge current, is proposed.

In Chapter 4, an application of the developed battery measurement techniques and degradation model to the management of fleets of electric vehicles in a V2G framework, is presented. A management strategy, which explicitly takes into account battery degradation during the allocation of ancillary services provision among the vehicles, is proposed. This strategy results in extended battery lifetime and, under the assumption that the service provider is responsible also of the acquisition and maintenance of batteries, in the maximization of aggregator’s assets.
Chapter 1

Measurements and metering needs for Demand Response Resources in a Smart Grid setting

The power grid is evolving into a smart system, capable of integrating all types of sources and loads, able to react autonomously to variations in grid conditions and to favor active customer participation. This evolutionary step poses numerous technical challenges. There is the need to develop and implement metering, communication and command infrastructures for timely grid monitoring and control. Common standards to guarantee interoperability among grid devices from different manufacturers are still lacking. In addition, the data that these devices and technologies provide must be effectively utilized: there is still lack of robust life cycle and operational models for new grid devices and applications. Among the new smart grid applications, Demand Response (DR) represents a viable and cost-effective way of improving system reliability, of attaining a more efficient energy utilization and of maximizing consumers’ utility.

In the smart grid context, the role of measurement techniques and devices is a prominent one: automatic control of the electrical system is not realizable without an accurate picture of the state of the grid itself.

With particular focus on DR, and the resources that are involved into DR programs, in this Chapter the goals and technical issues in the realization of a smart grid, and the measurement needs and challenges are introduced.
1.1 The Smart Grid

1.1.1 The need for evolution of the power grid

The term grid has traditionally indicated an electric system capable of performing electricity generation, transmission, distribution and control [1.1-1.2]. The power grid is then the system that allows the transformation of energy sources into electricity and its delivery to the customers. Principal objective is to meet the electrical energy needs of the customers at the “least cost” with an acceptable degree of safety, reliability and quality. Differently than in other systems and businesses, electric utilities are bound to respect an obligation to serve all present and future customers, that is meeting the load at each instant of time. Moreover, such obligation must be met taking into account the salient characteristics of electricity: inability to store large amounts of energy and the just-in-time nature of electricity production and consumption. No other service/commodity has such stringent requirements and consequently reliability is a most fundamental property of electricity service [1.2].

The power grid has always been built, until now, with a vertical approach, following a producer-customer paradigm: few power plants produce the energy required by a multitude of customers, often located far away from the “production sites”. Centralizing the production of energy accounts for better economies of scale, therefore reducing costs. The shortcomings of this paradigm, however, are emerging and calling for improvements of the power grid.

A grid architecture as the one just described is essentially unidirectional, with utilities and grid operators that have no real-time information from the termination points of the grid. Therefore, the system must be oversized to be able to withstand the foreseeable worst conditions in terms of network operations, i.e. a demand peak. The downsides of such an approach become evident in case of a disservice: in some areas, the utility is aware of an outage only when it receives customer calls for assistance. Moreover, the continuous rise in demand of electric power, combined with reduced investments into electric power infrastructure, is compromising the safety margins, decreasing system stability. If for the generation and transmission sides of the grid
some kind of monitoring and control system like SCADA (Supervisory Control And Data Acquisition) have been put in place, utility companies have still no control over the distribution network, which represents the most critical part of the power grid since nearly 90% of power outages and disturbances are originated there. The chance to control the power grid remotely gives the opportunity to react to changes in the demand without the need to oversize the grid infrastructure and power plants.

The economic aspect of existing grid operations represents another shortcoming to be taken into account. At the moment, spinning reserves and auxiliary generators are used to face sudden demand peaks: such generators are characterized by high costs and impact heavily on electricity prices during peak hours. Moreover, the inherent inefficiencies of the grid determine rising losses in the transmission and distribution network [1.1], [1.3-1.4].

As fossil fuels get depleted and generally more expensive, renewable energy will play a fundamental role in power generation. However, resorting to resources like wind and solar implies having to deal with their natural fluctuation. Therefore the adaptability of the power grid and its ability to accommodate generators characterized by non-predictable generation patterns becomes an issue.

The introduction of electric vehicles poses another challenge to the power grid. Without the chance to intervene directly on the loads, electric vehicles represent a mere additional demand, which is forecasted to increase over time and become so relevant that the existing power grid may not be able to sustain it.

Finally, reaching a more environmentally sustainable electricity generation represent an additional challenge. The whole system, from generation to distribution, should attain a better efficiency and a reduction of greenhouse gases and air pollutant emissions.

The reported issues highlight the need for vast improvements of the power grid, realizing a smarter system capable to dynamically change and adapt to fluctuations of sources and loads, therefore being able to guarantee stability and reliability in grid operations. In literature, such a system is generally referred to as the Smart Grid.
1.1.2 The concept of Smart Grid

There is no unique definition for the Smart Grid. The European Technology Platform [1.5] defines it as:

"A Smart Grid is an electricity network that can intelligently integrate the actions of all users connected to it – generators, consumers and those who do both – in order to efficiently deliver sustainable, economic and secure electricity supplies."

According to the U.S. Department of Energy [1.6]:

"A Smart Grid uses digital technology to improve reliability, security and efficiency (both economic and energetic) of the electric system, from large generation through the delivery systems to electricity customers and a growing number of distributed generation and storage resources."

Surely, the Smart Grid represents the evolution of the existing grid and makes extensive use of power systems, IT and communication technologies to effectively and efficiently deliver electricity to all the users of the grid. Two are the concepts around which the idea of a smart grid revolves: the pervasive use of computer-based remote control and automation, and the bidirectional flow of both energy and information.

Up to now the energy flew in only one direction, from the power plants to the customers: therefore, these constitute mere “end users”, loads, strictly dependent from the centralized generation plants to fulfill their electricity needs. Nonetheless, the increasing diffusion of renewable resources based generators is allowing for the creation of small size power plants that connect to the grid at the distribution level. Moreover, small scale generators may be installed directly by individual users in their premises: in this context they become not simply passive consumers, but active actors on the power grid. The producer and consumer roles are not fixed anymore, but can be considered dynamic: the same power user can act as a buyer of energy, but can also produce locally his own electricity and be willing to sell to the other users of the grid the amount that exceeds his needs.

The same situation may arise with the diffusion of electric vehicles and their usage, while connected to the grid for charging, as distributed energy reserve. In this way, electric vehicles may act as provider of
ancillary services to the power grid: this paradigm goes under the name of Vehicle-to-Grid.

For this scenario to be effective, the power grid must allow bidirectional power flows: particularly, referring to the distribution side of the grid, becomes crucial the chance of interaction between multiple users.

Naturally, this evolution of the grid needs to be sided by bidirectional information flows: i.e. the power users willing to feed the grid with their own produced electricity need to be informed of the prices they can sell their energy at, and need to receive clearance by the system operator, which is actively monitoring the state of the grid, to input such electricity into the grid. Renewable energy resources, given the variability of their primary sources, need to negotiate their access to the grid, and to communicate energy generation availability or need for compensation by other backup sources and generators.

The future grid must be equipped with and adequate metering and communication infrastructure. The meters, to be installed in customer premises, at transmission network nodes, in the distribution network and at production sites, are essential to gather a real-time picture of the state of the power grid. Sensors, transducers, signal acquisition and processing devices then represent the real world interface for the information and communication infrastructure, which is the backbone of a smart grid. Advanced metering infrastructure have been the object of research and investments in recent years: Automatic Meter Reading (AMR) constitutes the first attempt at monitoring all the parts of the grid.

Moreover, having real time data allows for taking proper countermeasures when an unforeseen event occurs or when the situation on the grid changes: for example it is possible to increase the generators’ output when the load is foreseen to increase, or it is possible to allow the injection of electricity into the grid from renewable resources when they become available, or to deliver electricity through other paths when a transmission line is overloaded. Naturally, such a system requires bidirectional communication: the utility company not only may read data from the users (i.e. consumptions or usage statistics), but can directly interact with them, sending load commands or price signals. This is the principle on which architectures such as the
Advanced Metering Infrastructure (AMI) are based upon. The chance to send command or price signals to devices connected to the grid constitutes the basis for the applicability of load shaping programs, thus attaining proper Demand Response.

The additional step brought about with the *Smart Grid* is having a pervasive control and management algorithms that can take actions on the grid automatically, without the need for human intervention. The power grid becomes then an intelligent system, self-managed and capable of auto-healing and automatically integrate its different parts in the most effective and efficient way [1.3]. Note that the concept of *efficiency* and *optimality* in this case depend on the goals set in designing the management algorithms: it may mean ensuring the highest revenues to all the stakeholders of the grid, or minimizing the environmental impact, or also to exploit renewables as much as possible, or to minimize electricity consumptions.

Another important aspect to consider is the modification of topology of the electrical network. Up to now, the grid has been mainly a vertical system; however, the diffusion of small scale generators determines the presence of distributed electricity sources, connected to the grid at the same level as the loads. Therefore, the electrical network is transforming into a more horizontal and less hierarchical system: the electricity locally produced can supply the customers in the neighborhood, reducing the energy to be transferred from the central power plants. This not only may alleviate transmission-related issues, but can avoid or at least make less impactful phenomena like domino failures: users connected to a local grid may auto-sustain themselves with the locally produced electricity, being, at least for a limited period, independent from the main grid. This behavior, known as *islanding*, can bring about a complete reshape of the grid topology: it can be organized as an aggregation of local grids (the so-called *microgrids*) [1.1],[1.4].
In conclusion, the main goals and benefits related to the implementation of a *Smart Grid* can be summarized in:

- The ability to accommodate all generation and device options
- Pervasive system automation: ability to respond to system disturbances, auto-healing capabilities, optimization of all grid assets
- Ability to monitor the characteristic electric quantities and the power quality, taking actions to ensure the best possible quality
- Decreasing oil consumptions by reducing the need for inefficient generation during peak periods
- Active customer participation and the opportunity of enabling new grid services and functions
Table 1.1 – Comparison between today’s grid and the Smart Grid

<table>
<thead>
<tr>
<th>Preferred characteristics</th>
<th>Today’s Grid</th>
<th>Smart Grid</th>
</tr>
</thead>
</table>
| **Active Customer participation** | -Customers are uninformed and do not participate | -Informed, involved customers
- Demand Response programs
- Distributed Energy Resources |
| **Accommodation of all generation and storage options** | -Dominated by central generation
- Obstacles for full exploitation of distributed generation | -Many distributed energy resources
- Focus on integration of renewable sources |
| **New products, services and markets** | -Limited, poorly integrated wholesale markets
- Limited opportunities for consumers | -Mature, well-integrated wholesale market
- Growth of new electricity markets with customer participation |
| **Power quality** | -Focus on outages
- Slow response to power quality issues | -Power quality is a priority, with a variety of quality/price options
- Rapid resolutions or grid-related issues |
| **Optimization of assets and efficient operation** | -Little integration of operational data with asset management | -Grid is continuously and thoroughly monitored
- The grid becomes proactive, flexible and capable of adapting to varying grid conditions |
| **Self-healing** | -Responds to prevent further damage
- Focus on protecting assets following a fault | -Automatically detects and responds to problems
- Focus on prevention, minimizing impacts on grid stakeholders |
| **Resiliency against cyber-attacks and natural disasters** | -Vulnerable to attacks and natural disasters
- Slow response | -Resilient to cyber-attacks and natural disasters
- Rapid restoration capabilities |

1.1.3 Technical challenges

Renewable energy systems, such as solar, wind, geothermal and hydropower, have the potential to make a substantial contribution to power supplies. Their effective integration onto the grid, one of the requirements a smart grid must satisfy, involves dealing with the
intrinsic variable nature of their output in order to optimize the operation of the entire system. Therefore, even existing power plants will need to be operated differently. System-level flexibility may be attained also resorting to storage and demand response programs. However, there is still the lack of proper modeling tools for operations and planning, as well as policy and regulation, that may provide insight on an integrated management and interaction of all energy resources [1.1],[1.4],[1.7].

Distributed Generation (DG), Demand Response Resources (DRRs) and Energy Storage Systems (ESSs), also onboard electric vehicles, can improve grid flexibility and enable a cleaner, more reliable and efficient power generation and delivery system. DG and ESSs, collectively referred as Distributed Energy Resources (DERs), and DRRs can also help in relieving transmission congestion and in favoring the penetration of renewable resources. As for DERs, there is still a lack of coordination, with units operated on local autonomous basis, and of metering infrastructures and models that can provide grid stakeholder with sufficient visibility on DERs operations, and their impacts on the grid. DRRs are increasingly looked at, not only for peak shaving, but as part of distribution operations, capable of increasing grid efficiency and reliability and of providing ancillary services (i.e., regulation). However, a metering, communication and command infrastructure, for real-time information on the status of the grid and DRRs control, is still missing [1.4],[1.7-1.9].

As seen, a smart grid requires bidirectional energy and information exchange. Therefore, all the electrical infrastructure, in particular the distribution grid where most of the distributed generation resources will be located, need to be modified: i.e. safety devices and measures must be altered considering that electricity may be fed into a section of the network from both ways, power converters must be redesigned as 4-quadrant systems, instead of two-quadrant ones [1.1],[1.4].

A pervasive sensing and communication network must be put in place: sensing devices that monitor the status of the grid at each level are needed; at the same time such devices must be able to communicate to the independent system operator the status of the electrical network. Therefore suitable communication protocols must be developed. In fact, they should allow real-time communication and should be interoperable
across different devices produced by different manufacturers, so that a single element of the infrastructure may be substituted with an alternative one without any hindrance in functionality. Massive amount of data need to be collected and properly utilized. In fact, renewable resources, ESSs, DG, DRRs add complexity to the grid and require grid operators to be able to respond to fast dynamic changes to maintain system stability and security. Therefore, comprehensive grid models and system operator tools must be developed and must be able to fully utilize the vast amounts of data being generated by the new technologies and devices being deployed [1.4],[1.7-1.9].

One aspect to emphasize is the security of data communication: since the monitoring infrastructure collects and transmits sensible information about all the users (i.e. statistics of consumption of a single user, personal data needed for billing and accounting), encryption techniques must be adopted to guarantee that the communication channel is secure. Moreover, being the electrical network a fundamental asset, in the scenario in which all the management is done relying on ICT technologies, protecting the information infrastructure from unwanted intrusions becomes a top priority. Hence, cyber-security is one of the key issues in the development of a smart grid scenario. In the security issues is included also the tampering and fraud detection: a system that has auto-healing and self-management capabilities in the eventuality of a manumission need to be able to locate it and restore the normal operating conditions [1.7-1.10].

With the deployment of networked sensors and development of advanced metering infrastructures, the amount of available data is enormous. Mining, analyzing, and managing the data can deliver meaningful and actionable information for model inference and state-based control. Data analytics can help inform planners, operators, and business units regarding the value and use of grid resources, in addition to supporting autonomous control of operations. On this account, proper decision tools and advanced control methodologies for operators to facilitate automated responses to optimize the system and allow distributed decision-making must be developed. Devices in the sensing and communication network must be able to receive commands, integrating or interfacing with actuation devices that allow to intervene on the grid. Different attempts have been made at realizing such and
architecture, first with SCADA (only for generation and transmission) and AMI. However, what makes the Smart Grid a leap forward is the provision of adaptive management algorithms, which realize full automatic operation and control [1.7].

The evolution of the grid into a smart system involves new technologies, devices and applications that need to be backed by robust operational and business models. In fact, it is still not completely understood the marketability and return on investment (ROI) for some of the new grid applications. There is the need for performance metrics to build cost-benefit and life cycle models for the new grid devices and applications: such models can drive the investments and allow to develop new businesses. The transformation of passive customers into active users on the grid requires open access to the energy market, and allows for mutual interaction – not only from a technical point of view, but also in terms of business relations – between all grid stakeholders. An example is represented by the idea of Virtual Power Plants (VPPs): users, not necessarily close one to another, can sell the energy they produce on the market, acting together as if they are a single power plant [1.1],[1.7].

Electric power industry regulatory framework and business models are still geared toward the old grid, and regulatory incentives for reliability, efficiency and renewables are fragmented. There is the need for standardization of protocols, methods, algorithms and certification of the multitude of metering devices on the grid. Another issue is the lack of policy coordination among entities and regulatory bodies that may influence grid development: a system so interconnected requires certain and shared policies, which instead often rely on the decisions of single local or state government. On this regard, given the heavy reliance of smart grid technology on grid measurement data, it must be won the resistance of some communities to smart metering devices installation [1.7-1.9].

1.2 Demand Response

Demand Response (DR), with its ability to improve grid flexibility and help for a more efficient and effective power delivery, represents
an integral part of a smart grid. The U.S. Department of Energy (DOE) defines DR [1.11] as:

«Changes in electric use by demand-side resources from their normal consumption patterns in response to changes in the price of electricity, or to incentive payments designed to induce lower electricity use at times of high wholesale market prices or when system reliability is jeopardized.»

DR includes all intentional modifications to consumption patterns of electricity of end-use customers that are intended to alter the timing, level of instantaneous demand, or the total electricity consumption. By promoting interaction and responsiveness of the customers, DR brings about short-term economic benefits for both customers and utilities. In addition, since the overall system reliability results improved and the peak demand reduced, DR helps in reducing overall plants and capital cost investments, and postpones the need for electricity network upgrades.

Since 1970s, utilities have implemented some kind of Demand Side Management (DSM) program, referring with it to any activity that influences the loads on the customer side of the meter. DSM refers only to energy and load-shape modifying activities undertaken in response to utility-administered programs. It does not refer to energy and load-shape changes arising from the normal operation of the marketplace or from government-mandated energy-efficiency standards.

DR entails active participation of customers, in the form of their electricity loads, in balancing electricity supply and demand around the clock with side-by-side competition with supply-side resources. In addition, DR is achieved also through the application of a variety of resource types, including storage and dispatchable loads. Demand Response Resources (DRRs) curtail their loads in response to an economic signal. In fact, although many DR program exist, reduction or shifting of loads is attained either by means of dynamic electricity pricing rates or by means of incentive payments: this last is the case of both programs that involve direct load control and the market-based ones, which involves customers bidding on the market their load reductions [1.12].

Customers participating in DR programs can alter their electricity demand in three different ways:
• reducing their electricity consumptions through load curtailment strategies;
• moving energy consumptions to a different time period;
• using locally generated or stored energy, thus reducing their dependence from the main grid.

DRRs help to balance the supply and demand, allowing to attain various load-shape objectives, such as peak clipping, load shifting, valley filling, and in general ensuring load flexibility. In addition, DRRs have an important role in helping in ancillary service provision.

Demand response resources can offer a wide range of potential benefits, among which [1.13-1.15]:
• Consumers attain bill savings and incentive payments, maximizing their utility; moreover, they become more aware of their own consumptions.
• System operators have a more flexible mean to meet contingencies.
• From the point of view of the generation system, not only load flexibility entails having to resort less to peaking units and can defer network expansions, but can be an important option for mitigating the problems caused by variability of the output of renewable energy sources.

Naturally, there are some limitations and drawbacks connected to use of DRRs: among these, the intrinsic limited potential for DRR implementation, reduced economic advantages when energy recovery in lower-load hours is considered, and potential unintended consequences such as the increase in electricity prices for loads not participating in curtailment provision.

To realize active customer participation, and allow the implementation of DR programs, a bidirectional metering infrastructure is required. With the diffusion of smart meters, customers not only have a clearer picture of their consumptions, but are provided with direct access to energy markets (or, for DR implementations, to load curtailment providers). Through smart meters and an Advanced Metering Infrastructure (AMI) connected to controllable electronic devices, energy management functions can be attained: especially in residential applications, to be accepted by customers, implementation
of DR programs need to be as transparent as possible, enabling users to easily adjust their own energy use [1.7].

A final remark revolves around storage technologies: in a way, DR constitutes a particular case of grid storage. Up to now, given high costs of grid storage, research focus has been on how to effectively integrate and optimize DRRs and Energy Storage (ES), minimizing total costs. However, the services ES and DRRs can provide are essentially the same, with storage devices limited only by the storage capacity (on the other hand, DRRs, involving curtailments that should not hinder customer services, are intrinsically limited to a maximum potential). Therefore the same strategies, enabling devices and infrastructures are applicable in both cases.

1.3 Measurements and metering requirements for SG and DRR management

1.3.1 General and open issues

In order to deploy the advanced applications that constitute integral part of a smart grid, measurement devices, metering infrastructures and communication technologies play a fundamental role. Integration of renewable sources, effective use of distributed generation, implementation of DR programs, all require having specific knowledge about each resource and the ability to make such data available to system operators, utilities and all grid stakeholders. The more the grid moves away from a centralized structure, the more there is the need to coordinate multiple independent players, deeper is the needed knowledge of the state of all parts of the grid [1.1], [1.4], [1.7-1.9].

The first and foremost issue regarding metering requirements for a smart grid is that some of the new grid applications such as DERs and DRRs, still lack of uniform characteristic metrics to evaluate their performance and impact on the grid. A common protocol framework to evaluate, measure and verify aspects such as Energy Efficiency or DR is still missing, with current methodologies varying widely across proposers, markets, organizations and regulatory bodies. Therefore,
there is still lack of agreement on the core system measurements that are needed to the future power system. In some cases, like power measurements in non-sinusoidal conditions (detailed further on), the definition of the measurands have been developed for grid conditions not satisfied anymore, and there is still lack of unanimous agreement on the new definitions to adopt, among several proposed.

A smart grid must be designed for real-time adaptability to changing grid conditions. Therefore, real-time measurements are needed: sensors, data acquisition devices and meters must be able to collect timely measurements, and to make the data available to all grid users. On this account, the diffusion of smart meters and Automated Metering Infrastructures (AMIs) is a key step for the realization of advanced grid applications. However, apart from winning resistance of customers to install smart meters and “opt-out” from utilities’ programs for their installation, the devices should be low-cost ones and, possibly, “plug&play”. There is the need to develop new wide band voltage and current sensors, which can provide accurate and reliable measurements even under electric absorption/generation in presence of power electronic devices (DC/AC and AC/DC converters, co-generation small plants, etc.) characterized by strongly deformed waveforms.

Through an AMI, for wholesale market participation, visibility of users’ consumptions and availability of locally produced/stored energy, as well as availability for load curtailments, need to be provided to grid operators, aggregators, and all other market participants. To implement concepts such as energy efficiency, especially in residential and commercial applications, metering devices need to be able to aggregate all customer-sided energy consumptions and energy availability, and to give visibility of such information not only to grid operators, but also to customers themselves. In fact, informing them about their own consumptions represents the first step in turning passive customers into active grid users.

Effective grid operation depends on the ability of fusing data coming from the vast multitude of sensing devices throughout the grid and integrate them into comprehensive grid models and operational tools.

Up to now, AMI architectures have been developed by different companies - being them utilities, telecom companies or grid service providers – and often employ proprietary technology and protocols. For
an effective interaction of all grid actors interoperability of all grid devices must be guaranteed. Therefore, common standards for grid communications need to be developed and adopted. On this account, several research projects, such as the OPEN meter project, have focused on interoperability as one of the key drivers to truly realize the pervasive sensing and communication network required for smart grid operation.

Finally, another topic related to measurements for the grid is the synchronization between grid metering devices. For a picture of the status of the grid to be significant, acquisition devices need to adopt the same time reference. At the moment, solutions like the phasor measurement units, which allow to monitor the state of the grid, adopt the GPS signal as time reference. There is the need for resilient high-resolution time resources to complement and extend GPS.

1.3.2 Metering needs and requirements

The transformation of passive customers into active users, able to provide services to the grid and sell their energy or capacity availability on the market requires devices able to perform bidirectional measurements. In addition, real-time awareness of a smart grid needs for such measurements not only to be acquired in real-time, but also to convey them to grid operators. Moreover, throughout the grid monitoring infrastructure, smart devices can use such data to intervene on the system, realizing distributed control schemes. All this requires for devices to be able to communicate with each other, both to send data and receive commands.

Meters should be the means by which customers are made aware and can analyze their own consumptions, so to be able to act proactively on the grid. Therefore, one of the metering requirements is to provide users with informative instruments to take actions in the field of energy efficiency, distributed generation, demand response, energy storage.

Among the goals of the described evolution of the power grid is to provide to all grid users better power quality. In fact, due to the diffusion of nonlinear loads and switching power supplies, the voltage and current waveform that can actually be measured on the power grid are far from their ideal sinusoidal form. Phenomena like harmonic and
inter-harmonic distortion, dips and swells, sags and sages must be taken into account. The challenge is particularly complex, since under this conditions it must be defined not only how to perform the measurements, but also what to measure. Moreover, while the definitions of active and reactive power in sinusoidal conditions are clear and there is unanimous agreement on the physical significance of such terms, when moving to non-sinusoidal signals there are several different interpretations in literature. In the presence of distorted current and voltage waveforms the classical metrics used for the evaluation of the active and reactive power and energy lose their usefulness because there is a lack of unique definition of the measurand. The standard IEEE 1459 [1.16] tries to address this topic, but still there is no unanimous agreement on the metrics (or their correction factors) which need to be adopted. The disagreement naturally propagates to the factors that need to be considered while testing the metering devices: there are different standards applicable to active and reactive power measurement devices such as EN 62052-11, CEI EN 62053-21, CEI EN 62053-23, CEI EN 50160, and IEC EN 61000-3-2 [1.17-1.21]. Several kind of disturbances can be considered (underlining once again that this is not a topic definitely assessed in literature): deviations from fundamental frequency, supply voltage fluctuations, light flicker, voltage dips and interruptions, overvoltages, dissymmetry, voltage and current harmonics and interharmonics.

In the following paragraphs, an analysis of power quality and power measurement metrics is provided.

1.3.2.1 Power quality

The increasing diffusion of non-linear loads, such as switching power supplies, determines a relevant distortion of the waveforms on the power grid. In fact, such loads represent a source of current harmonics and inter-harmonics: as their concentration increases, the interaction with other devices installed in the same environment increases too, determining a bigger influence on the electricity distribution system. The current harmonics and inter-harmonics interact with the distribution system impedance, causing as a consequence even
deformations in voltage waveforms. The distorted waveforms can be the cause of a wide array of problems, ranging from over-heating in distribution transformers and in electric motors, to malfunctions in electronic equipment. Given the implications, and being electricity a service and a product, as such the supplier must meet some degree of quality in the power supply. The Power Quality (PQ), in its most general form, represent the evaluation and the analysis of the distortion in voltage and current waveforms, with respect to their nominal values, on the power grid, with the aim of containing their negative side effects.

The reference standards for power quality are CEI EN 50160 and IEC 61000-4-30 [1.20-1.21]. Certainly, the most relevant form of low power quality is represented by outages: being the continuity of service the fundamental type of service to provide customers, it has the priority

Figure 1.2 – ENS0160 requirements in graphical form
against every other factor that may deteriorate the quality of the supply. Mainly eight different phenomena that deteriorate power quality may be listed:

- Alteration of RMS value
- Short-duration alterations (interruption/voltage sags/voltage swells)
- Long-duration alterations (extended interruption/over-voltages/ under-voltages)
- Supply voltage unbalance
- Harmonic distortion
- Inter-harmonic distortion
- Voltage fluctuations (flicker)
- Transient disturbances

In addition to these, fluctuation of the fundamental frequency is to be taken into consideration. In fact, the frequency of the fundamental keeps steady if there is exact parity between generation and demand. However, even in case power balance condition is met exactly, random increase or decrease in loads disrupts the balance. Frequency variations are extremely important, since many users are extremely sensible to such phenomenon. The CEI EN 50160 sets as a PQ requirement for the fundamental frequency to be contained in the ±1% around the nominal value for 95% of the time.

1.3.2.2 Power metrics

When considering the computation of instantaneous power in case harmonics and inter-harmonics are present in the current and voltage waveforms, their multiple interactions give rise to several products, not representative of the energy exchange, but whose correct interpretation would be needed for a correct management of the electrical system.

While the definitions of active and reactive power in sinusoidal conditions are clear and there is unanimous agreement on the physical significance of such terms, the interpretation of the additional terms present in non-sinusoidal conditions is still object of much debate in literature. Several authors have proposed different definitions for electrical power quantities in non-sinusoidal conditions, trying to extend to this domain the properties that active, apparent or reactive power have in the sinusoidal domain. In general, different schools of
thought resort to different approaches regarding the measurement algorithms (identified as metrics) to compute the electrical power quantities of interest. The main ones are:

i. Theories in the frequency domain

ii. Theories in the time domain

iii. Theories at instantaneous values

The theories in the frequency domain apply to periodic waveforms and are based on the decomposition of the signals with the Fourier series. These approaches originate from Búdeanu’s theory [1.22]. While preserving the same definition for apparent power, a kind of superposition of effect is considered, adopting in non-sinusoidal conditions the same definitions for active and reactive power defined in sinusoidal conditions. However, they do not include all the power terms. The same inconsistency is obtained considering the apparent power. To make up for the inconsistencies Búdeanu resorts to an additional power term, the distortion power. Other theories following the same school of thought, such as the ones by Shepherd and Zakikhani [1.23] or Sharon [1.24], arise from criticism and corrections to Búdeanu’s theory.

The theories in the time domain arise from the current-splitting principle and are born from the one developed by Fryze [1.25]. In fact, current is divided into two terms, one of the same shape of the voltage waveform and an orthogonal component, accounting for the difference total current and the first term. This approach preserves the definition of apparent power. The active power is instead relative only to the first current term, with the non-active power obtained from the apparent and active ones. Basically the foundation of Fryze’s theory is considering non-active all the power components that cannot be considered active. The theories of Kusters and Moore [1.26], Page [1.27], Czarneski [1.28], extend Fryze’s approach, decomposing the non-active current and relate its components to physical properties of the considered load.

The theories at instantaneous values rely on power definitions that include time-dependent terms, instead of constant quantities like RMS and average values. Such approaches, like the ones from Ferrero and Superti-Furga [1.29], are becoming increasingly diffused thanks to
developments in power electronics and control techniques, which enable them to be applied in active systems for harmonic compensation.

With the scientific debate still open, up to now the only standard regarding the power measurements in sinusoidal and non-sinusoidal conditions is the IEEE 1459-2010 [1.16]. It partly adopts some definitions from the theories introduced in the previous paragraphs and partly introducing new ones. The aim of the standard, even if not reaching univocal definitions, is to provide a mean to analyze the electrical supply and to help the design and use of instrumentation for power measurements.

1.3.3 Measurements for storage and battery management

Storage systems will play a fundamental role in ensuring grid flexibility and reliability. In particular, batteries represent an attractive solution to propel many of the new grid applications (i.e., penetration of renewable sources, development of a grid topology organized in microgrids), and, with their costs decreasing, they will become more and more diffused. However, there is the need for models and tools that allow an estimation of their useful life: only then storage systems can be fully encompassed them into grid investments planning.

Batteries are complex systems and, although complicated but accurate model that describe their behavior exist, to be effectively integrated into the grid simpler system-level models, which capture only the parameters required for the specific applications the batteries are used for, are needed.

Battery measurements involve their electrical behavior, requiring in this case monitoring quantities such as output voltage, current, power output. One of the key parameters that is needed to effectively utilize batteries is the state of charge, which represents the energy stored into the battery, and therefore its availability: there exist techniques that allow to obtain such value as an indirect measurement starting from electrical quantities.

Since a battery tends to degrade with usage, lowering the amount of energy it can hold, all battery operational parameters need to be weighted versus battery degradation, by using aging models.
Chapter 2

Design, realization and testing of a real-time bidirectional smart meter

In the Smart Grid (SG) arena, measurement systems play a primary role no longer related only to energy billing but also to the online monitoring of the network. As the source of the data for the functioning of the network, these measurement systems constitute a fundamental element of the “smart” architecture. Typically, we refer to the metering system as the “smart meter”. The smart meters are required to perform accurate and real-time bidirectional power and energy measurements. Indeed, the Directive 2006/32/EC states the customers must be billed for their actual consumption: such specification may only be met through reliance upon real-time metering devices that monitor the actual state of the network. Moreover, the possibility for a user to act both as a customer and as an energy supplier poses the need for bidirectional metering devices.

The smart meter must perform also another essential task to achieve higher energy efficiency: it should help the customers in building up better awareness regarding their consumptions and, eventually, ease up their path to a better energy utilization.

In this Chapter we introduce the implementation of a low-cost real-time bidirectional smart meter, designed to guarantee good measurement performances in sinusoidal and non-sinusoidal conditions, and able to interact with other meters (such as gas and heat meters) acting as a hub for all energy consumptions. We then present our proposal for the metering infrastructure, which includes the meter and provides both customers and system operators with visibility of all energy consumptions. In addition we describe a load management policy, implemented on the management unit of the metering infrastructure, that makes use of the actuators embedded on the meter to administer load curtailments in response to energy price signals.
2.1 Electricity meters to face new challenges

2.1.1 Evolution of electricity meters

Electricity meters are devices used to measure the quantity of electricity supplied to a customer, essentially to be used for billing and to calculate transmission and distribution costs for grid operators. The most common type of meter is the accumulation one: it integrates the power absorption over a period of time, generally coinciding with the billing period. Then the reading of the measurements is carried out manually by an operator. More recently, meters that record energy usage over shorter intervals have been adopted: they allow for better customer profiling and therefore to design tariffs that reflect demand, and for the customers to better understand their consumptions.

However, it must be noted that manual reading of customers’ consumptions represents a relevant cost for utility companies. For this reason, systems that allow for users’ consumptions reading and correct billing without the need of a human operator have been of great interest in research and industry fields. Consequently, several Automatic Meter Reading (AMR) programs have been developed: in this case digital measurement data is obtained and transmitted to the utility company via a one-way communication network.

Although AMR allows for a better monitoring of the distribution network, it results still limited in the services it can provide to customers and utilities.

As an evolution of the metering devices and architecture, a two-way communication infrastructure has been introduced. The so called Advanced Metering Infrastructure (AMI), and the meters interfacing with it, can bring significant advantages to all the stakeholders of the power grid (see Table 2.1). First of all, the customers may be directly informed about their consumptions, leading in the long run to better electricity utilization and, ultimately, to energy savings. In addition, the customer service is improved and suppliers can apply variable pricing schemes. Finally, demand response resource management and distribution control can be attained.
Table 2.1 – Advantages of smart metering

<table>
<thead>
<tr>
<th>Short-term</th>
<th>Customer benefits</th>
<th>Overall benefits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower metering costs and</td>
<td>Improved information determines energy savings</td>
<td>Better customer service</td>
</tr>
<tr>
<td>more accurate readings</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easier detection of frauds and</td>
<td>More frequent and accurate billing</td>
<td>Variable pricing schemes</td>
</tr>
<tr>
<td>theft</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reducing peak demand via Demand</td>
<td>Integration with home area automation</td>
<td>Better energy utilization through better management of DR and DG</td>
</tr>
<tr>
<td>Response</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long-term</td>
<td>Enablement to sell ancillary services to the grid (DR, DG, V2G)</td>
<td>Easier integration of new technologies such as EVs</td>
</tr>
<tr>
<td>Better planning of generation,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>network, and maintenance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support real time system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>operation</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The idea of a smart grid is in direct continuity with the automation brought about with the AMI, extending its advantages (see Figure 2.1). In fact, relying on the metering and communication infrastructure, the “smart” evolution of the power grid consists in developing new applications, favoring the interactions of new and old actors on the grid,
and in providing new and innovative services to the customers. The SG fully encompasses the capability for two-way communication of the network, supporting advanced grid applications such as load management, distribution automation, power quality monitoring, negotiations and bidding on the open energy market.

### 2.1.2 Current smart meter developments

The metering infrastructure represents a key enabler for the realization of the vision of a smart grid. Thus, devices to measure electricity consumptions and provide advanced features compatible with new grid applications are the object of much research and regulatory effort, investments, and multiple research projects.

Due to the regulatory push by EU, many Member States have implemented, or are about to implement, some legal framework for the installation of smart meters, as shown in Figure 2.2. In some of them electronic meters have already been installed diffusively, even in the absence of specific legal requirements [2.1].

Reports assess that, as of 2011, 45 million of smart meters have already been installed in the EU [2.2] and forecasts are for 180 to 240 million installations by 2020, with customer penetration of about 70% [2.2-2.4] (see Figure 2.3). Significant investments have already been

![Figure 2.2 – Progress in Implementation vs. Legal and Regulatory Status](image_url)
mobilized and a few countries have already proceeded to full smart metering rollout. A conservative estimate is that at least €5 billion have been spent to date on smart metering pilot projects and roll-outs. Considering the Member States that, at this date, have already committed themselves to, or shown strong interest in, a full smart metering rollout, we can estimate that the total investment in smart metering will be at least €30 billion by 2020.

The several research projects currently in place in the EU Member States, highlight that three communication infrastructure options are typically available for smart metering purposes: communication via the electricity grid (Power Line Carrier, PLC), communication via telephone lines and the cable infrastructure (ADSL, TV distribution cable) and wireless communication (mobile telephony, Radio Frequency - RF). The choice of a particular communication option strongly depends on the local conditions. However, according to available information, the most widespread communication option is the combined use of PLC for the connection of the smart meter with the concentrator in a secondary substation and the use of GSM/GPRS for the concentrator/management system connection [1.4],[2.2]. On this regard, it is worth citing the OPEN meter project [2.5-2.7], which aims at providing a set of widely accepted open standards to guarantee interoperability of systems and devices to be adopted in the Automated Metering Infrastructure.
Germany and Italy have proven to be two of the most active European countries in the development and adoption of automated metering infrastructures. Interoperability and coordination are the main drivers in the German E-Energy framework. It encompasses six different and complementary projects related to the implementation of a smart ICT-based power grid, integrating all the actors of the future grid. The Smart Watts project [2.8-2.9] aims at realizing active customer participation in a demand response framework: the smart meters are needed to provide near-time consumptions data, used to adjust energy prices dynamically and offer economic incentives for customers to shift their consumptions to off-peak (cheaper) periods. Similar approach is followed by the MeRegio project [2.8],[2.10], aiming at in-house appliances optimization according to energy price signals for better energy use and energy savings.

With a budget of over €2 billion, Italy accounts for almost half of the total spending related to smart meters projects in the EU. The great majority of this budget is however attributable to only one project, the Telegestore project by generation and distribution operator ENEL, which consisted in the national roll-out of smart meters in Italy [2.2].

From the several projects in place on the topic, a common trait emerged: the main barriers to the adoption of smart metering technologies and infrastructures in Europe are policy-related, social or regulatory, rather than technical. They range from lack of interoperability standards to regulatory uncertainty regarding roles and responsibilities in the new smart grid applications, from consumer resistance against new technologies and habits to limited repeatability of pilot projects due to different local policies. To overcome such problems and reach coordination throughout the Union, projects like the Meter-ON were born, aiming to provide any grid stakeholder with clear recommendations on how to tackle the technical barriers and the regulatory obstacles endangering the uptake of smart metering technologies and solutions in Europe [2.11].

Great is the thrust towards the adoption of smart grid and smart metering technologies also in North America. In the U.S. 38 million of smart meters are currently installed, and the Federal Energy Regulatory Commission (FERC) forecasts they will be 65 million by 2015. From the point of view of providing better customer services, industry is
working to favor interoperability and clearer information to customers: with this aim, the Green Button Initiative focuses on the adoption of a common and standardized format for energy data coming from smart meters and AMR meters. Efforts to standardize the format of energy usage information and protect customer privacy have fostered the rapid development of new applications to further engage and inform customers.

The diffused adoption of smart meters helps also in managing a now aging power grid, allowing for quicker identification of outages and potential problems on the grid. However it must be pointed out that there is not uniformity in regulations over all the States, leading in some cases to local regulations hindering the realization of an all-automated metering infrastructure (it is the case of “opt-out” programs, which leave to individual customers the opportunity to forgo advanced meter installations) [2.12]. Nonetheless, fueled by industry-led adoption projects, penetration of smart meters and AMI is growing, as shown in Figure 2.4.

![Figure 2.4 – Smart meter penetration in the U.S.](image)

### 2.1.2.1 OPEN meter project

The main objective of the OPEN meter project is to specify a comprehensive set of open and public standards for AMI, supporting electricity, gas, water and heat metering, based on the agreement of all the relevant stakeholders in this area, and taking into account the real conditions of the utility networks so as to allow for full implementation. The Scope of the project is to address knowledge gaps for the adoption of open-standards for smart multi-metering equipment and all relevant
aspects – regulatory environments, smart metering functions, communication media, protocols, and data formats – are considered within the project. The result of the project is a set of draft standards, based on already existing and accepted standards wherever possible. These standards include the IEC 61334 series PLC standards, the IEC 62056 DLMS/COSEM standards for electricity metering, the EN 13757 series of standards for utility metering other than electricity using M-Bus and other media. These existing standards will be complemented with new standards, based on innovative solutions developed within the project, to form the new body of AMI / smart metering standards. The resulting draft standards will be fed into the European and International standardization process.

The project is strongly coordinated with the smart metering standardization mandate given by the European Commission to the European Standardization Organizations, CEN, CENELEC and ETSI. The OPEN-meter project should remove a perceived barrier to the wide scale adoption of smart metering in Europe, by ensuring that the requirements for smart metering can be met by products and systems based on open, international standards to ensure interoperability, and that are accepted and supported by the widest possible circle of stakeholders. The OPEN meter project is financed by the European Commission within the Seventh Framework Programme, Area 7/1: Smart Energy Networks / Interactive distribution energy networks.

2.1.3 Industrial products

2.1.3.1 Networked Energy Services (NES) smart grid system from Echelon

The Networked Energy Services (NES) [2.13] is a software-driven smart grid solution what incorporates smart meters, grid connectors and concentrators, and system software (see Figure 2.5). The meters are deployed in a meshed network and communicate with each other and with the concentrator via Power Line Communication (PLC). Communication with the utility’s management system is based on an IP connection. Optional modules allow connection over ZigBee.
Figure 2.5 – A graphical representation of NES from Echelon

The main component of NES smart grid systems is the IEC Single Phase Smart Meter, designed for residential and small commercial energy consumers. Each meter provides a set of different energy services when operating within the NES system. Some of these services are: automated two-way meter reading, power quality measurements and analysis, remote electronic disconnect and local physical reconnect, distribution system asset optimization, outage detection and restoration management, blackout detection, real-time direct load control, load profiling, billing for time-of-use, prepay, and optional max demand, display of energy consumptions and relevant energy usage parameters.

The main metrological characteristics are reported in the following:

- **Active:** Class 1 certified to IEC 62053-21, Class B certified to EN 50470-3 (MID)
- **Reactive:** Class 2 certified to IEC 62053-23
- **Operating temperature:** -40° to +70° C
- **Voltage:**
  - 220V to 240V phase-to-neutral, range -20% to +15% (MTR 1000 Series)
  - 230V phase-to-neutral, range -20% to +20% (MTR 0600 Series)
- **Frequency:** 50Hz +5%
- **Service type:** 1-phase, 2-wire
2.1.3.2 The Grid IQ AMI P2MP Solution from GE digital energy

The Grid IQ AMI P2MP Solution [2.14], represented in Figure 2.6, is a metering and communication infrastructure, which makes use of a Point-to-Multipoint or RF "Star" architecture. The Smart Meter SGM1100 adopts PLC communications with the DLMS/COSEM protocol to interact with the Access Point. The Access Point is designed for indoor or outdoor operation and can be easily deployed on buildings, utility poles or communication towers enabling low cost pervasive coverage in the most challenging environments. The Smart Meter Operating System (SMOS) provides visibility to data retrieved from network management services. SMOS also provides the back-office integration functions that deliver data from across the network to core operational systems, such as Outage Management Systems and other applications. SMOS supports various industry standard interfaces and protocols.

The Smart Meter allows time-of-use billing measures, multiple load profile recording and multi energy recording; in addition monitors power quality parameters and stores statistical and historical load data with up to 1 minute resolution. Finally, it allows for remote firmware update.

Figure 2.6 – A graphical representation of “The Grid IQ AMI P2MP Solution” from GE digital energy
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From a metrological point of view, the meter main characteristics are:
- Active: Class B certified to EN 50470-3 (MID)
- Reactive: Class 2 certified to IEC 62053-23
- Operating temperature: -25° to +70° C
- Nominal voltage: 230 V ±20%
- Configuration: Single phase single element direct connect

2.1.3.3 Other products

Some other industrial manufacturers, such as Texas Instruments, Accent, etc., provide Integrated Circuits, System-On-Chips, Printed Circuit Boards, etc. for the development of Smart Metering solutions [2.15-2.16]. They can be used by manufacturers of smart metering solutions to produce industrial implementations.

2.2 Mathematical formulation for power quality indices and power metrics

One of the main requirements in designing a measurement device and, specifically, a power meter is the definition of the quantities that must be measured. Some of these are well defined in literature and standards, while for some others there are no unanimous definitions. For this reason, before designing the measurement device, it is important to provide the mathematical formulations of the quantities of interest. With the purpose of designing a device that exhibits good measurement performances even in non-sinusoidal conditions, we resort to metrics for power measurements specifically developed under the assumption of non-sinusoidal waveforms and we consider the computation of power quality indices. To better explain the algorithms and signal processing techniques implemented in the device, in this paragraph, the mathematical definitions of the main power measurements approaches and power quality indices are provided.
2.2.1 Power quality indices

As seen in paragraph 1.3.2.1, power quality (PQ) represents the evaluation and the analysis of the distortion in voltage and current waveforms. As such, some metrics that allow to quantify waveform deformation, and that allow standards to set PQ requirements, are needed. The main indices which allow to evaluate the power quality are reported below:

The Root Mean Square (RMS) value for a continuous signal \( f(t) \), over an interval \([T_1, T_2]\) integer multiple of the signal period is given by:

\[
RMS = \sqrt{\frac{1}{T_2-T_1} \int_{T_1}^{T_2} [f(t)]^2 \, dt}
\]

The Root Mean Square (RMS) value for a sequence of \( N \) discrete samples \( \{x_1, x_2, \ldots, x_N\} \) becomes:

\[
RMS = \sqrt{\frac{1}{N} \sum_{i=1}^{N} x_i^2}
\]

Current harmonic distortion (ITHD):

\[
ITHD = \frac{\sum_{h>1} I_h^2}{I_1} \times 100 \quad (\%)
\]

Where \( I_1 \) represents the current at the fundamental frequency and \( I_h \) is the \( h \)-th current harmonic.

Voltage harmonic distortion (VTHD):

\[
VTHD = \frac{\sum_{h>1} V_h^2}{V_1} \times 100 \quad (\%)
\]

Where \( V_1 \) represents the voltage at the fundamental frequency and \( V_h \) is the \( h \)-th voltage harmonic.
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Short-term flicker severity ($P_{ST}$):

$P_{ST}$ is calculated over a period of ten minutes according to a standardized formula which takes into account the response of the human eye and brain. Given $d_{max}$ the maximum relative voltage change, and $F$ the shape factor associated with the voltage change, $P_{ST}$ is computed as follows:

$$t_f = 2.3 (F d_{max})^{1.2} \quad \rightarrow \quad P_{ST} = \left( \sum \frac{t_f}{T_f} \right)^{1/3}$$

with $T_f$ the observation period. The value of $P_{ST}$ shall not be greater than 1.

Long-term flicker severity ($P_{LT}$):

$P_{LT}$ is calculated from a sequence of 12 $P_{ST}$ values over a twelve hour interval, according to the following formula

$$P_{LT} = \sqrt[12]{\sum_{i=1}^{12} P_{ST}^i}$$

The value of $P_{LT}$ shall not be greater than 0.65.

2.2.2 Power metrics

In paragraph 1.3.2.2, we introduced the different theories and approaches regarding power metrics. In the following, we provide the mathematical formulation for Bidexum's [1.22] and Fryze's [1.25] approaches, and an overview of the formulations introduced in the IEEE 1459-2010 standard [1.16].

In sinusoidal conditions, the instantaneous power $p(t)$, which is the product of voltage and current waveforms, is composed of a constant term (the active power) plus a time-dependent term. If $v(t)$ and $i(t)$ represent voltage and current waveforms

$$v(t) = \sqrt{2} \cos(\omega t)$$

$$i(t) = \sqrt{2} \cos(\omega t - \varphi)$$

The instantaneous power $p(t)$ is given by:

$$p(t) = v(t)i(t) = V I [\cos(\varphi) + \cos(2\omega t - \varphi)]$$

$$p(t) = VI \cos(\varphi)[1 + \cos(2\omega t)] + VI \sin(\varphi) \sin(2\omega t) =$$

$$= P[1 + \cos(2\omega t)] + Q \sin(2\omega t)$$

$P$ represents the active power, a unidirectional component that is responsible for the energy exchange. Reactive power $Q$ accounts for power fluctuations in AC circuits which do not result into net transfer.
of energy. Active and reactive power can be related via the apparent power $S$:

$$S = VI = \sqrt{P^2 + Q^2}$$

(2.5)

The situation, however, changes when harmonics and inter-harmonics are present in the current and voltage waveforms. In fact, considering an example with both voltage and current waveforms with an additional harmonic, we obtain:

$$v_d(t) = \sqrt{2}v_1 \cos(\omega_1 t) + \sqrt{2}v_2 \cos(\omega_2 t)$$

(2.6)

$$i_d(t) = \sqrt{2}i_1 \cos(\omega_1 t - \varphi_1) + \sqrt{2}i_2 \cos(\omega_2 t - \varphi_2)$$

(2.7)

In this case the instantaneous power $p(t)$ is given by:

$$p_d(t) = v_d(t) i_d(t) = [V_1 I_1 \cos(\varphi_1) + V_2 I_2 \cos(\varphi_2)] +$$

$$+[V_1 I_1 \cos(2\omega_1 t - \varphi_1) + V_2 I_2 \cos(2\omega_2 t - \varphi_2)] +$$

$$+[V_1 I_2 \cos((\omega_1 - \omega_2)t + \varphi_2) + V_2 I_1 \cos((\omega_1 + \omega_2)t - \varphi_1)] +$$

$$+[V_2 I_2 \cos((\omega_2 - \omega_1)t + \varphi_1) + V_1 I_1 \cos((\omega_2 + \omega_1)t - \varphi_2)]$$

(2.8)

The multiple interactions of voltage and current waveforms determine additional terms, which are not representative of an energy exchange. It is on the definition and physical interpretation of these terms that the power metrics theories differ from each other.

Budeanu’s approach belongs to the theories in the frequency domain and is based on the decomposition of the signals with the Fourier series. In this case, the definition of apparent power is preserved, and for active and reactive power the same definitions as in sinusoidal conditions are employed. Their expressions are:

Active power:

$$P = \sum_{n \in N} V_n I_n \cos(\varphi_n)$$

(2.9)

Reactive power:

$$Q_B = \sum_{n \in N} V_n I_n \sin(\varphi_n)$$

(2.10)

As it is clear comparing these expressions to Equation (2.8), they do not include all the power terms. The same inconsistency is obtained considering the apparent power: in fact, it can be proven that $S^2 > P^2 + Q_B^2$. To make up for the inconsistencies, Budeanu has to introduce an additional power term, the distortion power, defined as:
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\[ D_B = \sqrt{S^2 - P^2 - Q_B^2} \]  \hspace{1cm} (2.11)

Fryze’s theory, instead, operates in the time domain and stems from the current-splitting principle.

Considering a system with an applied voltage \( v(t) \) and a current \( i(t) \) flowing into it, having the same periodicity, the current can be divided into two terms:

\[ i(t) = i_a(t) + i_r(t) \]  \hspace{1cm} (2.12)

Where

\[ i_a(t) = \frac{1}{T} \int_0^T v(t) dt \]

and

\[ i_r(t) = \frac{1}{T} \int_0^T v^2(t) dt \]  \hspace{1cm} (2.13)

The \( i_a(t) \) is called \textit{active current}, and has the same shape of the voltage waveform. The second current term \( i_r(t) \), orthogonal to \( i_a(t) \), is the \textit{non-active} current, representing the difference between total and active current:

\[ i_r(t) = i(t) - i_a(t) \]  \hspace{1cm} (2.14)

This approach preserves the definition of apparent power \( S \). The active power \( P \) is dependent only on the current component \( i_a(t) \), and the non-active power \( N \) is obtained from the apparent and active ones:

\[ P = \frac{1}{T} \int_0^T v(t) i(t) dt = \frac{1}{T} \int_0^T v(t) i_a(t) dt \]  \hspace{1cm} (2.15)

\[ N = \sqrt{S^2 - P^2} \]  \hspace{1cm} (2.16)

Therefore, in Fryze’s approach, all power components that cannot be considered active are included in the non-active power term.

Basically the foundation of Fryze’s theory is considering non-active all the power components that cannot be considered active.

Finally, we report the formulations introduced by the IEEE 1459 standard: it still doesn’t solve the scientific debate providing definitions unanimously accepted, but provides a reference for the design and use of instrumentation for power measurements.
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The standard does not specify method of analysis for the waveforms, recurring implicitly to the FFT. The fundamental idea expressed in the IEEE 1459 is the decomposition of voltages and currents into a component representing the signal at the fundamental frequency and another component including all the harmonics and inter-harmonics (considered harmful for the electrical system). In the following the most relevant formulations introduced in the standard are reported.

Voltage:

\[ V^2 = V_1^2 + V_H^2 = V_1^2 + \sum_{n \neq 1} V_n^2 \]

Current:

\[ I^2 = I_1^2 + I_H^2 = I_1^2 + \sum_{n \neq 1} I_n^2 \]

Active power:

\[ P = \frac{1}{T} \int_0^T [V(t)I(t)] \, dt = P_1 + P_H \]

Apparent power:

\[ S^2 = (V_1I_1)^2 + (V_HI_H)^2 = (V_1I_1)^2 + (V_HI_H)^2 \]

Fundamental apparent power:

\[ (V_1I_1)^2 = S_1^2 = P_1^2 + Q_1^2 = (V_1I_1 \cos \phi_1)^2 + (V_1I_1 \sin \phi_1)^2 \]

Non-fundamental apparent power:

\[ S_H^2 = (V_HI_H)^2 + (V_HI_H)^2 = S^2 - S_1^2 \]

Non-active power:

\[ N = \sqrt{S^2 - P^2} \]

2.3 The realized measurement device

As seen in paragraph 2.1.3, commercial AMI and smart grid management solutions are available on the market. Designed as integrated systems, they often adopt proprietary protocols, data structure or formats: this vertical approach is intended for the products to be sold and customized for the individual utility, thus not favoring
interoperability. In addition, most of the commercial solutions are characterized by class B performance (according to the EN 50470-3).

In this thesis work, a prototype design and realization of a smart meter and the related metering infrastructure is proposed. The meter is based on an ARM microcontroller, which guarantees a low-cost realization. Nonetheless, the measurement performances allow for classification of the meter in class C (according to MID and OIML-R46). With the adoption of innovative power measurement techniques, the ability for bidirectional real-time accurate measurements, in sinusoidal and non-sinusoidal conditions, is attained. Moreover, the presence of proportional and binary actuators on the smart meter allows the deployment of demand response programs. To this aim, a management strategy, implemented on the AMI control center, which allows the prioritization of loads and favors active user participation is developed.

Allowing the connection with other meters (such as hot water and gas meters), the realized smart meter poses as measurement and communication hub for all energy consumptions, which are presented clearly to the user through a web interface.

In the following paragraphs a detailed description of the proposed AMI, the smart meter and related sensing devices and advanced power measurement techniques, the management unit and the implemented load management strategy is provided.

2.3.1 The Advanced Metering Infrastructure (AMI)

The smart meter needs a supportive communication infrastructure to deliver all the benefits associated with its adoption. Therefore, the design of a meter requires the broader challenge of integrating it into an existing infrastructure, or designing and implementing a new one.

The second approach is the one followed here: a network scheme for an AMI is proposed, with the smart meter being not only the measurement device, but also the interface for connecting customers to all the other actors of the grid. In particular, the system was designed with the goal of being able not only to convey measurement data to a management center, but also to allow the reception of price signals from the market and of Demand Response (DR) command signals, enabling
remote load management for the customers who agreed to participate in DR programs.

In addition, the smart meter is thought and realized as a central hub for monitoring all kind of energy consumptions: it can be connected to smart gas and hot water meters, collecting their measurements and acting as a gateway towards a management center.

The proposed AMI (see Figure 2.7) is composed of three main parts: the Remote Measuring Units (RMUs), the Peripheral Measurement Units (PMUs) and a Management Unit (MU) [2.17]. The RMUs are the actual sensing devices: they execute measurements regarding electrical energy, gas and hot water consumptions and, using a data bus, can transmit such data to a PMU. A Peripheral Measurement Unit has the task of collecting measurements from the RMUs, perform data processing if required (for example, regarding electricity consumption, usage statistics related to a specific customer can be computed or power quality metrics may be elaborated) and send the information to the MU.

In fact, the PMUs act like gateways between RMUs and the Management Unit. Moreover, oftentimes it is not important to send upstream the complete measurement data, but some aggregated synthetic data may suffice: in this case the PMUs have also the task of computing synthetic information starting from the measurement data.

![Diagram of AMI architecture](image)

Figure 2.7 – A graphical representation of the proposed AMI architecture
from the RMUs. It is, for example, the case of power quality measurements indexes: if power outages occur, of course the management unit and the system operator should be notified as soon as it happens; however, if there are only sags or swells, which do not hinder the service continuity but must be monitored since degrade the quality of the supply, a synthetic measure (i.e. the number of sags during the day) is more indicative.

This network can also be made of several PMU levels; typical examples of application where the network can be sectioned in different branches are: university campuses, great enterprises and hospitals with different departments connected to different lines.

The MU represents the interface of the AMI with the System Operator (SO): it communicates data regarding loads and consumption statistics relative to an aggregation of customers. Therefore provides the SO with relevant information for managing the grid. Moreover, it provides to the users an informative picture of their own consumptions, allowing them to analyze not only current energy usage, but also to compare it to historical data. In addition to that, as stated before, the system is designed with the ability to manage DR programs. Thus, the MU is also the interface with the open energy market: it can receive information regarding line congestion and availability of energy; it also receives market prices and, according to the received data, can put in place a strategy to administer load curtailments to customers who agreed to participate in DR programs. In the actual implementation of the prototypes, instead of prices in the open market or incentives, prices of a Time of Use (TOU) tariff have been considered.

The commands are then conveyed, through the PMUs, to the RMUs. From a functional point of view, the realization of load curtailments procedures needs the presence of actuators, which have to be integrated in the scheme now depicted. In particular, they are placed at the same level as the RMUs, requiring the communication bus (to the PMU) to be bidirectional, thus communicating upwards the measurements results and receiving the actuation commands.

The MU can also provide support for Distributed Generation (DG), allowing each user to sell his energy on the market. In an ideal configuration, the MU may provide the cheaper solution to the user and at the same time allow the SO to cut down absorption peaks.
In designing a metering architecture as described in the previous paragraph different requirements have been held into account relatively to the different components:

- The RMU must have basic signal processing capabilities for computing i.e. RMS values, active and non-active power, and to adapt the data to a format compatible with the communication protocol. The RMU embeds wideband transducers, which satisfy requirements set by the standards for power quality analysis. The communication is entrusted to the communication module of the meter, which interacts with the data bus. The bus may rely on different mediums and different standards, depending on the environment and on the convenience.

- Actuators for reducing electrical, gas and hot water flows are placed at the same level as RMUs, so they should have suitable communication modules too in order to receive commands by MU through the PMUs.

- The Peripheral Measurement and control Unit is an embedded system based on microcontroller. It acquires data sent by the RMUs and integrates this information into a “synthetic energy consumption figure” to be sent to the MU. To this aim the PMU has to be able to compute statistics regarding the user and, i.e. relatively to the electrical energy, to extract Power Quality indices, which will be sent to the MU. The PMU also works as a gateway for the DR commands, issued by the MU and directed to the actuators, which are at the same level as the RMUs.

- The MU is implemented on a conventional workstation and must be able both to interact with the System Operator and to take action in the field of DR. The MU is equipped with a web interface, where customers can check their consumptions and energy bill.

- The DR commands are determined through a management and optimization algorithm that takes into account prices of electricity and a threshold price set by the customer. The prototype system regards only electricity consumptions, but correspondent strategies may be put in place also for gas and hot water consumptions.
2.3.2 The smart meter

The realized smart meter prototype is based on an ARM Cortex M3 microcontroller and integrates both the functions of a RMU and of a PMU. The goal in designing the meter was to realize a low cost (about 30 €/unit) real-time metering device, capable of bidirectional energy measurement and communication, which works as the central hub for all energy consumptions. In the following, the specifications and the realizations are described, referring to the electricity meter. The assumption is that gas and hot water meters perform independently their own measurements, with the proposed smart meter acting only as a gateway for the data they provide.

2.3.2.1 Specifications to meet

The first and main purpose of a smart meter is obtaining accurate and timely bidirectional electric energy measurements. In particular, it must be pointed out that the meter has to perform its measurements on distorted voltage and current waveforms, therefore it has to resort to advanced measurement techniques and power metrics. In fact, traditional measurement techniques are limited in the sense that they have been developed referring to sinusoidal conditions, while the real waveform measurable on the power grid are far from sinusoidal. The traditional metrics for the computation of active and reactive power and energy lose their meaning, since there is not a univocal definition of the measurand. Therefore, both the hardware (sensors, A/D converters, architecture of the microcontroller) and the software implemented on the controller need to be designed for the application of advanced power measurement techniques and to perform power quality measurements.

Being part of a more complex infrastructure, the smart meter must be equipped with communication devices that allow it to send its data to a Management Unit and, at the same time, receive information and commands. Moreover, it must be able to interface with the meters in charge of hot water and gas consumption measurements.

Naturally, the ability to receive commands is based on the assumption that the meter has onboard proper actuators that can translate digital command signals into actions in the grid. In particular,
to cover all possible applications scenario, two different kind of actuators are considered in the following: proportional, which can regulate their output in the continuous domain, and binary, which can only be set to on or off position.

The realized prototype is designed to be applicable in three-phase systems and is composed of three mono-phase units. Thus, in the following only the single mono-phase unit is described.

### 2.3.2.2 Meter architecture

From a functional point of view, the meter consists of the following blocks: i) metering unit that tracks the energy usage of the customer and processes the billing, ii) communication unit that enables two way digital communication with the energy company iii) actuation unit that connects and disconnects the loads.

From a physical point of view, each meter consists of: i) transduction section composed by voltage and current sensors and level adapters, ii) processing section that acquires the output of the sensors, processes the acquired samples and stores the results in a memorization unit, iii) displaying device, iv) communication front-end.

The voltage and current transducers are connected to the microcontroller ADCs, which perform the acquisition of the electrical quantities. The proportional actuator is managed via the DAC, while digital I/O ports are used to exchange data with the gas and hot water meter, and to command the binary actuators.

For the prototype realization, CAN interface is used for communication. However, from a software point of view, the communication front-end is handled by a “virtual port”, which can make use of all the interfaces and communication devices provided by the STM32F103RE microcontroller. For example, it can be used with the RS232C connection or used to drive WiFi or Bluetooth modules for wireless communication. The configuration is depicted in Figure 2.8.
Figure 2.8 – Implemented smart meter: system architecture (a) and photo of the prototype (b)

The microcontroller, while ensuring that the real time specification is met, has to manage both the operations relative to the real time signal acquisition (the signal from the voltage and current transducers represents an input to the onboard ADCs) and the execution of power measurements metrics. Ideally, the first of these operations is carried out by the RMU while the PMU covers for the second one: implementing both function on the same microcontroller poses a stricter requirement on the processing time. Being the RMU directly connected to the microcontroller, no particular communication protocol has been implemented.
The MU is implemented on a conventional workstation; the connection to the PMU represented by the microcontroller is realized through Wi-Fi, using a serial port as output for the STM32F103 and a serial to Wi-Fi external converter. A simple Wi-Fi receiver can be used on the personal computer.

Through the use of a gateway (in the prototype system the gateway is represented by a router) a network the MU and the meter use to communicate is set up. Many different meters may interact with the same network, interfacing with the MU. It must also be noted that not necessarily the network is a “local” one: with the gateway providing an open address, the MU can reach the network of the meters remotely.

2.3.2.3 The transducing sensing devices

Measurements on voltage power networks involve issues not faced in measurements applied to other types of systems. First of all, they require precise means for scaling currents and voltages down to usable metering levels. For most practical purposes, this role has been adequately fulfilled by magnetic core instrument transformers, i.e. Voltage Transformers (VT) and Current Transformers (CT). Another requirement regards their linearity over a wide frequency range, so to be able to analyse the whole spectrum of voltage and current waveforms. In accordance with the IEC 61000-4-30 [1.21], the bandwidth of the sensing system should be at least of 2.5 kHz, so to ensure the possibility to analyse up to the 50th harmonic of the voltage waveform. However, instrument transformers currently available for measuring harmonics are characterized with a parasitic capacitance that causes resonance problems. In addition, the transformers have a nonlinear magnetization characteristic: this property causes the transformer core to saturate in some cases and to inject harmonics of its own into the measurements. Moreover, the inductive and capacitive effects they exhibit strongly limit their dynamic performance. Typically, commercial instrument transformers are usable in the narrow 50-400 Hz frequency range. Obviously, those limits make VT and CT unusable for the analyses of high frequency harmonic and of low frequency inter harmonic components. Therefore, new type of voltage
and current transducers were developed to make the smart meter able to measure power quality disturbances in a wide frequency range [2.18].

Voltage and current sensing section consists in a prototype of a Combined Voltage and Current Transducer (CVCT) [2.19-2.20]. The block scheme is shown in Figure 2.9 and a photo is in Figure 2.10. As it can be seen it is made of simple electrical and electronic components and thus represents a low-cost solution. The two sections of the CVCT are powered from the input voltage waveform: a simple half-wave rectifier and a linear regulator obtain a 5 V DC single supply from 230 V AC. Voltage transducer is a high impedance resistive divider with a differential operational amplifier, current transducer is a low-resistance resistive shunt with a differential operational amplifier. Input voltage is in the range \([-460\sqrt{2}, 460\sqrt{2}]\) V, which corresponds to a root mean square (rms) value equal to 460 V RMS, in order to make the meter able to measure power quality parameters such as voltage swells. Current input is in the range \([-30\sqrt{2}, 30\sqrt{2}]\) A, which corresponds to a
rms value equal to 30 A\textsubscript{RMS}. Both the outputs are in the range \([0,3]\) V, in order to be suitable for microcontroller analog inputs; with inputs equal to zero the outputs correspond to 1.5 V\textsubscript{DC}. The realized CVCT has been simulated in Multisim environment.

Figure 2.11 and Figure 2.12 show, respectively, inputs (230 V\textsubscript{RMS} and 15 A\textsubscript{RMS}) and outputs of the CVCT.

From Figure 2.12 it can be seen that: 1) outputs are inverted with respect to inputs, 2) the signal becomes stationary after a small transient due to stabilization of supply voltage by linear regulator, 3) mean values are 1.5 V for both outputs. In Figure 2.13 magnitude and phases of the outputs, from the AC analysis simulation, are shown: it can be seen that in the range of interest for power quality analysis, i.e. until 10 kHz, frequency bandwidth of the CVCT is suitable for power quality analysis applications. The ratio error of the developed transducer is of the order of 0.1% up to 10 kHz.

Figure 2.11 – Voltage (red) and current (green) at the input of CVCT

Figure 2.12 – Voltage (red) and current (green) outputs of CVCT with inputs of Figure 2.11

Figure 2.13 – AC analysis of the realized CVCT: magnitudes and phases of the outputs
2.3.2.4 Microcontroller characteristics

In the prototype system, the Electrical Energy RMU and the PMU have been condensed into a single device based on a STM32F103RE microcontroller [2.21]. It constitutes a good compromise between cost, computational capabilities and available peripherals.

In fact, the cost of the device should be kept as low as possible to favor adoption by industries and customers. Moreover, relevant characteristics of the chosen microcontroller architecture make it ideal for power and energy monitoring applications.

The STM32F103RE is based on an ARM Cortex M3 32 bit RISC core, capable of operating up to 72 MHz, with characteristic performance of up to 1.25 DMIPS/MHz. Moreover, it implements a 3-stages execution pipeline (see Figure 2.14), so that each clock cycle three different instructions are executed.

The Nested Vector Interrupt Controller (NVIC) provides a flexible and efficient way to manage interrupt handling, allowing for the prioritization of interrupt sources: once defined the priorities, the NVIC manages nested interrupts automatically, without any software intervention. NVIC structure and interrupt handling are represented in Figure 2.15.
Applied to the smart meter, automatic management of nested interrupts means that the meter is more easily programmed while, at the same time, still being able to respond to service requests according to their priority. For example, it is the case of requests of data or application of commands from the management unit, or receiving data from gas and hot water meter.

The microcontroller is equipped with three 12 bit ADC, with minimum conversion time as low as 1μs, two of which can be synchronized and programmed for simultaneous acquisition. With reference to power measurements, this means that voltage and current can be measured simultaneously, allowing for the computation of the instantaneous power without having to compensate for delays between acquisitions of the two waveforms (see Figure 2.16).

Moreover, the acquisition and the communication with I/O peripherals can be managed through the onboard DMA, without any CPU actions. The DMA also provides hardware support for circular buffer management, particularly of interest in real-time monitoring applications, which require continuous acquisition.

The presence of general purpose and advanced timer, and more important their ability to trigger the signal acquisition from the ADCs, is another notable feature, allowing for tuning the acquisition frequency so to be in synchronous conditions with the fundamental frequency of the signal.

The STM32F103 is also equipped with a 12 bit DAC, a wide array of digital I/Os and several communication interfaces (among which RS232, SPI, I2C, CAN), which allow for an easy interconnection with other components and devices.

Finally, the ARM Cortex Microcontroller Software Interface Standard (CMSIS) embedded in the Cortex core enables consistent and simple software interfaces to the processor for interface peripherals, real-time operating systems, and middleware, simplifying software re-
use. That ensures that the smart meter can be upgraded with relative ease with a more powerful microcontroller, given the same pin layout, preserving the firmware.

2.3.2.5 Actuators

The prototype meter is equipped with two different kinds of actuators: a proportional one and three binary actuators.

For the proportional one, a BTA16-800BRG TRIAC and the respective control module ZAX27A have been considered. With this solution, electric loads of up to 400 V and 16 A can be powered.

The binary actuators are essentially latching relays, specifically the Omron G2R. They act like on/off switch for the loads connected to them. The presence of three latching relays allows for sectioning the circuit the meter has to monitor into three branches, each of whom can be powered separately.

2.3.2.6 Firmware implementation

The firmware has been programmed using the Keil μVision IDE: this allows to write the code using C programming language. Moreover, the same IDE can be used to debug the software. To download the firmware on the microcontroller, the device was connected via JTAG port and ICE and operated directly from programming and debug environment.

The microcontroller decodes the digital signal coming from the hot water and gas meters, and manages the data acquisition, via its internal ADCs, from voltage and current transducers.

The firmware manages the data acquisition, with a sampling frequency of 10 kHz. The implemented software adopts on line data processing to obtain the desired quantities. For this aim, an accurate synchronization is essential because most parameters depend on the actual fundamental frequency, so frequency deviation from nominal value need to be continuously monitored. To be able to track alterations in the signal fundamental frequency of the signal and maintain synchronous sampling, a timer, set accordingly to the measured
fundamental frequency, triggers the acquisition by the ADCs. The whole procedure is better described in the following paragraph.

The processing section is able to calculate the following parameters: i) voltage and current rms values, ii) active power (P) and power factor (PF), iii) energy consumption, iv) power consumption profile, v) frequency, vi) voltage and current Total Harmonic Distortion (THDV and THDI) and vii) voltage dip events. Moreover usage statistics relative to electricity consumption are computed. In particular the number of interruptions during the 24 hours, the daily and monthly maximum and minimum request, and the average demand over the 24 hours and the month are considered.

For gas and hot water, difference of temperature (for the latter) and volume (for both of them) are the monitored parameters.

The measured data is then sent to a concentrator (role performed in this case by the PMU) and then conveyed to the MU. On the MU a database is implemented to store the received data.

The smart meter can also receive commands regarding the binary and proportional actuators. Moreover the MU can execute queries and force a measurement data transfer from the meter.

2.3.2.7 Power measurement issues and adopted solutions

The proposed smart meter can be included in a modern class of meters called static meters. They are based on the analog to digital conversion of voltage and current signals and their numeric processing. By means of suitable metrics, applied on voltage and current signals, the quantities of interest (i.e. power, energy, etc…) are retrieved.

The voltage and current RMS values are computed using Euler’s Equations (2.17)-(2.18). In particular, the values are computed for every 200 ms long window, and sent to the concentrator, as mean values, every 5 s or at user’s request.

Considering $N$ the ratio between the sampling time and the length of the window, the relations (2.17)-(2.19) calculate voltage and current RMS values and the active power:

$$\begin{align*}
V_{\text{RMS}}^2 &= \frac{1}{N} \sum_{k=0}^{N-1} V_k^2 \\
I_{\text{RMS}}^2 &= \frac{1}{N} \sum_{k=0}^{N-1} I_k^2
\end{align*}$$

(2.17)
\[ I_{RMS}^2 = \frac{1}{N} \sum_{k=0}^{N-1} i_k^2 \]  
(2.18)

\[ P = \frac{1}{N} \sum_{k=0}^{N-1} v_k i_k \]  
(2.19)

An on-line algorithm is adopted, leading to (2.20)-(2.22):

\[ V_{RMS}^2(k) = V_{RMS}^2(k-1) + \frac{v_k^2 - v_{k-N+1}^2}{N} \]  
(2.20)

\[ I_{RMS}^2(k) = I_{RMS}^2(k-1) + \frac{i_k^2 - i_{k-N+1}^2}{N} \]  
(2.21)

\[ P(k) = P(k-1) + \frac{v_k i_k - v_{k-N+1} i_{k-N+1}}{N} \]  
(2.22)

With \( \Delta t \) the sampling time, the energy evaluated at the \( k \)-th step is:

\[ E(k) = E(k-1) + P(k) \Delta t \]  
(2.23)

The Power Factor is calculated with (2.24):

\[ PF(K) = \frac{P(k)}{S(k)} = \frac{P(k)}{I_{RMS}(k) V_{RMS}(k)} \]  
(2.24)

where \( P, I_{RMS}, V_{RMS}, S \) e \( PF \) are the values of \( P(k), I_{RMS}(k), V_{RMS}(k), S(k) \) e \( PF(k) \) after the starting transient.

As seen, the presence of non-sinusoidal signals on the grid demands for definitions, and associated algorithms to compute quantities of interest, different from the ones usable in sinusoidal conditions. Once having voltage and current samples, whatever of the metrics previously seen can be implemented. Of course, the choice impacts on the processing power required for the computation and, strongly related to it, the time needed for the algorithms to run.

In the realized smart meter, both Fryze’s and Budeanu’s metrics are implemented Equations (2.9)-(2.16). The default one, however, is Fryze metric, as for Equations (2.12)-(2.16). The choice was determined by the fact that, operating in the time-domain, it does not require the computation of the DFT and, more importantly, the identification and separation of the frequency components (as seen, for
example, in Budeanu’s algorithm). Therefore, the software is less
resource hungry and the time to devote to power metrics computation
shortens considerably. In addition, it represents the most conservative
approach, since every distortion term is included in the non-active
power. Fryze’s metric represents also the preferred mathematical
expression recommended for the instrumentation
design.

As stated in the system specifications, the meter must perform
bidirectional power measurements. After applying the chosen power
measurement algorithm, still there is no information on the sign of non-
active power: an ancillary method is used to overcome this limitation.
In the following, a 50 Hz system is assumed in describing the method
adopted; nonetheless, the algorithms, with opportune modifications,
retain their validity even in case signals with a 60 Hz fundamental are
considered. First of all, in determining the signs of the power terms,
only the current and voltage waveform at the fundamental frequency
have been considered. In particular, depending on the phase angle
between voltage and current, the direction of the power flow can be
obtained. Using the Goertzel algorithm [2.22], fixing the fundamental
frequency, voltage and current are transposed into the frequency
domain. The algorithm is implemented in the form of an IIR filter that
computes a single-bin DFT output. With \( N \) number of samples and \( x(n) \)
the input signal, the filter output is defined by:

\[
y_m(n) = \sum_{r=0}^{N-1} x(r) e^{j2\pi m (n-r)/N} = \sum_{r=0}^{N-1} x(r) W_N^{-m(n-r)}
\]  

(2.25)

and can be computed in a recursive way as

\[
y_m(n) = W_N^{-m} y_m(n-1) + x(n)
\]  

(2.26)

where \( y_m(-1) = 0 \). The DFT output frequency coefficient \( X(m) \)
equals the output of the difference Equation (2.26) at the time index
\( n = N \).

\[
X(m) = y_m(N)
\]  

(2.27)

In our case, \( N = 2000 \). The output of the filter, specialized for voltage
and current signals at the fundamental frequency \( m \), can be written as:

\[
V(m) = \text{Re}_v + j \text{Im}_v = V_a e^{j\alpha}
\]  

(2.28)

\[
I(m) = \text{Re}_i + j \text{Im}_i = I_a e^{j\beta}
\]  

(2.29)
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\[ V(m) = V_o \left[ \cos(\alpha) + j\sin(\alpha) \right] \]  \hspace{1cm} (2.30)

\[ I(m) = I_o \left[ \cos(\beta) + j\sin(\beta) \right] \]  \hspace{1cm} (2.31)

So it follows:

\[ \text{Re}_r \text{Re}_r + \text{Im}_r \text{Im}_r = V_o I_o \cos(\alpha - \beta) = V_o I_o \cos(\phi) \]  \hspace{1cm} (2.32)

\[ \text{Re}_r \text{Im}_r - \text{Im}_r \text{Re}_r = -V_o I_o \sin(\alpha - \beta) = V_o I_o \sin(\phi) \]  \hspace{1cm} (2.33)

The outputs of the Goertzel algorithm can be directly used to retrieve the sign, as shown in Figure 2.17. The capability to determine the sign of both active and non-active power allows for bidirectional measurements.

Figure 2.17 – 4-quadrant graphical representation of power flow directions
Since the quantities of interest strongly rely on the fundamental frequency, the meter should also be able to follow the fundamental frequency variations, preserving its performance even in case such frequency increases or decreases. To this end, each observation period the frequency of the fundamental is calculated and the sampling time is adjusted every 5 seconds, using the timer 1 of the microcontroller, programming the sampling rate to adapt to the measured fundamental and guarantee synchronous sampling. Executing the Goertzel algorithm for a set of five frequencies \{40, 45, 50, 55, 60\} [Hz], centered around the nominal value of the fundamental, five points in the frequency domain can be obtained. An interpolation and analysis algorithm is then executed [2.23] to search for the maximum of the obtained lobe and find the desired frequency value (see Figure 2.18).

In fact, once obtained the array containing the amplitudes of the five spectral lines \(\Phi[m]\), and found the maximum of the vector at the index value \(\rho\), it is possible to determine the parameters needed for the interpolation. The first required parameter is \(\varepsilon\), defined as:

\[
\varepsilon = \begin{cases} 
1 & \text{if } \Phi[\rho+1] \geq \Phi[\rho-1] \\
-1 & \text{if } \Phi[\rho+1] \leq \Phi[\rho-1]
\end{cases}
\]  

(2.34)

With the use of \(\varepsilon\), the other two parameters required by the implemented method can be obtained:

\[
\alpha = \frac{\Phi[\rho+\varepsilon]}{\Phi[\rho]} 
\]  

(2.35)

\[
\delta = \varepsilon \frac{\alpha}{\alpha + 1} 
\]  

(2.36)

Finally, the desired frequency value \(\gamma\) can be obtained with the equation

\[
\gamma = \Omega + (\rho + \delta)\Delta f
\]  

(2.37)

With, for the case at hand, \(\Omega\) corresponds to 40 Hz and \(\Delta f\) is the frequency resolution, corresponding to 5 Hz.

Being the acquisition from the ADCs triggered by an internal programmable timer, it is possible to obtain a synchronous sampling modifying the programmed interval between two trigger events
accordingly to the previously determined frequency of the fundamental. The procedure is illustrated in Figure 2.19. The acquisition is such that each period of the signal 200 samples are acquired: the sampling frequency, adjusted to the determined fundamental frequency of the signal to comply to the requirement of synchronous sampling, is computed as the fixed number of samples per period multiplied by the
newfound fundamental frequency. The algorithm used to determine the sign is based on the Goertzel algorithm at the fundamental frequency: it is updated at each observation period (5s) with the correct frequency. Compared to the widespread hardware PLL-based solution, the software lock on the fundamental frequency helps in keeping low the cost of the device, while not sacrificing performance.

2.3.2.8 Code description and explanation

Clock configuration

System clock is set to the maximum frequency allowed by the STM32F103, which is 72 MHz. For the peripheral buses APB1 and APB2 the clock is set to 36 MHz and 72 MHz respectively.

ADC configuration

The ADCs depend on the APB2 bus. Through the use of the related prescaler, their clock is set to 12 MHz: with a configuration of the sampling time of 1.5 cycles, the total conversion time is as low as 1.17 μs.

The base acquisition frequency is 10 kHz, and is modified accordingly with the measured frequency, as explained in the previous paragraph.

ADC1 and ADC 2 are used to measure voltage and current respectively. Their acquisition is synchronized: they are both set with the same conversion time, and the start of conversion of ADC1 also triggers the start of the second one. Having synchronized measurements is particularly important when determining the instantaneous power: according to its definition, instantaneous power is determined by the product of voltage and current at the same instant. In fact, in case of a delay in the current samples with respect to the voltage ones, a phase error would be determined: if known, some sort of compensation should be implemented; in case it is not systematic, it would determine erroneous measurements.

DAC and GPIO configuration

The DAC is used to drive the proportional actuator according to the commands received from the MU. The DAC output is automatically
connected to the GPIO port pin A4.

GPIO A3 and A6 pin are used as inputs for the ADC1 and ADC2 respectively. The latching relays used to section different branches of the circuit are commanded with the output ports A0, A1, A5.

**Timer configuration**

The TIM1 is used to trigger the acquisition from the ADCs: the algorithm to identify the fundamental frequency is used to determine the content of the ARR timer register, which is the value the timer (configured as a counter) has to reach to generate the trigger event for the ADCs. The timer makes use of the internal clock, set to 72 MHz.

**Communication front-end configuration**

The communication is handled through a “virtual port”, which can be set to use – by means of the microcontroller peripherals libraries – any of the communication interfaces available on the microcontroller (SPI, I2C, RS232, CAN).

The USART (Universal Synchronous Asynchronous Receiver Transmitter) is the serial port used to communicate...
with the MU: in fact, through the use of a serial to WiFi converter, the Meter is connected to the same wireless network where the MU is situated.

The serial port is configured for functioning at 115000 baud, with 8-bit words, a start and stop bit and no parity. At the end of each cycle, the measurement data is transmitted and, in case any load management command is received, proper actuators settings are applied.

**Goertzel algorithm to identify fundamental frequency**

To prevent measurements errors deriving from fluctuation in the fundamental frequency of the acquired signals, the preponderently described algorithm to identify the correct frequency is implemented.

The Goertzel algorithm allows for the computation of real and imaginary part of a specific spectrum line of the Fourier transform of a signal. Applying it to the previously indicated five frequencies, which include the limits regulatory bodies have fixed for the fundamental frequency on the grid (the system is thought for a 50 Hz grid, but can be easily modified for the application to 60 Hz networks), the magnitude of the frequency components in the neighborhood of the actual fundamental frequency can be retrieved. The evaluation of current and voltage at fundamental frequency allows for the computation of ITTHD and VTHD. In the following, the C-like code relative to the Goertzel algorithm is reported.

```c
/* k30, k55, k60, k155, k160 normalized frequencies */

ReCoef50 = 2 * cos(2 * PI * k30);
ImCoef50 = 1 * sin(2 * PI * k30);
ReCoef50 = 2 * cos(2 * PI * k55);
ImCoef50 = 1 * sin(2 * PI * k55);
ReCoef50 = 2 * cos(2 * PI * k60);
ImCoef50 = 1 * sin(2 * PI * k60);
ReCoef50 = 2 * cos(2 * PI * k155);
ImCoef50 = 1 * sin(2 * PI * k155);
ReCoef50 = 2 * cos(2 * PI * k160);
ImCoef50 = 1 * sin(2 * PI * k160);

// all parameters initialized to zero
// (y[n]) is the voltage sample
// code executed in a N-gcycles loop

part40 = v(n) + ReCoef50 * a1 - b1;
b1 = a1; a1 = part40;
part45 = v(n) + ReCoef55 * a2 - b2;
b2 = a2; a2 = part45;
part50 = v(n) + ReCoef50 * a3 - b3;
b3 = a3; a3 = part50;
part55 = v(n) + ReCoef55 * a4 - b4;
b4 = a4; a4 = part55;
part60 = v(n) + ReCoef60 * a5 - b5;
b5 = a5; a5 = part60;

RePart40 = 0.5 * ReCoef50 * a1 - b1;
ImPart40 = ImCoef50 * a1;
Ampl40 = sqrt(RePart40 * 2 * ImPart40);
RePart45 = 0.5 * ReCoef55 * a2 - b2;
ImPart45 = ImCoef55 * a2;
Ampl45 = sqrt(RePart45 * 2 * ImPart45);
RePart50 = 0.5 * ReCoef50 * a3 - b3;
ImPart50 = ImCoef50 * a3;
Ampl50 = sqrt(RePart50 * 2 * ImPart50);
RePart55 = 0.5 * ReCoef55 * a4 - b4;
ImPart55 = ImCoef55 * a4;
Ampl55 = sqrt(RePart55 * 2 * ImPart55);
RePart60 = 0.5 * ReCoef60 * a5 - b5;
ImPart60 = ImCoef60 * a5;
Ampl60 = sqrt(RePart60 * 2 * ImPart60);
```
To retrieve the actual fundamental frequency of the signal, included in the boundaries defined by the analyzed frequencies, a part of the Interpolated FFT (IFFT) described in [2.23] is implemented.

```c
// ricerca del max
MaxIndex = 0;
maxAmplitude[3];
for (j=1; j<5; j++)
{
    if (amplitude[j]>maxAmplitude)
    {
        maxAmplitude = amplitude[j];
        MaxIndex = j;
    }
}
if (MaxIndex==0)
    frequency=40;
else if (MaxIndex==1)
    frequency=60;
else
{
    if (amplitude[MaxIndex+1]==amplitude[MaxIndex-1])
        eps = 1;
    else
        eps = 1;

    alpha = amplitudes[MaxIndex]*eps/amplitudes[MaxIndex];
    delta = eps*(alpha/(1+alpha));
    frequency = 40*(MaxIndex+delta)*deltaF;
}
```

The retrieved frequency is then used to set up the timer that triggers the following acquisition.

**Sign retrieval**

As described in Equations (2.28)-(2.33), once having the real and imaginary part of the Fourier transform of voltage and current at the frequency component of interest, is possible to retrieve the sign of the power. To this account, the Goertzel algorithm is applied to the frequency identified as fundamental with the algorithm reported in the previous paragraph. The C-language code segment for the algorithm is reported below.
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\[ N\rightarrow \text{Number of samples} \]
\[ k\rightarrow \text{Normalized frequency} \]
\[ \text{ReCoeff} = 2.0\cos(2.0\pi k N) \]
\[ \text{ImCoeff} = \sin(2.0\pi k N) \]
\[ a = 0.0; \]
\[ b = 0.0; \]
for \((n = 0; n < N; n++)\)
\[ \text{RampOut} = x(n) + \text{ReCoeff}a - b; \]
\[ b = a; \]
\[ a = \text{RampOut}; \]
\[ \text{ResRe} = 0.95\text{ReCoeff}a - b; \]
\[ \text{ResIm} = \text{ImCoeff}a; \]
\[ \text{ResRe}_V = 0.95\text{ReCoeff}_V\text{Re}_V - b; \]
\[ \text{ResIm}_V = \text{ImCoeff}_V\text{Re}_V; \]
\[ \text{ResRe}_I = 0.95\text{ReCoeff}_I\text{Re}_I - b; \]
\[ \text{ResIm}_I = \text{ImCoeff}_I\text{Re}_I; \]
\[ \text{segnoSin} = \text{ResIm}_V^*\text{ResRe}_I - \text{ResIm}_I^*\text{ResRe}_V; \]
\[ \text{segnoCos} = \text{ResRe}_V^*\text{ResRe}_I + \text{ResIm}_I^*\text{ResIm}_V; \]
\[ \text{Angolo} = 180.0\frac{\text{rad}}{\pi}\text{atan2}(\text{segnoSin}, \text{segnoCos}); \]

The retrieved sign is then applied to the power measurement.

**Power and Energy computation**

To compute active and non-active power Fryze’s metric is adopted as default. Energy is obtained, each 200 ms, by scaling Equation (2.22) with the length of the observation period. It must be noted that, since the STM32F103 executes calculations over integer values, a scale factor is considered to convert the sampled values to integer and to convert back the results of the computation.

**Measurement data transmission and application of load management commands**

At the end of each acquisition cycle, the smart meter sends the data to the MU, reads any load curtailment commands and executes them.

### 2.3.3 Communication protocol

The communication is managed independently of the specific interface and communication protocol, through the use of a “virtualized communication interface”. For the prototype implementation, the smart meter network adopts the CAN protocol [2.24]. In fact, it constitutes a reliable low-level communication interface that guarantees: i) low-cost implementation, ii) noise immunity, iii) easy configuration, iv) multicast network. The CAN protocol, standardized in ISO 11898-1 [2.25], was specifically designed to operate seamlessly even in presence of high electromagnetic disturbances thanks to the adoption of
transmission signals with a balanced difference of potential. The bit rate
can be up to 1 Mbit/s in shorter than 40-meter nets. Slower speeds allow
for communication over greater distances (125 kbit/s to 500 m) as in
the considered case. A priority based bus arbitration allows to transfer
first messages with higher priorities: if the bus is idle, any node may
begin to transmit; however, if two or more nodes begin to send
messages at the same time, the message with the higher id (which has
more dominant bits, i.e., zeroes) will overwrite other nodes lower id's,
so that eventually (after this arbitration on the id) only the dominant
message remains and it is received by all nodes. Messages with
numerically smaller values of id have higher priority and they are
transmitted first. The CAN communication is implemented by the
STM32F103RE.

2.3.4 Management unit

The Management Unit is constituted, in the prototype system, by a
workstation. The measurement data the PMUs sends through the
network connection (again, in the prototype system such connection is
realized by means of WiFi) is archived on a MySQL-managed database
on the MU. To access such database, and to control the devices
connected to the MU, a web-server with the relative user interface was
implemented.

The monitoring and configuration panel is realized via a web
interface: an approach that allows the user to remotely check his
consumptions or to modify his supply agreement.

The presence of actuators on the prototype board allows for the
realization of Demand Response programs. The load curtailments, in
this case, can be managed automatically, if proper management policies
and algorithms have been implemented on the MU; moreover, through
the web-interface the user can log-in and directly intervene on his loads
both from local or via remote access via http protocol.

The MU needs to communicate with the System Operator, to whom
it provides measured data and statistics: the data can be used to have a
picture of the state of the grid, but can also be made available to other
grid actors to formulate advanced customer-oriented tariffs and
services.
Web interface

For the purpose of testing the prototype AMI system, the meter was connected to the MU via WiFi. Moreover, the workstation implementing the management unit was equipped with an open IP address, so to be reachable from devices external to the local network including the measurement and management devices.

The PC posing as MU was designed to act also as a web server, providing an interface (Figure 2.21) to access the locally stored database. The PHP-based webpage allows to access all the connected meters and, for each meter, shows power consumption readings, energy and hot water and gas consumptions. Moreover relevant information regarding load management is shown: three button indicate the state of the relays (ON or OFF) and can be used to manually disconnect or reconnect the loads attached to the relative branch of the grid monitored by the selected meter; a graph reports the prices of electric energy, as provided by the SO. In the prototype system, the prices of energy are the key parameters for managing load management: in fact, it has been assumed that the user or an energy manager (in case of a complex network) can set a threshold, which the system uses for determining the load curtailments, that is directly bounded to the prices of electricity.

Therefore, communication with the SO represents a key point. In the implemented prototype infrastructure, data from the system operator has been obtained and inserted in the MU manually; of course,
a suitable communication protocol should be found in agreement with
the SO and adopted for any real-world implementation of the system.

2.3.5 Load management implementation

2.3.5.1 The adopted strategy

In general, Demand Response techniques can help reducing the need
for new power plants by displacing some loads from peak hours. In our
system, a strategy for automatic load management based on user-
defined cost threshold has been implemented. Considering a number of
$N$ users, each of them having $M$ different branches to which loads are
connected, the total absorbed power at the instant $t$ is given by the sum
of the power for all the branches:

$$P_{\text{TOT}}(t) = \sum_{i=1}^{N} \sum_{j=1}^{M} P_{ij}(t)$$  \hspace{1cm} (2.38)

Assuming that each branch is equipped with a switch that can turn
t off the associated branch or can power it up again, and that the state of
the branch is represented by the binary variable $\sigma_{ij}$ ($\sigma_{ij}=1$ if the branch
$ij$ is powered up and $\sigma_{ij}=0$ if the corresponding switch is open) then the
Equation (2.38) becomes:

$$P_{\text{TOT}}(t) = \sum_{i=1}^{N} \sum_{j=1}^{M} \sigma_{ij} P_{ij}(t)$$  \hspace{1cm} (2.39)

As said before, the goal of the system is to implement automatic load
management. Introducing a power threshold $\Lambda$, the problem configures
as a nonlinear optimization:

$$\min[\Psi(\bar{\sigma},t)]$$  \hspace{1cm} (2.40)

Where the cost function is:

$$\Psi(\bar{\sigma},t) = \Lambda - P_{\text{TOT}}(t) = \Lambda - \sum_{i=1}^{N} \sum_{j=1}^{M} \sigma_{ij} P_{ij}(t)$$  \hspace{1cm} (2.41)

and $\bar{\sigma}$ represent the matrix containing the binary of the different
branches, which represent the decision variables. If the absorbed power
tend to be greater than the threshold, one or more branches will be
disconnected (the corresponding decision variable is set to 0); similarly,
when the threshold increases, more branches can be powered up again,
until $\Psi$ is minimized. The optimization configures as a constrained
problem: in fact, being $\Lambda$ the power value not to be overcome, it must
be guaranteed that:
$\Psi(\bar{\sigma}, t) \geq 0$  \hspace{1cm} (2.42)

Additional constraints may be determined assigning a priority to each circuit branch: naming $\lambda_{ij}$ the priority level of the $ij$-th branch, it can be imposed that, while managing the load disconnecting or re-connecting branches, this is done according to the order defined by the set priorities, as represented in Figure 2.22. Therefore, the constraint may be formalized as

$\sigma_{ij} \leq \sigma_{lk} \hspace{0.5cm} \text{if} \hspace{0.5cm} \lambda_{ij} \leq \lambda_{lk}$  \hspace{1cm} (2.43)

Naturally, it might be the case that two different branches have the same priority level: in this case, the adopted policy is to disconnect first the loads that are absorbing more power. In a similar manner, while powering back up the loads, in case of equal priority precedence is given to the ones which were absorbing less power prior to the disconnection. This strategy allows to serve the largest possible number of loads, rather than supplying fewer loads but with higher absorptions. A block diagram representation is provided in Figure 2.23. This policy may obviously be easily changed, to adopt the load management system to the specific context of application.
An additional note regards how to set the priorities: they are user-defined and can be static or the user can set a rule according to which the same branch assumes a different priority level over time. For example, a rule can be set so as to keep the priority level of the branch feeding the air conditioning system high during the period of the day the user is in the building, and lower it otherwise.

Finally, the system may easily include the availability of locally produced electricity. Its effect can be seen as a positive contribution to the power threshold level or, equally, as a lowering of the power demand the grid has to supply. In this case, the cost function introduced in Equation (2.41) becomes:

$$\Psi(\bar{\sigma}, t) = \Lambda - P_{TOT}(t) =$$

$$= \Lambda - \sum_{i=1}^{N} \sum_{j=1}^{M} \sigma_{ij} P_{ij}(t) + \sum_{h=1}^{N_{gen}} P_{h}(t)$$

(2.44)

with $N_{gen}$ the number of local power sources.

### 2.3.5.2 Selecting the threshold

The power threshold $\Lambda$ is determined dynamically according to the cost of energy. Setting a minimum level of power that must necessarily be supplied, $\Lambda$ is determined as:

$$\Lambda = \max[\Lambda(C(t)), \Lambda_{\text{min}}]$$

(2.45)

where $C(t)$ represents the cost of electricity provided by the GME (Italian Electricity Market Operator).
Table 2.2 – Prices of electricity

<table>
<thead>
<tr>
<th>CLASS</th>
<th>DESCRIPTION</th>
<th>PRICE €/MWh</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>Peak</td>
<td>93.23</td>
</tr>
<tr>
<td>F2</td>
<td>Mid-level</td>
<td>88.97</td>
</tr>
<tr>
<td>F3</td>
<td>Off-peak</td>
<td>65.47</td>
</tr>
</tbody>
</table>

For the prototype system the threshold has been calculated considering a tariff plan with different prices of electricity for peak, mid-level and off-peak hours. The average prices for December 2011 are reported as an example in Table 2.2.

The user or the energy manager can set a power threshold setting a limit for the cost of electricity considering as reference the class F2. Then, the system adjusts the so determined power level according to the prices of energy, raising it during off-peak hours and lowering during peak hours, by weighting the power level with the price of energy in the current class versus the reference one.

2.3.6 Metrological characterization

2.3.6.1 Issues related to the characterization of smart meters

The presence of non-linear and time-variant loads in the network causes the distortion of voltages and currents. The main problems related to these disturbances stem from the flow of non-active energy caused not only by non-sinusoidal currents and voltages but also by the energy dissipated in the neutral path due to the zero-sequence current components that has economic significance. These flows consume energy and someone has to pay for it, so the utility companies are vitally concerned with energy loss in the network because generators cover this loss, and the distributing company has to pay for it at the high-voltage revenue metering points. In a certain way, they should make the polluting customers pay adequate penalty; otherwise, these costs are charged on all the actors of the energy market. Penalties are applied for absorptions with a low-power factor that are verified through reactive-energy metering.
This gives great importance to both active and non-active energy metering in non-sinusoidal conditions. The IEC standard [1.18] for characterization of the accuracy of static active meters takes as reference sinusoidal conditions, and some power-quality phenomena are only accounted as influence quantities that change the accuracy of meters. IEC standard for characterization of the accuracy of static reactive meters applies for sinusoidal currents and voltages containing the fundamental frequency only [1.19]; no reference is made to what should be measured in situations with harmonic distortion.

In this way, commercial instruments, built according to the IEC approach, are designed and tested mainly for sinusoidal waveforms, and, at most, additional tests are performed in specific non-sinusoidal conditions but accounting for larger accuracy tolerance. Moreover, since there is no clear reference as to which algorithm should be used for digital metering, different manufacturers adopt different implementations, which are equivalent in sinusoidal conditions, but provide very different results when utilized with distorted current and voltage waveforms.

In order to fully define the product energy in generation, transmission, and distribution stages and to economically regulate how energy is sold by electrical utilities and bought by final users, proper metering in non-sinusoidal conditions is required.

Starting from all these considerations, from a metrological point of view, the verification of energy meters becomes a strong need but, at the same time, a very complex task. In fact, a full analysis of all influence parameters that leads to non-sinusoidal conditions, and all their combinations requires a huge number of tests.

Here, results of the characterization of the implemented smart meter in static and dynamic conditions are presented; to provide test signal for non-sinusoidal conditions, sinusoidal waveforms were artificially distorted.

In order to prove the reliability of the implemented instrument, a thorough characterization, in static and dynamic conditions, has been performed. To this aim, the following instruments, shown in Figure 2.23, were used:
• Function Generator Yokogawa FG320 (Features: Dual channel output, frequencies range 1 μHz to 15 MHz, Amplitude range ± 10V, AC Amplitude accuracy ±0.8% of setting + 14 mV, DC output accuracy ±(0.3% of setting + 20 mV)

• PXI 1042 chassis with a PXI-DAQ 6123 (Features: 16-Bit, 500 kHz/ch, Simultaneous Sampling)

• Pacific Power Source 3120 AMX (Features: Maximum Power: 12 kVA; ii) Frequency Range: 20 Hz to 50 kHz; iii) Line Regulation: 0.027 mV; iv) Load Regulation: 0.00135 mV; v) THD: 0.1%; vi) Voltage Ripple and Noise: -70 dB).

2.3.6.2 Static characterization

For static characterization, only the behavior of the A/D conversion systems of the microcontroller are taken into account. The tests are executed according to the set-up reported in Figure 2.24. The adopted function generator has two independent output channels that can be separately configured with proper values of amplitude and phase.

These signals are acquired at the same time by the two A/D channels of the microcontroller and by the A/D channels a PXI-DAQ 6123, adopted as reference. Through a software developed in Labview environment, it is possible to monitor and store continuously the values supplied by the generator and to obtain expected measurement results. These values are then compared with those provided by the smart meter. In the first set of tests a dc voltage is generated at
different levels, with steps of 10 % of full scale range. Each test is repeated ten times. A systematic deviation is found for each input level with a value that is within the range 0.1 - 0.8 %. Starting from the obtained results it is possible to evaluate, recurring to the least squares method, gain and offset correction parameters for each input channel. After the compensation the mean error is lower than 0.05 % and the standard deviation is lower than 0.03 %.

### 2.3.6.3 Dynamic characterization

For dynamic characterization, the signals provided by the function generator are amplified by the power amplifier, the Pacific Source 3120 AMX, and the PXI measurement system is again adopted as reference value; a simplified scheme of the testing station is reported in Figure 2.25. The test sets are chosen according to considerations reported in [2.26],[2.28]. The tests were performed in sinusoidal and non-sinusoidal conditions. In sinusoidal conditions the effects of frequency deviation and phase angle variation on active and reactive power were evaluated.

The sinusoidal tests have been performed varying input parameters around rated values: frequency (50 Hz ±15%), input voltage amplitude (50% to 100 %), input current amplitude (0% to 100 %), finally the phase displacement between $-\pi/4$ to $\pi/2$.

![Figure 2.25 – Experimental set-up for dynamic characterization](image-url)
In Figure 2.26 and Figure 2.27 the percentage relative uncertainties for active and non-active powers in sinusoidal conditions are reported. The relative uncertainty is in both cases less than 0.2%, with highest values for fundamental frequency lower than 47 Hz and phase angles close to 90 degrees for active power and close to 0 degrees for non-active power.

![Active Power Uncertainty Estimation vs phase angle and fundamental frequency](image1)

**Figure 2.26 – Active Power Uncertainty Estimation vs phase angle and fundamental frequency**

![Reactive Power Uncertainty Estimation vs phase angle and fundamental frequency](image2)

**Figure 2.27 – Reactive Power Uncertainty Estimation vs phase angle and fundamental frequency**

In non-sinusoidal conditions, the effects of the fundamental phase angle and the harmonic order variation on active and non-active power are evaluated. For the non-sinusoidal tests, according to [1.20], a fixed THD of 8% is adopted. For each tests five harmonic components spanning between 3rd and 39th harmonic order are superimposed to the
fundamental tone, with fixed THD. The testing procedures is better
detailed in [1.21],[2.26-2.29].

In the Figure 2.28 and Figure 2.29 the percentage relative
uncertainties for active and non-active power in non-sinusoidal
conditions are reported. The values are compatible with the results in
the sinusoidal case, with uncertainties lower than 0.2%. Naturally, the
test conditions were slightly different and lack variation of fundamental
frequency (the main source of uncertainty), therefore the meter seems
to perform better than in sinusoidal conditions. Frequency variations
have not been considered since intermodulation products would have
brought to superimposed low frequency components, leading to not
easily distinguishable uncertainty causes, with more difficult
interpretation of the results.

![Active Power Uncertainty Estimation vs harmonic order and phase angle](image1)

**Figure 2.28 – Active Power Uncertainty Estimation vs harmonic order and phase angle**

![Non Active Power Uncertainty Estimation vs harmonic order and fundamental frequency](image2)

**Figure 2.29 – Non Active Power Uncertainty Estimation vs harmonic order and fundamental frequency**
Table 2.3 – Summary results of dynamic characterization

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Uncertainty (sin. test)</th>
<th>Uncertainty (non-sin. test)</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage (r.m.s.)</td>
<td>0.03</td>
<td>0.04</td>
<td>[%]</td>
</tr>
<tr>
<td>Current (r.m.s.)</td>
<td>0.03</td>
<td>0.04</td>
<td>[%]</td>
</tr>
<tr>
<td>Frequency</td>
<td>0.67</td>
<td>0.67</td>
<td>[mHz]</td>
</tr>
<tr>
<td>Active Power</td>
<td>0.043</td>
<td>0.061</td>
<td>[%]</td>
</tr>
<tr>
<td>Apparent Power</td>
<td>0.13</td>
<td>0.15</td>
<td>[%]</td>
</tr>
<tr>
<td>PF (conventional)</td>
<td>0.002</td>
<td>0.002</td>
<td>[p.u.]</td>
</tr>
<tr>
<td>Non Active Power</td>
<td>0.6</td>
<td>0.62</td>
<td>[%]</td>
</tr>
<tr>
<td>Voltage THD</td>
<td>---</td>
<td>0.072</td>
<td>[%]</td>
</tr>
<tr>
<td>Current THD</td>
<td>---</td>
<td>0.07</td>
<td>[%]</td>
</tr>
</tbody>
</table>

The summary results for the meter dynamic characterization in both sinusoidal and non-sinusoidal cases are reported in Table 2.3.

Once characterized, the system has been tested according to current standards. In particular, the test signals were determined according to the following standards:

- The Measuring Instrument Directive (MID) [2.30], which establishes the requirements that the meters, devices, and systems must satisfy when placed on the market and/or put into use for reasons of public interests, public health, public safety, public order, protection of the environment, protection of consumers, duty and tax levying and fair trading. It demands to the harmonized standards (technical specification adopted by CEN, CENELEC or ETSI prepared in accordance with the General Guidelines agreed between the Commission and the European standards organizations) a detailed explanation of the values and the test cases for the influence quantities, the disturbances and so on.

- The draft document (OIML R-46) of the Organization International de Métrologie Légale on Active Electrical Energy Meters [2.31], which gives an easily-adoptable set of
requirements and tests to meet the needs of the MID to the regulatory bodies.

Both the MID and the OIML R-46 documents have the same approach to the test of the energy meters and also the imposed test signals are substantially the same. Considering these standards, the following test cases are considered for the experimental characterization of the realized smart meter.

1. Sinusoidal signals with no influence quantities (Figure 2.30a).
2. Harmonics in voltage and current circuits (Figure 2.31a) with:
   fundamental frequency current: I1=11.5 A; fundamental frequency voltage: V1=230 V; fundamental frequency power factor: 1; content of 5th harmonic current: I5=40% of I1; content of 5th harmonic voltage: V5=10% of V1; 5th harmonic power factor: 1.
3. DC and even harmonics in the a.c. current circuit. The tests were performed considering a sinusoidal voltage and the current waveform, with a maximum value of 25 A, as shown in Figure 2.32a.
4. Odd harmonics in the a.c. current circuit. The tests were performed considering a sinusoidal voltage and the current waveform, with a maximum value of 5 A, as shown in Figure 2.33a.
5. Sub-harmonics in the a.c. current circuit. The tests were performed considering a sinusoidal voltage and the current waveform, with a maximum value of 5 A, as shown in Figure 2.34a).

The considered test waveforms have been generated via the function generator and amplified by the Pacific Source 3120 AMX. Then the values measured with the prototype meter have been compared to the ones measured by the D-class Yokogawa WT3000 watt-meter used as reference.

The maximum possible error shifts for each test case for the different meter classes considered in the OIML R-46 are reported in Table 2.4.
Table 2.4 – Maximum possible error shifts for considered test signals

<table>
<thead>
<tr>
<th>Test case</th>
<th>Disturbance</th>
<th>Max possible error shift [%] per meter class</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A</td>
</tr>
<tr>
<td>1</td>
<td>Sinusoidal signals</td>
<td>±2.0</td>
</tr>
<tr>
<td>2</td>
<td>Harmonic component in the current and voltage circuits</td>
<td>±3.0</td>
</tr>
<tr>
<td>3</td>
<td>DC and even harmonic in the a.c. current circuit</td>
<td>±8.0</td>
</tr>
<tr>
<td>4</td>
<td>Odd harmonic in the a.c. current circuit</td>
<td>±8.0</td>
</tr>
<tr>
<td>5</td>
<td>Sub-harmonic in the a.c. current circuit</td>
<td>±8.0</td>
</tr>
</tbody>
</table>

For each test case, Figures 2.30 to 2.34 show the obtained results in terms of comparison between the electrical energy parameters measured by the proposed ARM-based smart meter and that measured by the WT 3000 reference instrument. In particular, the comparison was made respect to the root mean square of both voltage (Vrms) and current (Irms), active power (P), apparent power (S), and non-active power (Q). For all the considered test cases, the values measured by the ARM-based smart meter for Vrms, Irms are within 0.2% and P is within the 0.6 % range with respect to the measurements provided by the reference instrument. A greater difference was revealed in the measurement of non-active power. Nonetheless, these error shifts allow to classify the meter as a class C instrument as per OIML R-46.

The summary results for all test cases are reported in Table 2.5.

Table 2.5 – Summary results for tests according to OIML R-46 recommendations

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Max error [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test case 1</td>
</tr>
<tr>
<td>Voltage (r.m.s.)</td>
<td>0.02</td>
</tr>
<tr>
<td>Current (r.m.s.)</td>
<td>0.02</td>
</tr>
<tr>
<td>Active Power</td>
<td>0.18</td>
</tr>
<tr>
<td>Apparent Power</td>
<td>0.06</td>
</tr>
<tr>
<td>Non Active Power</td>
<td>0.08</td>
</tr>
</tbody>
</table>
Figure 2.30 – Sinusoidal signals with no influence quantities: a) The considered voltage and current test signals and b) the corresponding obtained results
Figure 2.31 – Harmonics in voltage and current circuits: a) The considered voltage and current test signals and b) the corresponding obtained results
Figure 2.32 – DC and even harmonic in the a.c. current circuit: a) The considered current test signals and b) the corresponding obtained results
Figure 2.33 — Odd harmonic in the a.c. current circuit: a) The considered current test signals and b) the corresponding obtained results
Figure 2.34 – Sub-harmonics in the a.c. current circuit: a) The considered current test signals and b) the corresponding obtained results
2.3.7 Case study for load management strategy

To test the load management algorithm we set up a test case and simulated it in the MATLAB environment. Considering the case of ten different users, from their individual consumptions a total power demand profile can be obtained. Figure 2.35 shows the load curves, together with the graph of the threshold defined for the system. As it can be seen, the algorithm successfully manage to contain power absorption below the threshold level. In this case, the load management algorithm allows for energy savings of around 80 kWh, with respect to the original demand.

Naturally the threshold may be modified for higher or lower electricity (and therefore cost) savings, as underlined in the following two examples.

In the first case (Figure 2.36) the amount of electricity saved with respect to the original demand reaches 170 kWh, doubling the savings at the expense of the number of loads served. The second case (Figure 2.37) exhibits a higher threshold, therefore less loads are curtailed and the electricity savings are in the order of 9 kWh.

We remind once more that, in this case, the choice of the threshold falls upon the user, which can decide the costs he wants to incur in for

![Figure 2.35 – Simulation example of the load management algorithm](image)
electricity and rest assured not to go beyond that. This strategy, however simple, has allowed to prove the physical feasibility and functionality of the prototype AMI architecture. Naturally, for a full realization of a Demand Response program, the threshold may be determined through a negotiation between users and the market. Moreover, the availability of reserve capacity to the grid system operator may be warranted by opportuneely modifying the threshold. In any case, once determined the value of Λ, proper action will be undertaken to reduce the absorbed power below this amount.

**Figure 2.36 – Lowering the threshold determines more frequent load curtailments and higher savings**

**Figure 2.37 – Raising the threshold determines less frequent load curtailments and lower savings**
Chapter 2 – Design and realization of a smart meter

The algorithm is implemented on the MU, which after finding the optimal solution, sends the commands to the smart meter that realizes the load curtailments through its actuators. The algorithm, implemented on the prototype system, constitutes part of the research project “Measurement and Control Systems and Devices for Application of Demand Side Management Programs (Sistemi e dispositivi di telemisura ed attuazione per applicazioni tecniche di demand side management alle piccole utenze)” and has been showcased during the final project verification [2.19].

2.4 Conclusions

In this Chapter, an implementation of a low-cost real-time smart meter has been described. Based on an ARM M3 microcontroller architecture, it employs an innovative wideband combined voltage and current transducer and makes use of advanced measurement algorithms that allow for accurate bidirectional power measurement in non-sinusoidal conditions and power quality evaluation. In fact, the thorough metrological characterization reported in the Chapter shows uncertainty bounded within 0.6% for active power and 0.04% for voltage and current. In addition, for type approval purposes, the performances of the meter have been evaluated according to the standard procedures recommended in the OIML R-46, allowing for classification of the meter in class C: as a mean of comparison, most commercial metering solutions available on the market exhibit worse performances, being classified as class B instruments.

The developed meter is designed to interface with gas and heat meters, thus acting as a central hub for all energy consumptions in residential or commercial environments.

The proposed device could not deliver the benefits commonly associated to smart metering if not included into a broader metering, communication and command infrastructure. Therefore, we propose an AMI implementation. The meter acquires the measurement and send the data to a management unit, which acts as an interface to the system operators and energy market, and implements a web-server with a user-friendly interface that customers can use to remotely monitor all their energy consumptions.
In addition, the management unit implements a load management strategy that, making use of the actuators present on the meter, manages load curtailments in response to energy price signals, therefore attaining the deployment of DR programs. The system was designed to favor user participation, allowing for prioritization of the loads and setting of a price-sensitive triggering condition for the load curtailments. Case studies have proven the effectiveness of the system in reducing demand peaks, while at the same time serving the largest possible number of loads compatibly with the defined triggering condition.
Chapter 3

Energy Storage for the power grid: measurement techniques for battery health estimation

The ability to store electricity is one of the key issues for the Smart Grid. Through usage of Energy Storage Systems (ESSs), load curves can be re-shaped, reducing demand peaks and avoiding the usage of expensive peaking generators. Renewable sources are by their nature variable and not easily predictable: in this case ESSs may work as electricity buffers, decoupling production and usage times. Different technologies may be adopted to store electricity: among these, batteries constitute one of the most promising. In fact, compared to other storage technologies, batteries are characterized by response times in the order of milliseconds, which makes them extremely useful in cases where load or production curves change rapidly.

An effective integration of battery storage into the power grid requires being able to include batteries into resource planning and account them for in operations. Thus, not only reliability of the technology is an essential requirement, but grid planners and operators need to assess the state of the battery system, if and how much it can be relied upon, and to make forecasts regarding its remaining useful life, so to be able to plan maintenance or substitution. Information regarding the state of the batteries, and how much they are decaying under current use, may empower grid operators to develop management policies that tend to limit battery degradation.

In this Chapter, we introduce our proposals for measurement techniques regarding two key aspects in battery characterization and monitoring: the estimation of the health of a battery and the estimation of the values of the parameters of its equivalent circuit model. In both cases, one of the main goals has been obtaining fast and lightweight
methods, implementable on a low-cost microcontroller device to be embedded on the battery system. Moreover, a system-level degradation model is introduced.

3.1 Electrochemical cell operations

A rechargeable battery is composed of one or more electrochemical cells that convert stored chemical energy into electrical energy during a discharge process or convert electrical energy into chemical energy during a charge process. An electrochemical cell is a chemical device for generating or storing electric energy. It consists of a positive electrode and a negative electrode, separated by electrolyte.

The electrolyte is capable of conducting ions between the two electrodes, but is itself an electronic insulator. The positive and negative electrodes are immersed in the electrolyte and the reacting substances are stored within the electrodes, sometimes also in the electrolyte. The chemical reactions associated with the energy conversion take place at the two electrodes [3.1-3.3]. During discharge (Figure 3.1b), the negative electrode contains the substance that is oxidized (i.e. releases electrons), while the positive electrode contains the oxidizing substance that is reduced (i.e. accepts electrons). Those electrons pass through the external load, thereby doing useful work. When the battery is charged, this reaction is reversed and a corresponding amount of energy from an external source has to be supplied to the cell (Figure 3.1a).

![Figure 3.1 - Battery operation during charge (a) and discharge (b)]
The current in the battery arises from the transfer of electrons from one electrode to the other. When there is no current flow through a cell, the difference between the potentials of the positive and negative electrodes gives an Open-Circuit Voltage (OCV, E0) of the cell. When current flows, however, mass transport is required to bring the reacting substances to the electrode surface or carry them away. As a result, the voltage under current flow is different from the OCV and the difference comprises (i) an overvoltage at the electrodes caused by electrochemical reactions and concentration deviations on account of transport phenomena and (ii) ohmic voltage drops caused by the electronic as well as the ionic current flows in the conducting parts including the electrolyte, current-collectors and active masses.

The sum of both, called polarization, is responsible for a decreased cell voltage \( V_{\text{dis}} \) during discharge and an increased cell voltage \( V_{\text{ch}} \) on charge as shown below:

\[
V_{\text{het}} = \begin{cases} 
V_{\text{dis}} & \text{when } i < 0 \\
V_{\text{ch}} & \text{when } i > 0 
\end{cases} \tag{3.1}
\]

with

\[
V_{\text{dis}} = E_0 - V_{\theta^+} - V_{\theta^-} - iR \tag{3.2}
\]

\[
V_{\text{ch}} = E_0 + V_{\theta^+} + V_{\theta^-} + iR \tag{3.3}
\]

where \( V_{\theta^+} \) and \( V_{\theta^-} \) are the over-voltages at the positive and negative electrodes, respectively, and \( R \) stands for the polarization resistance. Due to the polarization effects, the battery voltage under current flow may differ substantially from the OCV depending on the state-of-charge of the battery. These two polarization terms are important components for battery model development.

Other important factors affecting battery performance and models include: battery capacity \( (c_0) \), State of Charge (SoC), rate of charge and discharge, temperature, and age.

The battery capacity represents the maximum amount of energy that can be extracted from the battery under certain conditions, and it is determined by the mass of active material contained in the battery. The SoC is defined as the fraction of the full capacity that is available for further discharge. Usually it can be referred also as its reciprocal, the
Depth of Discharge (DoD). The OCV of a battery is normally a function of the SoC due to the polarization impact, which is a factor that must be considered in battery modeling. The charging/discharging rates affect the rated battery capacity. According to the Peukert’s equation, if the battery is being discharged very quickly, then the amount of energy that can be extracted from the battery is reduced. As we will detail better in the next section, the age and history of a battery have impacts on the capacity of a battery. Even when following manufacturers’ DoD specifications, the battery capacity only stays at the rated capacity for a limited number of charge/discharge cycles. If the battery has been taken below its maximum DoD during its usage, battery capacity may be prematurely reduced. The temperature of a battery also affects the energy that can be extracted from the battery. At higher temperatures, the battery capacity is usually higher than that at lower temperatures. But, intentionally elevating battery temperature is not an effective method to increase battery capacity as this also decreases battery lifetime.

3.2 Batteries for grid storage

Power systems are challenging to operate since supply and demand must be precisely balanced at all times. Power demand constantly fluctuates: even if generally following predictable patterns, it is impossible to forecast exactly. Therefore, the power systems have to be flexible. Currently, such flexibility is warranted for by generation resources: system operators adjust generator outputs in response to varying demand. Energy is stored in the form of primary energy sources (i.e., coal, gas, water).

Electricity storage, instead, always involves some sort of conversion – which depends on the specific storage technology – incurring in conversion losses. Nevertheless, many storage technologies have been developed in recent decades that rely on mechanical, electrochemical, thermal, electrical or chemical energy [3.4-3.6]. They differ in energy density, power rating, frequency of charge and discharge, efficiency, response time and must be chosen according to the specific application. In general, pumped hydro storage
(PHS) and compressed air energy storage (CAES) are the most diffused for bulk storage applications.

PHS uses the gravitational potential energy of two water reservoirs: water is pumped from the lower reservoir to the upper one at the expense of electricity during off-peak periods, and the downstream flow is used to produce electricity again, by means of turbines, when needed. CAES works by using electricity to compress air into a cavern or a tank, and releasing the air to drive a turbine, that converts energy back to electricity. Both technologies face site availability issues.

Batteries are a major component of the storage landscape and can serve a wide range of applications with diverse power and energy requirements. They differ according to their electrodes and electrolyte chemistries. Up to now, durability, costs and safety concerns have limited the commercial development. However, the extensive experience for portable applications is fueling the research and development, with positive outlook for production costs decrease and performance improvements.

### 3.2.1 Advantages and main applications

Batteries present some undoubtedly advantages over other storage technologies. First of all, they are characterized by high efficiencies, even though the specific values depend on the adopted chemistry. Moreover, they have high power and energy densities (respectively the amount of power and energy that is possible to store in the battery for unity of capacity, indicated in [W/l] and [Wh/l]). This characteristics, coupled with response times lower than the second, makes them ideal to follow fast variation in loads and sources. In this regard, they represent a much better solution for local balancing and for compensating the variability of renewable resources than conventional generators (for example, the gas-powered ones) and other storage technologies [3.5-3.7]. In fact, although they are characterized by lower power density than supercapacitors and flywheels, batteries still have power densities higher than PHS and CAES. Moreover, their low self-discharge allows not only for their functionality as temporary buffers, but also for effectively realizing load and sources shifting.
Another application example is represented by regulation services, characterized by fast variations.

Battery technologies developed for mobile applications and not specifically for grid storage are composed by several electrochemical cells connected in parallel and series: this gives the flexibility of realizing arbitrary battery sizes.

### 3.2.2 Main issues

At the moment, the main issue regarding battery usage as storage system for the power grid is represented by high costs compared to other storage technologies. However, favored also by the increasing diffusion of battery powered devices and Battery Vehicles, production costs of mainstream battery technologies are decreasing, and the development of new technologies specifically targeted to grid applications will bring the costs down in the near-term to under 250 $/kWh, with longer-term goals of about 150 $/kWh according forecasts by U.S. Department of Energy and Sandia National Laboratories [3.5-3.6].

The other great barrier to a greater diffusion of batteries in grid storage applications is the limited cycle life that, combined with high costs and low tolerance of some battery technologies for deep cycles, makes them currently not attractive for bulk storage applications.

Finally, batteries require more careful management during their operations. In fact, some battery technologies such as NaS and liquid-metal require high operating temperatures; on the other hand, Li-ion batteries need advanced battery management systems to prevent overcharging, overheating and consequent thermal runaway.

### 3.2.3 Battery technologies for grid support

Different types of batteries are currently employed for grid support services. They are characterized by different chemistries, different operating conditions, and are adopted for different applications.

The most mature technologies are represented by lead-acid and sodium-sulfur (NaS) batteries. Lead-acid batteries represent a reliable and low-cost solution, with a good battery life. Their primary
application is in load leveling and grid stabilization. Their drawback is represented by their sensibility to deep cycles, which limits the usable battery capacity, as well as their limited energy density. In addition, the cycle life is lower than other battery technologies. NaS batteries have higher energy density and can maintain long discharges (four to eight hours), which makes them suitable for load leveling, renewable sources integration and price arbitrage. However, they are operated at high temperatures (between 250° and 300° C) entailing safety issues and preventing suitability to small-scale applications.

Other relevant technologies, originally developed for mobile applications but that have found their applicability also in grid storage are represented by nickel–metal hydride (Ni-MH) and lithium-ion (Li-ion) batteries. Ni-MH batteries are mainly of interest since they are used in some battery vehicles, which can be used for grid support services in a vehicle-to-grid framework. Li-ion batteries are among the most robust technologies. They have very high energy and power densities, good efficiency and short response times. On the other hand, even though production costs are forecasted to decrease consistently over next years, Li-ion batteries are still expensive. Moreover, they are sensible to overheating, entailing to safety concerns and more sophisticated battery management systems. Li-ion batteries do not tolerate well deep cycles and are best suited for relatively short discharges (under two hours): these characteristics make them fit for services such as frequency regulation [3.2], [3.4-3.9].

Innovative technologies, such as flow batteries and liquid-metal batteries are still in demonstration phase, but have shown great potential for grid applications. Flow batteries rely on two separately stored electrolytes to decouple their power and energy capacities [3.10-3.11]. Compared to other battery technologies, they exhibit longer lifetimes, even under deep cycles. On the other hand, they are more complex than conventional batteries and have lower energy density. Liquid-metal batteries are of simple construction and rely on inexpensive materials [3.12-3.13]. Differently than conventional batteries, which use at least one solid material (that can limit conductivity and increase the risk of failure, with consequent impacts on battery life), they are composed of two layers of metal and a salt, which works as electrolyte. Liquid-metal batteries exhibit little capacity loss over time. The high operating temperatures required to keep the
metals in a liquid state make them more suitable for large-scale grid storage.

A summary of the different technologies and the related advantages and drawbacks is reported in Table 3.1.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Main application</th>
<th>Advantages</th>
<th>Drawbacks</th>
<th>Cycle life [cycles]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lead-acid</td>
<td>Load levelling - Grid stabilization</td>
<td>-Low cost -Good battery life</td>
<td>-Limited depth of discharge -Low energy density</td>
<td>100–2000</td>
</tr>
<tr>
<td>Li-ion</td>
<td>Power quality -Frequency regulation</td>
<td>-High energy density -High charge/discharge efficiency -Good cycle life -Fast response</td>
<td>-High production cost -Intolerance to deep discharges -Sensitivity to overtemperature</td>
<td>1000–10000</td>
</tr>
<tr>
<td>Flow batteries</td>
<td>Peak shaving -Time shifting -Ramping -Frequency regulation -Power quality</td>
<td>-Very long life -Scalable -Very long cycle life</td>
<td>-Cost -Complicated design -Lower energy density</td>
<td>12000–14000</td>
</tr>
<tr>
<td>Liquid metal</td>
<td>Load levelling -Peak shaving</td>
<td>-Simple realization -Inexpensive -Low capacity loss over time</td>
<td>-High operating temperatures</td>
<td>--</td>
</tr>
</tbody>
</table>
3.3  Battery models

Batteries are complex systems, and depending on the level of the detail required, they can be represented by several models.

3.3.1  Electrochemical models

Electrochemical models give a very detailed insight in the electrochemical processes that take place in the cell.

There exist several models that recur to physical laws and specific cell parameters to describe battery operation starting from the chemical reactions that happen in the cell [3.14-3.19]. Generally, these models involve coupled PDEs, therefore their solution results too computationally intensive to be implemented on devices embeddable on batteries and suitable for online monitoring purposes. Moreover, they depend on very specific parameters characteristic of the individual cell: such parameters not only vary among different battery types, but also change in time due to the number of charge/discharge cycles.

<table>
<thead>
<tr>
<th>Conservation of lithium in the solid phase</th>
</tr>
</thead>
</table>
| \[
\frac{\partial c_s}{\partial t} = D_s \frac{\partial}{\partial r} \left( r^2 \frac{\partial c_s}{\partial r} \right)
\] |

<table>
<thead>
<tr>
<th>Conservation of lithium in the electrolyte phase</th>
</tr>
</thead>
</table>
| \[
\frac{\partial (\varepsilon c_e)}{\partial t} = \frac{\partial}{\partial x} \left( D_e \frac{\partial c_e}{\partial x} \right) + \frac{1}{F} \frac{\partial \phi_s}{\partial x} - j^{i \|}
\] |

<table>
<thead>
<tr>
<th>Conservation of charge in the solid phase</th>
</tr>
</thead>
</table>
| \[
\frac{\partial}{\partial x} \left( \sigma \frac{\partial \phi_s}{\partial x} \right) - j^{i \|} = 0
\] |

<table>
<thead>
<tr>
<th>Conservation of charge in the electrolyte phase</th>
</tr>
</thead>
</table>
| \[
\frac{\partial}{\partial x} \left( \kappa \frac{\partial \phi_e}{\partial x} \right) + \frac{\partial}{\partial x} \left( \kappa D_e \frac{\partial c_e}{\partial x} \right) + j^{i \|} = 0
\] |

<table>
<thead>
<tr>
<th>Butler-Volmer equation</th>
</tr>
</thead>
</table>
| \[
j^{i \|} = a_s I_0 \left( \exp \left( \frac{\alpha_s F}{R T \eta} \right) - \exp \left( - \frac{\alpha_e F}{R T \eta} \right) \right)
\] |

<table>
<thead>
<tr>
<th>Overpotential ( \eta ) defined by</th>
</tr>
</thead>
</table>
| \[
\eta = \phi_s - \phi_e - U
\] |

Where:
- \( c_s \) solid-phase lithium concentration
- \( c_e \) electrolyte-phase lithium concentration
- \( \varepsilon \) solid-phase potential
- \( \phi_e \) electrolyte-phase potential
- \( D_s \) diffusion coefficient of Li/Li\(^+\) in the solid phase
- \( D_e \) diffusion coefficient of Li/Li\(^+\) in the electrolyte phase
- \( \sigma \) electrode electronic conductivity
- \( \kappa \) electrolyte ionic conductivity
- \( \kappa_d \) electrolyte diffusional conductivity
- \( j^{i \|} \) reaction rate
- \( a_s \) solid/electrolyte interfacial area per unit volume
- \( F \) the Faraday constant
- \( R \) the universal gas constant
- \( T \) absolute temperature
- \( U \) Open Circuit Voltage (OCV)
also depend on the shape of the batteries, on the specific production lot, on the environment where the battery is being used (i.e. some of them depend on temperature). However, having sufficient computational power and knowledge of the intervening parameters, such models have a high degree of accuracy. An example of electrochemical model is summarized in Table 3.2.

For system-level representation, the deep insight on the electrochemical processes may not be needed, and simpler and faster models can be used, such as equivalent circuit models and mathematical models.

3.3.2 Mathematical models

Mathematical models describe the battery at a higher level of abstraction than both the electrochemical and equivalent circuit ones [3.20-3.21]. In such models, there is not the representation of the system as a whole, nor the insight of the specific physical and chemical processes taking place in the battery: they look at the battery through analytical relations that model its external behavior. Therefore, they can make use of few equations and focus only on the battery properties of interest.

Mathematical models arise from the Peukert’s law or the Shepherd equation, with additional terms empirically determined to improve the accuracy.

3.3.3 Equivalent circuit models

The equivalent circuit models resort to an analogy to electrical components, such as resistors and capacitors, to describe the V-I behavior of the cell. Two of the basic equivalent circuits are the simplified Randles cell and the Randles cell, which are reported in Figure 3.2-3.3 [3.22-3.24].

Depending on the degree of accuracy desired, it is possible to build a higher-order model starting from the Randles cell: in this case, the
The Simplified Randles cell is one of most common cell models. It includes a solution resistance, a double layer capacitor and a charge transfer (or polarization resistance). The double layer capacitance is in parallel with the charge transfer resistance. In addition to being a useful model in its own right, the Simplified Randles Cell is the starting point for other more complex models.

The equivalent circuit was initially proposed by Randles for modeling of interfacial electrochemical reactions in presence of semi-infinite linear diffusion of electroactive particles to flat electrodes. In this model, the impedance of a faradaic reaction consists of an active charge transfer resistance $R_t$ and a specific electrochemical element of diffusion $W$, which is also called Warburg element ($Z_W = Aw/(j\omega)^{1/2}$, where $Aw$ is Warburg coefficient).

higher attainable accuracy has to be balanced against the ease of implementation.

Equivalent circuit models are particularly suitable when the battery has to be studied as part of an electric circuit. However, it must be highlighted that the parameter of the equivalent circuit tend to change with the operational conditions of the cell and with aging. In particular, considering the simplified Randles cell, resistors and capacity values depend on temperature, current and state of charge (SoC); moreover, with the battery wearing off resistors values tend to increase, while the capacitance decreases. Therefore recent studies make use of Randles cell (or the simplified version of it), updating the value of the parameters basing on the operational conditions of the cell. There are two approaches that can be followed here: the first one, very efficient especially in the case of onboard battery management systems, is to resort to Look-Up Tables that result from a previous characterization of the battery and state the values of the parameters corresponding to the parameters of influence [3.25]; another method is to derive a function able to express the variation of the resistors and capacitors in the model with the parameter of influence. Generally the considered parameter of interest are SoC, temperature and possibly current.
3.4 Proposed techniques

Two are the main aspects to consider that have a direct impact on how a battery can be used and accounted for: the state of charge (SoC) and the health of a battery, here referred to as state of health (SoH). The SoC represents the energy stored in the battery as a percentage over the maximum storable quantity. The SoH, instead, is assumed as a measure of “how healthy” the battery is and expresses the available fraction of maximum battery capacity, with values ranging in the interval \([0,1]\).

As well known from literature, the electrochemical reactions that take place inside the cells of a battery tend to shorten its life [3.26]. Therefore, the SoH, initially having value 1, decreases with subsequent use. In this work, we focus on battery health assessment. In particular, we focus on the cycle life, which attains the number of cycles of charge/discharge that a battery is able to sustain: this value is strongly dependent on usage and on environmental and operational parameters. It directly affects planning, given such information may be used in prognostics tools to make forecasts on the remaining useful life of a battery. Moreover, a decay faster than expected may be indicative of anomalous system operation. Finally, the system may adopt information regarding battery health and implement strategies that tend to preserve battery life as much as possible.

We developed two different measurement techniques for estimating the health of a battery and a method for the estimation of the parameters of the equivalent circuit model assumed for the battery. The description of these techniques is reported in the following paragraphs. These techniques are intended for online monitoring of batteries, therefore need to be implemented in measurement devices embedded don the batteries themselves.

In addition, we propose also a system-level model that allows for taking into consideration battery degradation while managing the allocation of services to the grid. This model and the developed online monitoring techniques can be used together to determine allocation of service provision taking into account battery degradation.

The described techniques are better detailed in [3.27 -3.29].
3.4.1 Parameter estimation

3.4.1.1 State of the art

Currently the state of art for measuring the value of the parameters characteristic of an electrochemical process is the Electrochemical Impedance Spectroscopy (EIS) [3.24],[3.30]. It can be successfully applied to batteries: to this end the cell is represented through an equivalent electric circuit [3.22-3.23]. The method essentially consists of a perturbative characterization in which a small AC potential is applied to the electrochemical system and, from the nonlinear current response, is possible to determine the spectrum of equivalent impedance characteristic of the process. Using such information is possible to infer the values of the process parameters. Of course, it represent a small signal characterization with consequent linearization of the system around the working point. Therefore is important, to the end of executing the measurements correctly, that the system is in steady state. For this reason executing an EIS characterization is a long process, especially considered that for each point a stimulus at a particular frequency must be provided and the corresponding current measured. Moreover, it is also computationally heavy, thus not suitable for on-board battery monitoring. On this regard, executing one measure at a time it is difficult to guarantee that the battery is in steady state.

There exist a number of online estimation methods in literature; mainly they can be divided into two categories: model based and non-model based. In the first case, it is assumed a fixed model for the cell, and the variability of the parameters is intended as the perturbation of the model values. In this field, Kalman filters and recursive system parameter estimation techniques have been found to be successfully applicable [3.31-3.33]. To the second category belong techniques such as RVM or neural network, which basically look at the battery as a system whose laws and relations are not known, but create such laws themselves learning along with system usage [3.34].
3.4.1.2 Implemented estimation technique

Our work focuses on a measurement method to perform battery parameter identification that is fast and can be implemented on a low-cost microcontroller to realize online battery monitoring. Representing the battery with a simplified Randles cell, a parametric estimation algorithm is applied. As in the EIS, the cell is perturbed with a stimulus signal, which in this case is a multisine current waveform, composed by the superposition of multiple sinusoidal waveforms. From the voltage response of the cell the parameters of the model, which describe the state of the cell, can be extracted.

Starting out with the measured voltage and current values, given the battery model, a model for the identification of the parameters must be chosen. There exist several models for the identification of parameters; the one that has the best performances as system simulator is the Output Error (OE) model [3.35]: however, it is not linear with respect to the model characteristic parameters. That means that an iterative optimization method should be used to calculate model parameters. This makes the OE model less attractive for an online battery monitoring embedded device. Another identification model, which allow a closed form calculation of the parameters, is the AutoRegressive eXogenous (ARX) [3.35].

These two identification models are the ones implemented in the proposed method. For both models the stimulus electric current pattern is composed of a sum of sinusoidal waveforms, opportunely separated in frequency and with different phases. From the knowledge of the input and the response the spectrum of the transfer function, that in this case corresponds to the impedance, is obtained.

A least square algorithm is implemented to identify the values of the coefficients characteristic of the transfer function \( \{a_0, \ldots, a_{nf+nb}\} \) that best fit the measured spectrum. Such coefficients are directly related to the values of the electrical components of the equivalent circuit. Additional detail on the measurement method may be found in [3.36].

3.4.1.3 Output Error (OE) model

If the \( k \)-th sample of the stimulus is represented by \( x, c \) represents the
undisturbed output and the system output includes error $e$ and is represented by $y$, the relation between them may be expressed as:

$$ y(k) = c(k) + e(k) $$  \hspace{1cm} (3.4)

with

$$ c(k) + a_o c(k-1) + \ldots + a_{of-1} c(k-of) = $$

$$ = a_{of} x(k-nk) + \ldots + a_{of, nb} x(k-nk-nb) $$  \hspace{1cm} (3.5)

The system is described by the equation

$$ y(k) = G(z) x(k-nk) + H(z) e(k) $$  \hspace{1cm} (3.6)

where in the OE model $H(z) = 1$ is the error transfer function and $G(z)$ is the input transfer function, given by:

$$ G(z) = \frac{a_{of} + \ldots + a_{of, nb} z^{-nb}}{1 + a_o z^{-1} + \ldots + a_{of} z^{-of}} $$  \hspace{1cm} (3.7)

The optimization is carried out minimizing the one-step prediction error. Being non linear in the parameter of $G(z)$ an iterative method is required.

For a simplified Randles cell, the transfer function is:

$$ G(z) = \frac{a_1 + a_2 z^{-1}}{1 + a_o z^{-1}} $$  \hspace{1cm} (3.8)

Considering the output vector of the identification function $\{a_o, a_1, a_2\}$, the values of the parameters are given by:

$$ R_s = \frac{(a_1 - a_2)}{(1 - a_o)} \hspace{1cm} R_y = 2 \frac{(a_2 - a_o a_1)}{(1 - a_o^2)} \hspace{1cm} C = \frac{T(1 - a_o)^2}{4(a_2 - a_o a_1)} $$  \hspace{1cm} (3.9)

with $T$ the sampling period.

### 3.4.1.4 AutoRegressive eXogenous (ARX) model

The ARX model describes a relation between the input, error and output and most of the single input single output relationship is represented by this linear equation, which is given by

$$ A(z) y(k) = B(z) x(k) + e(k) $$  \hspace{1cm} (3.10)

where

$$ A(z) = 1 + a_o z^{-1} + a_2 z^{-2} + \ldots + a_{of} z^{-of} $$  \hspace{1cm} (3.11)

$$ B(z) = a_{of} + a_{of, n1} z^{-1} + \ldots + a_{of, nb} z^{-nb} $$  \hspace{1cm} (3.12)
\( x \) is the command signal, \( y \) is the output, \( e \) is the white noise. The error transfer function is \( H(z) = 1/A(z) \) and the input transfer function is given by:

\[
G(z) = \frac{B(z)}{A(z)} = \frac{a_{nf} + a_{nf+1}z^{-1} + \ldots + a_{nf+nb}z^{-nb}}{1 + \alpha_0z^{-1} + \alpha_1z^{-2} + \ldots + \alpha_{nf+1}z^{-nf}}
\] (3.13)

Given linearity of Equation (3.10), it is possible to estimate the parameters in closed form calculation.

The form the \( G(z) \) assumes is the same as in Equation (3.8), and the determination of the parameters makes use of the same Equations as in (3.9): the only difference with respect to the OE case relies in the optimization procedure and on the way the output of such procedure are presented.

### 3.4.2 State of Health (SoH) estimation

In this work, we adopt an analytical description: starting from the analysis of capacity decay curves and using also operational and environmental parameters, a measure of the SoH of a Li-ion battery is obtained. The same topic has been faced in literature by several authors who resorted to the most diverse techniques [3.34],[3.37-3.41]. Most of them describe the behavior of batteries making use of a system model: mainly they focus on lifetime predictions, analyzing how discharge conditions influence the SoC and how long a specified load can be powered by a battery with a defined SoC. However, some of them include the modelling of battery capacity fade, therefore allowing for estimations of the SoH.

Modelling the physical and chemical processes that lead to capacity fade may allow to achieve very good accuracy, but at the same time would determine a high computational load. We propose methods based on fuzzy logic and on a neural network instead: they allow to have a less resource hungry software, therefore being able to implement it into low power and low cost devices.

In fact, the techniques introduced here are thought for being implemented on a microcontroller on-board the battery. The proposed SoH index is a measure of the health of the monitored battery. It corresponds to the normalized value of the battery residue capacity. The
index ranges from 1 to 0, with 1 being a battery at the full charge capacity taken at the beginning of its life, and 0 for a battery at the end of its life. The monitoring system is destined to be implemented on a microcontroller embeddable on the battery itself, therefore ensuring the functionality of the system even if the battery is moved since the microcontroller retains the history of the battery.

3.4.2.1 Factors influencing battery health

As reported previously, continuous cycling degrades battery capacity. Moreover, several environmental and operational factors can speed up or slow down such aging process. Some of the most influential ones are reported here.

The temperature has a big impact on battery operation and therefore on its life: a high temperature lowers the internal resistance and speeds up the chemical reactions, while a low temperature slows them down and increases the resistance. The optimal temperature range depends on the actual chemistry of a specific battery, however common to all is a considerable shortening of the useful life when outside that range. In Figure 3.4 is shown the impact temperature has on Li-ion battery life [3.42].

As for the current flowing into/out of the battery, experimental tests on commercial Li-ion batteries have shown that high current rates accelerate the capacity fading, as depicted in Figure 3.5 [3.43]. In the graph, the labels C/1, C/2, C/3 and C/5 indicate constant current discharge cycles: C/1 means a constant current that discharges the

![Figure 3.4 — Battery degradation with temperature](image)
battery completely in 1 hour, C/2 in two hours, C/3 and C/5 a discharge that takes 3 and 5 hours respectively.

Deeply tied to battery cycle life is the Depth of Discharge (DoD). It represents how much a battery is depleted at each cycle and is usually indicated as a percentage of full capacity of the battery. At a given temperature and discharge rate, the amount of active chemicals transformed with each charge/discharge cycle will be proportional to the DoD. Many cell chemistries do not tolerate deep cycles (cycles...
performed at high DoD): the number of cycles yielded by a battery goes up exponentially the shallower the DoD. As reported in Figure 3.6, it is immediately clear the impact that the DoD has on battery aging: in the specific case an increase of DoD of 20% in battery cycling can produce a decrease of 25% in cycle life [3.44].

3.4.2.2 Measurement technique based on fuzzy logic

The aging of a battery is mainly related to operational temperature, DoD and charge/discharge current, as described in the previous paragraph. As a consequence, these variables are continuously monitored in the proposed approach.

The aging of a battery is related to all the previously illustrated factors, which then need to be considered together. In addition to these, other two input variables are considered: the number of cycles the battery has already been through and the values resulting from the two previous runs of the algorithm. Since the software is embeddable in a microcontroller that may reside directly on the battery, the initial value for this variable is assumed as 1 (practically, the software starts the monitoring with the first battery cycle). The resulting index is then assumed to be a function of these inputs, and is computed at every battery cycle.

The system assumes that data regarding the characterization of batteries of the same type of the one that is currently being monitored is available. In practice that means that an early laboratory characterization is carried out for batteries belonging to the same family. In all the following analysis, the data in [3.45] has been taken as reference.

Considering the curve of capacity decay with the proceeding of charge/discharge cycles, under well-defined values of temperature, current and DoD, a double exponential fitting curve for all the batteries of the same family is introduced. The generic fitting curve for Li-ion batteries belonging to the NASA data set is in the form:

\[
y_{fit} = a_0 + a_1 e^{\frac{x}{a_2}} + a_2 e^{\frac{x}{a_3}}
\]  

(3.14)

where \(x\) represents the number of cycles and \(y\) is the normalized value of battery capacity. The computed index is assumed to follow the decay
of battery capacity since such data retains the information regarding the health of the monitored battery.

The fitting function reported in Equation (3.14) depends on seven different parameters: to decrease the number of parameters to be determined, we recur to a local approximation, which depends on only two parameters. Such curve can be effectively computed online, as an iterative interpolation: recurring to a simple exponential function in the form

\[ y_{fit} = a e^{-\beta x} \]  \hspace{1cm} (3.15)

it is possible to compute a local approximation of the fitting function using the two previous values of the fitting curve and thus predicting the following value. In particular, if \( y_{fit}(k-1) \) and \( y_{fit}(k) \) are two values of the function to be approximated, with \( k \) index of the individual sample, it is possible to compute the exponential function in the form expressed in Equation (3.15) using the following equations:

\[ \Delta x(k) = [x(k) - x(k-1)] \]  \hspace{1cm} (3.16)

\[ y'_{fit}(k) = \frac{[y_{fit}(k) - y_{fit}(k-1)]}{\Delta x(k)} \]  \hspace{1cm} (3.17)

\[ \beta(k) = \begin{bmatrix} y'_{fit}(k) \\ y'_{fit}(k) \end{bmatrix} \]  \hspace{1cm} (3.18)

\[ a(k) = \frac{[y_{fit}(k) - y_{fit}(k-1)]}{e^{-\beta(k) x(k-1)} [1 - e^{-\beta(k) \Delta x(k)}]} \]  \hspace{1cm} (3.19)

Using the so determined local function, it is possible to approximate the value of \( y_{fit}(k+1) \) with the output of the curve in Equation (3.15) computed at \( x(k+1) \).

In case the value of the index is computed using only Equations (3.15)-(3.19), the algorithm would not take into account the previously described external factors which impact battery life. Therefore, the final value of the parameters \( a_F(k) \) and \( \beta_F(k) \) are computed modifying the values obtained from the local approximation with the corrective coefficients \( a_D(k) \) and \( \beta_D(k) \), determined with the fuzzy algorithm: such coefficients are needed to consider the effects of temperature, current and DoD. The fuzzy algorithm is divided into three blocks, each one accounting for a different factor of influence and each one requiring as inputs the outputs of the previous block (in the case of the first block, such inputs are set at 1). Such a choice, as opposed to computing the
values of the coefficient taking into account all the influencing factors at the same time, allows for an easier modeling and tuning up of the algorithm. Once the values of the local exponential approximation and the respective corrective coefficients have been determined, the value of the index is then computed. The block diagram of the process for computing the index is reported in Figure 3.7. In Figure 3.8 are reported the membership functions used. The membership functions are built around the
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**Figure 3.7 – Fuzzy logic controller block diagram**

**Figure 3.8 – Membership functions of input and output variables**
battery characteristics and the testing condition adopted in the used dataset.

Current and temperature are assumed to be sampled each second, and the value used as input is the average over the charge/discharge cycle. Each cycle is isolated basing on the inversion of current sign: only when this condition is reached the index is actually computed. Thresholds are considered for instantaneous values that are by themselves harmful for battery life.

The final goal is to implement the proposed algorithm on a microcontroller-based system powered by a STM32F407 ARM Cortex M4 microcontroller, which provides a good balance between computational capability and cost.

3.4.2.3 Measurement technique based on neural network

The second approach to the computation of the index is based on a neural network. The network uses a Nonlinear Autoregressive with eXogenous inputs model, with external inputs and a feedback connection considering as input also the output of the previous step (1 step delay). The considered external inputs are the present and previous step values of DoD, current, temperature and cycle number. In the same manner adopted in the case of the fuzzy algorithm, current and temperature are the average values over the charge/discharge cycle. All the inputs are provided to the network using normalized values. The equation defining the model is:

\[ y(k) = f\left( y(k-1), x(k), x(k-1) \right) \]  \hspace{1cm} (3.20)

![Figure 3.9 – Neural network scheme](image)
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The network is composed of one hidden layer and an output layer: the first makes use of a sigmoidal activation function, while the output layer is linear. Training of the network is carried out using Levenberg-Marquardt back-propagation. Network scheme is reported in Figure 3.9. In this case, the output of the network represents directly the value of the index, and no exponential fitting has been considered.

3.4.3 Battery degradation model for system level analysis

The techniques described in paragraphs 3.4.1 and 3.4.2 are destined to be implemented on devices embedded on the batteries. On the other hand, from a system point of view, to effectively integrate battery storage into the power grid, a complete but reasonably simple battery degradation model is needed.

To this end, we could assume the capacity decay curves provided by battery manufacturers as reference: they describe the capacity decay (and therefore the state of health decline) with respect to the number of cycles the battery has been subjected to. In fact, battery characterization involve accelerated aging tests, generally composed of sequences of full charge/full discharge, at specified current and temperature.

However, it must be considered that when the battery is used for grid support, the provision of services to the power grid rarely involves full cycles. Therefore, the battery degradation model must be able to describe state of health decline even under such circumstances.

Given that the decrease in battery health is related to the electrochemical reactions that happen inside each cell, and the amount of reactions depends on the amount of energy the battery provides or is charged with, we propose to use energy throughput as the independent variable in the decline of the state of health.

With battery test conditions known, we can relate cycles to energy throughput. In the following, the SoC will be referred to as \( \chi \), while the SoH metric is referred to as \( \xi \). Indicating with \( c_0 \) and \( V_{nom} \) battery original capacity and nominal voltage respectively, the energy throughput at each complete cycle (for the same temperature and current adopted in the characterization phase) is:

\[
\Delta E = 2V_{nom}c_0\xi
\]  

(3.21)
The term $c_0 \xi$ represents the actual full capacity (expressed in [Ah]) and the term $V_{\text{nom}} c_0 \xi$ is accounted for two times since we have to consider both charge and discharge. The cumulative energy throughput for $n$ cycles is expressed as:

$$\Delta E_{\text{TOT}}(n) = \sum_{j=1}^{n} 2V_{\text{nom}} c_0 \xi(i)$$  \hspace{1cm} (3.22)

Moving from the number of cycles to the energy throughput, we are able to evaluate the impact on state of health of an arbitrary amount of energy transformed by the cell. We explicitly note that, in doing so, the ability to identify a single cycle is lost: in fact, the relation expressed in Equations (3.21)-(3.22) is one-way, and originates by the knowledge of the detailed conditions the original data were obtained in. Even though the notion of cycle is lost, for our purposes of considering the degradation of a battery, the only relevant information is the amount of energy throughput: the electrochemical reactions that determine the capacity decay depend on the amount of energy converted in the cell, independently of being caused by a discharge or charge phase.

Once the degradation is expressed as a function of energy throughput, in the implementation of the model for a system-level representation we obtain simpler decay curves by computing a piecewise linear approximation of the decay curve as a function of the energy throughput. Thus, a decay coefficient may be obtained for each section. The number of sections considered for each curve is three. In our case, such characterization is carried out on three curves with different DoD: specifically, the values considered for the DoD are 55%, 75% and 85%. Since the DoD is the opposite of the SoC, the procedure just described allows us to have a decay coefficient for each couple $(\chi, \xi)$: in fact, each curve gives us three coefficients, one for each interval of values of the SoH; in addition, for each SoH interval, we have the coefficient referred to three different DoD, thus SoC, conditions (see Figure 3.10).

Given a specified amount of energy $\Delta E$ provided to, or extracted from, the battery, the variation in SoH for the $k$-th battery is expressed as:

$$\Delta \xi_k(\xi_k, \chi_k, T_k, i_k) = w(T_k, i_k) \alpha(\chi_k, \xi_k) \Delta E_k$$  \hspace{1cm} (3.23)
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The different coefficients have been organized as a look-up table, accessed with the function \( \alpha(\chi, \xi) \). The curves from which the coefficients have been extracted were measured under specific testing conditions: the ambient temperature \( T \) was maintained constant at 25° C and the discharge of the batteries was performed at a fixed current rate \( I_n \) of 4 A. Therefore, in Equation (3.23), we included the function \( w(T, i) \), which acts as a weight and takes into account the effect on battery SoH of the variations of temperature and current with respect to the testing conditions the experimental curves were obtained in.

The weighting function is reported in Equation (3.24)

\[
w(T_n, i_n) = \gamma_T(T_n - 25)^2 + \gamma_C \left( \frac{i_n}{I_n} \right)^{0.05}
\]

where \( \gamma_T \) and \( \gamma_C \) are coefficients to adjust the impact on the SoH of the temperature and current weighting terms. The current term is modeled similarly to the expression of Peukert’s law, so that a higher current will have a bigger impact, with a current equal to \( I_n \) weighting as 1.
3.5 Experimental results

In this paragraph are reported and commented the experimental results for the SoH estimation and equivalent circuit parameter estimation measurement techniques introduced in paragraph 3.4.

3.5.1 Parameter estimation

The simulations tests have been carried out considering the cell represented by the equivalent circuit model, with characteristic parameters value deduced by existent works in literature. Two different cases are considered, with both a Ni-MH and Li-ion battery examined. MATLAB and Simulink programming platforms are used for the simulations. The current stimulus is composed of a sum of sine waveform at different frequencies and phases, so to excite all the frequencies of interest in the spectrum of the battery impedance transfer function. In Figures 3.11-3.12 is reported an example of proposed technique for Ni-MH case.

Figure 3.11 – Current stimulus

Figure 3.12 – Voltage response with real and identified parameter values
The identification method has been tested against measurement noise: white noise has been added both on the stimulus and on the output of the battery model, to simulate measurement errors on both acquired channels.

3.5.1.1 Tests for Ni-MH batteries

Simulations have been conducted on the model of Ni-MH battery using the following as value of characteristic parameters: \(R_s = 1 \text{ m}\Omega\), \(R_p = 0.6378 \text{ } \Omega\), \(C = 43.68 \text{ F}\). In Tables 3.3-3.4 are reported the results for noise amplitude up to 5%. The white noise has been added to each sample with amplitude calculated as a percentage (up to 5%) of the corresponding sample value. As evidenced by the numerical results, starting with the same battery model, an identification realized through an OE model is more effective than with the ARX model. This behavior, however, is to be expected given the different nature (iterative compared to closed-form) of the optimization method. The identification using the ARX model is, on the other hand, much faster and therefore suitable for implementation on microcontroller.

Moreover, for low noise figures, the results are comparable with the ones provided by OE method.

**Table 3.3 – Simulation results for Ni-MH battery with OE system model**

<table>
<thead>
<tr>
<th>OUTPUT ERROR MODEL</th>
<th>Parameter/Noise</th>
<th>0 %</th>
<th>0.2%</th>
<th>0.5%</th>
<th>1%</th>
<th>2%</th>
<th>5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R_s \text{ [m}\Omega])</td>
<td>1,000</td>
<td>1,000</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.997</td>
<td></td>
</tr>
<tr>
<td>(R_s \text{ error [%]})</td>
<td>0.5e-4</td>
<td>-0.025</td>
<td>-0.009</td>
<td>-0.043</td>
<td>-0.072</td>
<td>-0.26</td>
<td></td>
</tr>
<tr>
<td>(R_p \text{ [}\Omega])</td>
<td>0.648</td>
<td>0.638</td>
<td>0.637</td>
<td>0.637</td>
<td>0.637</td>
<td>0.638</td>
<td></td>
</tr>
<tr>
<td>(R_p \text{ error [%]})</td>
<td>-1.1e-6</td>
<td>-0.003</td>
<td>-0.014</td>
<td>-0.032</td>
<td>-0.077</td>
<td>0.039</td>
<td></td>
</tr>
<tr>
<td>(C \text{ [F]})</td>
<td>43.68</td>
<td>43.67</td>
<td>43.67</td>
<td>43.68</td>
<td>43.67</td>
<td>43.66</td>
<td></td>
</tr>
<tr>
<td>(C \text{ error [%]})</td>
<td>2.1e-6</td>
<td>-0.006</td>
<td>-0.023</td>
<td>0.019</td>
<td>-0.026</td>
<td>-0.033</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3.4 – Simulation results for Ni-MH battery with ARX system model**

<table>
<thead>
<tr>
<th>ARX MODEL</th>
<th>Parameter/Noise</th>
<th>0 %</th>
<th>0.2%</th>
<th>0.5%</th>
<th>1%</th>
<th>2%</th>
<th>5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R_s \text{ [m}\Omega])</td>
<td>1,000</td>
<td>0.999</td>
<td>0.998</td>
<td>0.999</td>
<td>0.981</td>
<td>0.883</td>
<td></td>
</tr>
<tr>
<td>(R_s \text{ error [%]})</td>
<td>6.8e-4</td>
<td>-0.030</td>
<td>-0.023</td>
<td>-0.089</td>
<td>-1.9</td>
<td>-12</td>
<td></td>
</tr>
<tr>
<td>(R_p \text{ [}\Omega])</td>
<td>0.638</td>
<td>0.631</td>
<td>0.595</td>
<td>0.498</td>
<td>0.301</td>
<td>0.084</td>
<td></td>
</tr>
<tr>
<td>(R_p \text{ error [%]})</td>
<td>-1.1e-6</td>
<td>-1.1</td>
<td>-6.7</td>
<td>-22</td>
<td>-53</td>
<td>-87</td>
<td></td>
</tr>
<tr>
<td>(C \text{ [F]})</td>
<td>43.68</td>
<td>43.67</td>
<td>43.64</td>
<td>43.50</td>
<td>43.22</td>
<td>40.93</td>
<td></td>
</tr>
<tr>
<td>(C \text{ error [%]})</td>
<td>2.1e-6</td>
<td>-0.009</td>
<td>-0.089</td>
<td>-0.040</td>
<td>-1.03</td>
<td>-6.3</td>
<td></td>
</tr>
</tbody>
</table>
3.5.1.2 Tests for Li-ion batteries

Simulation tests have been conducted on the model of Li-ion battery using the following as value of characteristic parameters: \( R_s = 24.22 \ \text{m}\Omega \), \( R_p = 7.36 \ \text{m}\Omega \), \( C = 458.1 \ \text{F} \). In Tables 3.5-3.6 are reported the results for noise amplitude up to 5%. As it can be seen, the results are characterized by a much greater error than in the previous case, for both the OE and ARX identification method. It is to be noted that the identification method was tuned on Ni-MH batteries: therefore the results emphasize the differences that exists between different battery technologies and underline the importance of particularizing an online identification method on the specific technology.

Table 3.5 – Simulation results for Li-ion battery with OE system model

<table>
<thead>
<tr>
<th>Parameter\Noise</th>
<th>0%</th>
<th>0.2%</th>
<th>0.5%</th>
<th>1%</th>
<th>2%</th>
<th>5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_s_\text{error} [%] )</td>
<td>2( \times 10^{-7} )</td>
<td>0.007</td>
<td>-0.011</td>
<td>-31</td>
<td>-43</td>
<td>-58</td>
</tr>
<tr>
<td>( R_p [\text{m}\Omega] )</td>
<td>7.359</td>
<td>7.358</td>
<td>7.363</td>
<td>7.691</td>
<td>1.054</td>
<td>1.423</td>
</tr>
<tr>
<td>( R_p_\text{error} [%] )</td>
<td>-7( \times 10^{-7} )</td>
<td>-0.0052</td>
<td>0.0041</td>
<td>4.5</td>
<td>45</td>
<td>93</td>
</tr>
<tr>
<td>( C [\text{F}] )</td>
<td>458.10</td>
<td>458.47</td>
<td>457.77</td>
<td>0.022</td>
<td>0.021</td>
<td>0.028</td>
</tr>
<tr>
<td>( C_\text{error} [%] )</td>
<td>1.5( \times 10^{-6} )</td>
<td>0.081</td>
<td>-0.071</td>
<td>-59</td>
<td>-59</td>
<td>-59</td>
</tr>
</tbody>
</table>

Table 3.6 – Simulation results for Li-ion battery with ARX system model

<table>
<thead>
<tr>
<th>Parameter\Noise</th>
<th>0%</th>
<th>0.2%</th>
<th>0.5%</th>
<th>1%</th>
<th>2%</th>
<th>5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_s [\text{m}\Omega] )</td>
<td>24.220</td>
<td>24.180</td>
<td>23.986</td>
<td>23.275</td>
<td>20.840</td>
<td>12.518</td>
</tr>
<tr>
<td>( R_s_\text{error} [%] )</td>
<td>2( \times 10^{-7} )</td>
<td>-0.16</td>
<td>-0.96</td>
<td>-3.9</td>
<td>-14</td>
<td>-48</td>
</tr>
<tr>
<td>( R_p [\text{m}\Omega] )</td>
<td>7.360</td>
<td>0.359</td>
<td>0.380</td>
<td>1.063</td>
<td>3.492</td>
<td>11.777</td>
</tr>
<tr>
<td>( R_p_\text{error} [%] )</td>
<td>-7( \times 10^{-7} )</td>
<td>-95</td>
<td>-95</td>
<td>-85</td>
<td>-52</td>
<td>60</td>
</tr>
<tr>
<td>( C [\text{F}] )</td>
<td>458.10</td>
<td>281.89</td>
<td>47.237</td>
<td>4.678</td>
<td>0.482</td>
<td>0.0774</td>
</tr>
<tr>
<td>( C_\text{error} [%] )</td>
<td>1.4( \times 10^{-6} )</td>
<td>-89</td>
<td>-98</td>
<td>-99</td>
<td>-99</td>
<td>-99</td>
</tr>
</tbody>
</table>

3.5.1.3 Execution times for microcontroller implementation

The parameter identification algorithm was implemented on ARM microcontroller. In particular the ARX system model was considered,
Table 3.7 – Execution time of algorithm on different microcontrollers and different number of samples

<table>
<thead>
<tr>
<th>Exec time (ms)</th>
<th>64 samples</th>
<th>128 samples</th>
<th>256 samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARM – M3</td>
<td>18.76</td>
<td>36.36</td>
<td>63.57</td>
</tr>
<tr>
<td>ARM – M4</td>
<td>5.5</td>
<td>10.3</td>
<td>18.98</td>
</tr>
</tbody>
</table>

given its being less resource hungry. The execution time of the ARX model is reported in the following. The calculation of the unknown parameters, with least squares method, depends directly on the multiplication of pseudo-inverse of a matrix by the output vector. The matrix was composed using samples from input and output signals. To evaluate the execution time, the authors took the data from the Matlab Simulink model and considered the implementation on the microcontroller only related to its calculation capabilities.

With this data the matrix was created and after some steps a pseudo-inverse was calculated. Two different sets of data was considered, 64 and 128 samples. The Table 3.7 reports the execution time for two different microcontrollers. The data are for ARM Cortex M3 (STM32F103RB) and ARM Cortex M4 (STM32F407VG) microcontroller with a CPU system clock of 8 MHz.

The microcontrollers are low cost, embeddable on the battery, and have sufficient processing power to execute the tasks at hand. Indeed, the results are very good in spite of the both microcontrollers not running at the maximum system clock frequency.

3.5.2 State of Health estimation

Tests have been conducted considering the battery data in [3.45]. The measurements are referred to Tenergy 18650 2200mAh Li-ion batteries. They have been continuously charged and discharged until the capacity has dropped by 20% or 30% depending on the specific battery lot. The discharge took place at different current rates for the different battery lots, while the charge followed a constant current/constant voltage pattern (1.5 A CC – 4.2 V CV until current dropped to 20 mA). The charge and discharge cycles were executed using a bipolar power supply under known operational and
environmental conditions. Working with resampled data, the capacity values are assumed to be sampled every cycle. The batteries considered in the results presented here are the B29-B36 and B49-B56. In particular the batteries have been operated at different temperatures, discharge currents and depths of discharge so to take into account experimental results in all the operational and environmental conditions.

### 3.5.2.1 Experimental results for fuzzy logic based state of health estimation

First of all there is the need to evaluate the exponential fit, and verify that it can be representative for battery of the same family subjected to the same operational conditions. To this aim, batteries B49-B51 have been considered: they represent Li-ion batteries belonging to the same family and have been tested under the same conditions regarding temperature, current and discharge cycle. To determine a fit representative of the family, the capacity decay curve of each of them has been considered as reference, comparing the resulting fit with the real data from the other two batteries: the tests have shown similar errors for whatever of the three batteries acted as a reference. The results shown in the following regard the curves obtained with B51 as reference battery.

In Figure 3.13 the fitting curve is compared to the real battery data: as it can be seen, it allows to monitor the decay in battery capacity, and therefore health. The error tends to increase when the slope of the acquired data decreases: however it must be noted that such occurrence happens well after the threshold of 80% of original capacity, after which a battery is considered beyond its useful life.

Figure 3.14 shows the error, in percentages, in the cases of the curves for batteries B49, B50 and B51. As it can be seen, the error, expressed in percentage over the normalized experimental data, is contained below 10%. This is a measure of how well is possible to apply the fitting extracted from a battery to batteries of the same lot.
Once a fitting function for the family of batteries has been determined in standard testing conditions, the system is tested against variation of operational and environmental variables relying on fuzzy logic. For the fuzzy logic algorithm, a Mamdani-type inference method was used. The implemented rules are reported in Tables 3.8-3.13. As for the defuzzification, a centroid technique was applied.

Considering batteries belonging to the same temperature and current lot, but cycled with different DoD, the implemented fuzzy algorithm has been tested and compared to experimental data. From the literature [3.44] it is expected for the battery to deteriorate earlier if the DoD is increased. Therefore, an index representing the health of a battery should decrease faster in case of excessive DoD. At the same time, shallow cycles have the effect of prolonging battery life. Such expectation is met in the results provided by the proposed system.
As it can be seen from Figures 3.15-3.16, the fuzzy algorithm succeeds in determining index values that are compatible with the normalized capacity value determined with experimental measurements. Figure 3.16 evidences that the percentage error against true value is contained under 5%. Considering the high variability of the results determined by the operational conditions, and the qualitative nature of the SoH metric, the fuzzy algorithm manages in providing good performances, suitable for battery monitoring in grid applications.
3.5.2.2 Experimental results for neural network based state of health estimation

Network training has been carried out using the experimental data in [3.45]: the availability of capacity curves for various currents, DoD and temperatures guarantees for the training set to be significant. Measurements of decay of battery capacity are extremely time consuming, requiring multiple years of tests. Therefore, to train the network, all the available capacity decay curves, for all the three DoD,
current and temperature values have been used: the training set constitutes a randomly extracted subset (70% of the available samples) of each of the curves.

The network requires temperature, DoD, current, cycle number and the output at the previous step as inputs. At the first step the previous input is assumed to be 1. The training has been conducted for networks with different numbers of neurons in the hidden layer; best results have been obtained with a 12-neurons layer architecture, which is the one used in the following tests.

A first test (see Figures 3.17-3.18) has concerned the use of the network for the same values of DoD characteristic of the sample data. This shows that the implemented network has good performance in fitting the correspondent experimental data: providing the network with a synthetic vector of parameters, which include DoD, temperature and
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Figure 3.17 – Results provided by the neural network compared to sampled data

Figure 3.18 – Percentage error in results provided by neural network compared to sampled data
current, it is capable of approximating the true capacity values. In this case it must also be noted that the percentage error is relatively small: it is in fact less than 5%, therefore compatible with the results obtained with the fuzzy algorithm.

Different tests have been performed to verify the ability of the neural network to generalize the results. Since the network has been trained with a subset of experimental data with characteristic DoD of 0.55, 0.75 and 0.85, it has been tested the capability of handling estimations in case of different values of DoD, with fixed current and temperature.

![Figure 3.19 – Variable-DoD emulated curve](image)

![Figure 3.20 – Neural network results for different values of DoD](image)
First of all, a curve with DoD variable among the values used during training has been emulated (Figure 3.19). The network managed to follow the variations of the input parameter. Moreover curves with fixed DoD, but different from the values used during the training phase, have been emulated and provided as input to the network. In this case, there is no experimental data available to confirm or reject as inadequate the performances of the system. However, since (as shown in Figure 3.17) the neural network provides a correct fitting of the experimental data, the curves determined at DoD equal to 0.55, 0.75 and 0.85 have been used as boundaries. It is expected from theory that a decay curve with DoD of 0.6 exhibits, for the same cycle number, a capacity lower that the one for DoD equal to 0.55, but higher than the one for DoD equal to 0.75: since the computed index corresponds to the normalized capacity value, the index curve should be bounded among these curves. The same happens for the curve at DoD of 0.8, bounded by the curve at DoD values of 0.75 and 0.85. As shown in Figure 3.20, the neural network successfully manages to generalize the results, with experimental results are in complete accordance with the theory. In the case with DoD equal to 0.6, results provided by the network tend to be not contained between the bounding curves for high cycle numbers. However, such occurrence does not hinder the performances of the system, since happens for values of the index, and therefore battery capacity, corresponding to a battery already beyond its useful life. Similar results are obtained for temperature variations.

3.6 Conclusions

In this Chapter, we presented measurement techniques and models for estimation of battery degradation.

Once introduced the state of health metric, we proposed two techniques for its estimation. The first one used an exponential fitting for the capacity decay, and adopts a fuzzy logic algorithm to take into account variations in all environmental and operational factors that have an influence on battery degradation. The second technique resorts to a neural network to estimate the battery state of health. Tests conducted on experimental data show that both system exhibit good performances,
with errors contained under 5% of the correspondent experimental values for values of capacity of interest for grid applications. Larger errors are possible, but beyond the point a battery is considered at the end of its life. The results are encouraging and adequate for application to battery health monitoring in grid storage systems.

In addition, a technique to estimate the values of the parameters of the equivalent-circuit battery model has been described. The value of the parameters influences not only the electrical behavior, but can also be used to estimate battery health. The proposed technique adopts a perturbative characterization for parameters estimation. Analyzing the response of the battery to a current stimulus with two different system models – OE and ARX – the value of the parameters is obtained. Making use of a multisine stimulus, the proposed method is significantly faster than offline method such as EIS: even though not being as precise, the proposed technique is suitable for online monitoring purposes. Simulation results show errors less that 10% if optimized for the specific battery technology, with OE model performing better than ARX one. Being not resource hungry, the method can be implemented on a microcontroller embeddable in the battery.

Taking into account battery degradation while allocating the provision of grid services among the batteries requires a system-level battery degradation model. Therefore, in this Chapter a model that relates battery energy throughput to capacity decay, taking into account also the impact of depth of discharge, temperature and discharge current, was proposed.
Chapter 4

Battery Vehicles as Distributed Energy Resource: battery management in Vehicle-to-Grid based aggregations

In recent years, Battery Vehicles (BVs) have been the object of consistent research and business efforts. Technology improvements have led the cost for a BV to drop and the all-electric range of vehicles to increase: BVs now represent a viable alternative mean of transportation, offering to customers the opportunity to operate a vehicle with lower fuel costs and lower environmental impact. Costs of BVs are expected to decline by nearly 50% by the end of this decade and, combined with incentives provided by some U.S. state governments, the number of battery vehicles on the roads is destined to raise: market projections account BVs for a share of the car sales market comprised between 5% and 13% by 2020. As an example, California has a goal of having 1.5 million battery vehicles on its roads by 2025 [4.1-4.2].

While their diffusion may represent an additional, if not unbearable, burden for the power grid, if properly managed the electric vehicles may represent a resource to support the power grid. In fact, their batteries can be used as grid storage when the vehicles are parked and connected to the grid: this is the core idea behind the Vehicle-to-Grid (V2G) framework.

In this Chapter, a management strategy for aggregation of BVs is presented. Making use of the measurement techniques and the models described in Chapter 3, we consider the allocation of vehicles in the provision of services to the grid taking into account not only the state of charge (that represents the energy stored into each battery) but also the health of the batteries involved. In this way, is possible to prolong battery life, without altering the level of service to the grid the vehicles provide.
4.1 Battery Vehicles (BVs)

Economic and environmental reasons have led to identify in BVs a sustainable means of transportation: in fact, whether relying on clean energy sources, BVs bring overall improvements in terms of greenhouse gases and air pollutant emissions over Internal Combustion Engine Vehicles (ICEVs) [4.3-4.4].

With the name BVs are generally addressed different kind of vehicles: Hybrid Electric Vehicles (HEVs), Plug-in Hybrid Electric Vehicles (PHEVs) and All Electric Vehicles (AEVs). As stated before, battery cycle life depends also on the typical charge/discharge pattern a battery is subject to. The usage pattern for a battery in a BV is strongly dependent on the architecture of the vehicle. Therefore in the following paragraphs an introduction to the different types of electric vehicles is given.

Here we will focus on the last two categories, which are pluggable into the power grid and therefore of interest in the V2G context.

4.1.1 Hybrid Electric Vehicles (HEVs)

HEVs are vehicles that, in addition to the internal combustion engine (ICE), are provided also with an electrical motor and the related Energy Storage System (ESS), either super-capacitor or battery based. In the following the ESS will be assumed to be battery-based. In HEVs the ICE may be used in series with a generator to provide electricity to the electric motor, or in parallel to the motor, or in a hybrid configuration (see Figure 4.1). In any case, the battery cannot be charged from the grid, but using Electric Range Extenders (ERE) or the ICE itself. Independently of the configuration adopted, typically the onboard battery is small and used only as a support to the fuel-powered ICE. As a consequence the ESS should feature a battery capable of a high power output, whereas the energy capacity is not a so critical aspect [4.3], [4.5].
4.1.2 All Electric Vehicles (AEVs)

In the AEVs the combustion engine is totally absent: the only propulsion system is the electrical motor and the only energy source is the battery (see Figure 4.2). More than the peak power, with AEVs it is important the amount of energy the storage system can hold, since it directly translates into driving range. Different choices can be made in
the way the battery is managed. Generally, to prevent accelerated battery aging, the state of charge is kept between 90% and 10% of the total capacity. The operational mode then consist simply in a sequence of full charge/full depletion [4.3], [4.5]. The situation is depicted in Figure 4.3.

4.1.3 Plug-in Hybrid Electric Vehicles (PHEVs)

PHEVs are basically HEVs with the possibility of being directly connected to the power grid: other than only through the engine or using the energy recovered with EREs (as in HEVs), the battery can thus be charged also relying on the grid. This opens to a whole lot of different ways of using a vehicle: it can be run using the energy in the battery, waiting until it depletes to a predefined level before turning on the combustion engine (charge depletion mode); it can be run relying primarily on fuel, with the motor used only as a support (charge sustain mode); it can be run using only the electrical energy (all electrical mode) [4.3], [4.5]. This plethora of usage modes determines different operational modes for the battery, as represented in Figure 4.4. It is important to point out that is not possible to define a “typical discharging/charging path”, since it depends on the operational mode, on the driving style of the owner, on electricity market related considerations, on the availability of fuel. Moreover a pattern may change from day to day.

4.2 The Vehicle-to-Grid (V2G) framework

4.2.1 Basic idea

The BVs represent an additional load for the power grid, with their charge capable of having a significant impact on the distribution grid.
Thus, proper measures regarding vehicles and grid integration must be undertaken [4.1]. The first step in this regard are the so-called *smart charging* strategies: the BVs are to be charged during off-peak times, achieving two different types of advantages. The first and obvious one is that they would not contribute to raising the demand peak. However, their charge during off-peak periods leads to easier planning and better utilization of generation resources: in fact, BVs would give an important contribution especially in conditions when low demand would require to turn off some generation devices, with incurring high costs. In addition, smart charging can also lead to better utilization or renewable sources.

The vehicles would be used mainly for commuting, therefore spending most of the daily time connected to the grid and in an idle state: the vehicles have to be charged, but even so is reasonable to think that recharge would take only a portion of the time spent connected to the power grid. The availability of such a storage resource connected to the grid and underutilized has then sparked the idea of using it as energy resource, therefore not anymore only as passive devices but as active ones. Vehicles can be used to lower consumptions of a building and work as emergency power in case of outages: this represent the simplest integration scheme, which goes under the name of Vehicle-to-Building (V2B). Its extension is represented by the usage of BVs to provide services to the power grid: they can act as buffer for renewable sources, as emergency resource in case of outages, or provide the power grid with ancillary services, such as frequency up/down regulation. This concept goes under the name of Vehicle-to-Grid (V2G) [4.6-4.10]. In 2013, the project eV2g by University of Delaware and NRG energy proved the feasibility of the concept, with the first instance of EVs in a test fleet successfully bidding into the PJM regulation market [4.11-4.12]. Obviously, the provision of such services from BVs has not to hinder their primary functionality as vehicles.

4.2.2 The role of the aggregator and services provided to the grid

Any practical implementation of a V2G framework depends heavily on the effective functioning of an aggregator. In fact, the contribution
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that the energy stored in each BV can provide to the grid is negligible in itself. Therefore, to be able to affect the power grid, the vehicles need to be grouped in sizable aggregations - from thousands to hundreds of thousands- that act as single entities, both as loads and as generation/storage devices.

Acting as a load, the aggregation of BVs represents the total capacity of the batteries: its significant size allows it to benefit from the buying power typical of a large commercial/industrial customer. The aggregator can then negotiate better prices and make purchases of energy, batteries or other services at rates lower than the ones accessible by the individual BV owner [4.6].

In the same manner, acting as a relevant-size Distributed Energy Resource (DER), the aggregation can supply both capacity and energy services to the power grid. The storage onboard the BVs may be of great use in fully exploiting renewable sources. One such service that these vehicles can provide is regulation. It is used to balance variations in load by correcting for short-term changes in electricity use that might affect the stability of the power system. Regulation helps match generation and load and adjusts generation output to maintain the desired frequency.

The aggregation of vehicles can provide both up and down regulation services, which are paid for the capacity it offers, independently of the actual provision of the energy service: in case the vehicles also provide energy to the grid, they receive additional payment. Also in this case the higher negotiating power empowers it to strike better deals, with some of the savings passed on to vehicles' owners.

The batteries employed in the BVs are particularly suited for provision of regulation services, given their fast response times. On the other hand, sizable aggregation may also provide energy to the grid. However, we must point out that they cannot be considered as an energy source to be stably integrated into the power grid. The whole concept of V2G revolves around the idea of find a use for BVs during their idle state without hindering their functionality as vehicles: constantly using them to provide relevant amounts of energy would resort in each battery being frequently utilized at around its full capacity, with limiting
consequences on both battery life and remaining state of charge at the end of the provision of services.

4.3 Our proposal: consideration of battery health in the V2G management scheme

4.3.1 Aggregator as owner of the batteries

As seen in paragraph 4.2.2, the aggregator is crucial to the realization of a V2G framework, acting as the interface between vehicles and the grid operator and representing a single entity, able to have an impact both on the power grid and on the market.

The aggregator is also in charge of selecting the BVs that need to provide energy to the grid, or that can be charged during each time interval: for our purposes, the considered minimal time interval is 5 minutes long. This choice allows a prompt response of the aggregation to requests to raise/lower capacity the DER provides to the grid, while at the same time allowing for better distributing the burden of providing services to the grid among the largest part of vehicles in the aggregation.

The business model we assume for the aggregator is as owner of the batteries. It is responsible for their acquisition and maintenance, and rents them out to the BV owners, applying discounted rates should they choose to participate in the provision of V2G services. Being in charge of allocating the provision of services among the vehicles of the aggregation, a management strategy that allows prolonging the maximization of the lifetime of the batteries, thus maximizing the value if its assets, is of interest for the aggregator.

4.3.2 Assumptions and requirements

In the following, we will focus on BVs used for daily commuting purposes. Recent studies have shown that the average commuting time is around 52 minutes, thus the vehicles are in idle state for around 22 hours per day. Our framework is based on the assumption that a commuting vehicle, once reached the destination, is connected to the grid [4.6]. We assume that the vehicles are parked into parking lots
during the day, when the aggregated fleet of vehicles provides ancillary services to the grid, and at home during the night. In particular, considering the average commuter reaching his workplace and leaving his vehicle in a parking lot during office hours, the period for the provision of services to the grid spans from the from 8am to 6pm. Since the fleet related to the same aggregator can be in non-contiguous parking lots, we assume each vehicle is univocally identified through SIM card technology tied to the individual battery.

Each vehicle embeds a metering device that can measure the SoC and compute the battery SoH, adopting the fuzzy algorithm described in Chapter 3. Therefore, upon connection to the charging station placed in the parking lot or at home, the vehicle identifies itself and communicates its SoC and SoH to the aggregator. In addition, some other relevant information is shared upon connection: this may be technology related, such as battery characteristics and safety range for the SoC to preserve battery life, or related to operational conditions, such as ambient temperature, or user-defined, such as desired time of departure and required SoC for that time.

4.3.3 Management scheme

The method we propose adopts a fundamental principle: since the decay of a battery capacity (and thus, of SoH) is higher, for the same energy throughput, when the battery already exhibits a low SoH, then prioritizing the vehicles whose battery has high SoH minimizes the total capacity, and therefore total lifetime, losses. To avoid an unequal exploitation of only the vehicles with healthier batteries and not to have too deep cycles, for every time interval a vehicle cannot be discharged more than once unless all the vehicles have been discharged at least one time, or no other vehicle can support grid services in that time interval. Figure 4.5 shows the block diagram relative to the proposed management strategy.
4.4 V2G strategy evaluation: case study

4.4.1 Specifications of the system

In our simulations to test the strategy, we considered the battery of the vehicle composed of 600 Tenergy 18650 cells, arranged in 10 stripes of 60 cells. The battery parameters are obtained by scaling the parameters of the single cell. The nominal voltage $V_{nom}^{batt}$ is obtained multiplying the nominal voltage of the single cell for the number of cell in series that compose the battery. As for the battery nominal capacity $c_0^{batt}$, we obtain it multiplying the maximum energy storable into each cell for the total number of cells, and then dividing by the battery voltage.

The current in/out the battery during the provision of V2G services is considered having a fixed value of 10 A. Given that the length of each time interval (as previously stated, we consider 5-minutes long time intervals) and the nominal battery voltage are fixed, the amount of energy transferred in/out of each vehicle selected for the grid support services each time interval is a pre-determined constant value.

In designing the simulations, whose results are presented in in the paragraph 4.4.3, two randomly generated arrays containing SoC and
SoH of the vehicles of the managed fleet are considered as inputs for the management system, together with the ambient temperature. Without loss of generality, we assume that at the end of the 120 time intervals (twelve 5-min long time intervals for each of the ten hours from 8am to 6pm) the vehicles that provide services to the grid are recharged of the same amount of energy they were discharged. In this way, each vehicle at 6pm will have the same amount of energy it used to have upon connection to the grid.

An additional input is represented by the raise/lower capacity signal. Positive values represent the request to increase the capacity, therefore represent request for energy to be provided from the vehicles to the grid; negative values represent requests to lower capacity, therefore constitute energy flows used to charge back the vehicles instead. In the simulations the energy profile was obtained considering a zero-average arbitrary profile, scaled by the minimum number of vehicles to be involved in service provision each time interval (referred to as base unit). To avoid the chance of experiencing systematic effects, the array containing the energy request samples is randomly ordered at every run of the simulation. Figure 4.6 shows one energy profile referred to the case of a number $N$ of vehicles equal to 11520, with a base unit of $N/40$ vehicles.

![Figure 4.6 – Example of energy profile considered as input for the management system](image)
4.4.2 Test configurations

We conducted simulations for two different cases. The first case is represented by the proposed strategy that assumes both the state of charge and state of health as state variables.

For the second case, a strategy where only the SoC is considered as relevant parameter in the management is examined. The allocation of vehicles depends on their order of arrival (from the implementation point of view, we consider that the array containing the SoC of the vehicles is populated according to their order of arrival) according to the principle first arrived-first served. For each vehicle selected, the SoC is compared with the energy request (towards or from the grid): only in case it is able to satisfy the request, the vehicle is actively allocated in provision of the service. We used this SoC based strategy as reference, against which compare the performance of our strategy.

The implemented strategies are simulated using MATLAB. The tests have been executed for different number of vehicles and for different base units. In addition, we generated the random SoC and SoH samples for the input vector using both a Gaussian distribution and a uniform one. Specifically, the Gaussian distribution considered for the SoH is centered at 0.9, with standard deviation equal to 0.033, so that the 99.7% of values still don’t exceed 1 or be lower than 0.8; as for the uniform distribution, 0.8 and 1 have been considered as minimum and maximum values respectively.

As for the number of the vehicles considered in the simulations, and the relative base unit, different configuration have been tested and are reported in Table 4.1.
Table 4.1 – Specifications of the simulated configurations

<table>
<thead>
<tr>
<th>Name</th>
<th>Configuration</th>
<th>number of vehicles (N)</th>
<th>base unit</th>
<th>distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>28800-80g</td>
<td>N= 28800</td>
<td>N/80</td>
<td>Gaussian</td>
<td></td>
</tr>
<tr>
<td>28800-80u</td>
<td>N= 28800</td>
<td>N/80</td>
<td>Uniform</td>
<td></td>
</tr>
<tr>
<td>19200-80g</td>
<td>N= 19200</td>
<td>N/80</td>
<td>Gaussian</td>
<td></td>
</tr>
<tr>
<td>19200-80u</td>
<td>N= 19200</td>
<td>N/80</td>
<td>Uniform</td>
<td></td>
</tr>
<tr>
<td>19200-40g</td>
<td>N= 19200</td>
<td>N/40</td>
<td>Gaussian</td>
<td></td>
</tr>
<tr>
<td>19200-40u</td>
<td>N= 19200</td>
<td>N/40</td>
<td>Uniform</td>
<td></td>
</tr>
<tr>
<td>11520-80g</td>
<td>N= 11520</td>
<td>N/80</td>
<td>Gaussian</td>
<td></td>
</tr>
<tr>
<td>11520-80u</td>
<td>N= 11520</td>
<td>N/80</td>
<td>Uniform</td>
<td></td>
</tr>
<tr>
<td>11520-40g</td>
<td>N= 11520</td>
<td>N/40</td>
<td>Gaussian</td>
<td></td>
</tr>
<tr>
<td>11520-40u</td>
<td>N= 11520</td>
<td>N/40</td>
<td>Uniform</td>
<td></td>
</tr>
<tr>
<td>960-80g</td>
<td>N= 960</td>
<td>N/80</td>
<td>Gaussian</td>
<td></td>
</tr>
<tr>
<td>960-80u</td>
<td>N= 960</td>
<td>N/80</td>
<td>Uniform</td>
<td></td>
</tr>
<tr>
<td>480-80g</td>
<td>N= 480</td>
<td>N/80</td>
<td>Gaussian</td>
<td></td>
</tr>
<tr>
<td>480-80u</td>
<td>N= 480</td>
<td>N/80</td>
<td>Uniform</td>
<td></td>
</tr>
</tbody>
</table>

4.4.3 Test results

Figure 4.7 gives a picture of the impact on the SoH of the V2G-related continuous charge and discharge during 120 time intervals, which correspond to 10 hours of provision of services to the grid in response to a signal as the one showed in Figure 4.6. In particular, the results are obtained with the proposed management strategy, in the 11520-40g configuration. As to be expected, the decrease in SoH is of limited value, given the relatively small energy throughput each battery sustains if allocated for service provision. In addition, the decrease in the SoH is mainly related to the batteries with a better initial state of health: in fact, our management strategy gives higher priority to them.
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Figure 4.7 – Sample of computed SoH values for a subset of vehicles – simulation in configuration 11520-40g

For a more thorough characterization, we executed for each configuration a series of 100 simulation runs of the implemented strategy. Since the generation of the input values of SoC and SoH is random, the results regarding the variation of the SoH will be different. We considered the percentage variation of the results of our strategy compared to the reference case as a measure to evaluate the performance of the system. In particular, positive values indicate the increment of performance, represented by a slower battery aging, therefore longer battery life, compared to the reference case.

Figure 4.8 – Average percentage improvement and min-max interval as result of 100 simulation runs for each configuration
Representative test results are reported in Figure 4.8 and show average improvements between 3% and 8%. The improvement over the reference case tends to be higher when initial values are generated according to a uniform distribution. As highlighted also by the extended results relative to configurations 11520-40g and 11520-40u reported in Figures 4.9-4.10, our strategy is more effective if the initial SoH of the batteries is uniformly distributed. This phenomenon is directly determined by the fact that values close to the boundaries of the SoH input range are more frequently generated than in the Gaussian case. This accounts also for a generally higher dispersion of the results. In addition, the greatest benefits of our strategy occur with a higher base unit; also in this case the results are not unexpected, since raising the energy request, with the same number of vehicles in the fleet, means that the stress for the individual battery is higher, which is the condition where an advanced management strategy is more beneficial.

![Figure 4.9 - Percentage performance improvement over reference case for 100 simulation runs - configuration 11520-40g](image)

![Figure 4.10 - Percentage performance improvement over reference case for 100 simulation runs - configuration 11520-40u](image)
To explain the benefits of a strategy oriented to preserve the lifetime of batteries and of the results obtained with the proposed strategy, a practical example can be considered. If, by means of the V2G management strategy, we achieve a decrease in battery health slower by 5% compared to the case assumed as reference (where the SoC is the only relevant parameter used for the management), on average the batteries will have a lifetime longer by 5%. The USABC recommendations indicate at least three thousands EV cycles as a requirement for BV batteries. Considering a worst case scenario of two full charge/full discharge cycles per day (when the vehicle is used in a V2G framework), the battery will operate for 1500 days. Therefore, an increase of 5% in lifetime will determine 150 additional cycles, which means 75 additional days of operation.

4.5 Conclusions

In this Chapter, we presented an application of the battery measurement techniques and the system-level model introduced in Chapter 3 to the management of BV aggregations in ancillary service provision to the power grid. Assuming that the aggregator of the BV fleet – the service provider representing the interface between the aggregation of vehicles and the system operators and energy market – is responsible for the acquisition and maintenance of the batteries, it has it has overall responsibility for their management.

Therefore, we proposed an innovative management strategy that, taking into account not only the battery state of charge, but also the state of health, allows to maximize the sum of the lifetimes of all the batteries, therefore maximizing the value of aggregator’s assets. Assuming the presence of a device embedded on the battery that is able to estimate the state of health, our system uses this information, together with the battery state of charge, to allocate the inbound or outbound energy transfers so that their impact on the health of batteries is reduced.

Testing conducted for different numbers of vehicles, different initial conditions and different levels of energy request evidences that the proposed strategy performs always better than the case in which only the state of charge is used for the management, assumed as reference case. Moreover, it must be considered that the additional cost for the
implementation of the proposed strategy might lie only on the microcontroller to be embedded on each battery. However, for the computation of the SoH, it can be used the same metering system already required for the measurement of the SoC.

Simulation results show that there is an increase in battery lifetime of the order of 3% to 8% compared to the reference case.
Conclusions

In this thesis work, we have proposed innovative measurement techniques and devices for monitoring and control applications to Demand Response Resources and battery storage technologies. In a smart grid, which implements a pervasive system automation and favors active user participation and interaction, demand-side resources complement supply-side ones, ensuring not only system stability, but also a more efficient energy utilization. For their effective integration into the power grid a metering and communication network, allowing for real-time monitoring of the state of the grid and of the available resources, and suitable models and operational tools for grid management are needed.

To this aim, we developed a microcontroller based measurement device that implements a smart meter to be installed in customers’ premises and that integrates with the developed metering infrastructure to provide timely and accurate measurements of all energy consumptions to system operators and to users themselves, and to implement demand response programs. In addition, we developed measurement techniques to monitor the health of batteries employed in grid service provision: suitable for online monitoring applications, the proposed techniques can be implemented on the same microcontroller device, to be embedded on the batteries themselves.

The implemented smart meter is based on an ARM M3 microcontroller and represents a low-cost solution (about 30 €/unit) for real-time bidirectional power and energy measurements. It adopts advanced algorithms for power measurements in non-sinusoidal conditions and power quality evaluation, exhibiting good measurement performances: in fact, extensive testing carried out according to the OIML R-46 recommendations has allowed to classify the device as a class C instrument (with maximum errors of 0.5% for sinusoidal conditions and 2% for distorted test signals), as opposed to the class B
of most commercial metering solutions. Interfacing with gas and heat meters, it acts as a central hub of all energy consumptions in residential or commercial environments. In addition, an advanced metering infrastructure prototype has been introduced. Measurement data are sent to a management unit, which acts as an interface to the system operators and the energy market, implementing a web-server with a user-friendly interface: thus, customers can remotely monitor all their energy consumptions. The presence of actuators on the meter, sided by a load management strategy implemented on the management unit, has allowed for the realization of load management policies in response to energy price signals, therefore attaining the deployment of demand response programs. The system allows for active user participation, with the selection of the triggering condition to activate automatic management, and by prioritizing the loads, allowing for demand peaks reduction with the least discomfort.

Energy storage systems play a fundamental role in a smart grid, allowing for decoupling electricity production and usage times. Among the several technologies employed for grid storage, batteries are of particular interest for their high efficiency, high energy density and fast response time. For their effective integration into grid planning and operations the degradation the batteries are subjected to while cycled must be taken into account.

We introduced two techniques for estimating battery state of health. Based on a fuzzy logic and on a neural network approach, they both represent lightweight measurement techniques that can be implemented on measurement devices embedded on the battery, thus realizing online monitoring. With errors within 5% of experimental data, the performances are adequate for battery degradation monitoring in grid applications.

In addition, a perturbative technique to estimate the values of the parameters of the equivalent-circuit battery model has been described. The value of the parameters influences not only the electrical behavior, but can also be used to estimate battery health. The proposed technique is faster than traditional offline techniques, such as electrochemical impedance spectroscopy, and can be implemented on measurement devices onboard the battery. Results show errors lower that 10% if the method is optimized for the specific battery technology.
Conclusions

While the developed techniques are useful for performing measurements on the batteries, to manage the allocation of services among the batteries acting as energy resource for the grid a system-level degradation model is required. To this aim, we developed a model that relates battery degradation to its energy throughput and to the conditions the battery is operated in. Resorting to the proposed model, is possible for service providers to take into account battery capacity decay while allocating them for service provision.

An application of the battery monitoring techniques and of the degradation model is represented by the management of fleets of battery vehicles in ancillary service provision to the power grid. In fact, they constitute not only a load, but also a distributed energy resource, that can be successfully employed to provide regulation services. We proposed a management strategy that allows the aggregator – the service provider that acts as the interface between the aggregation of vehicles and the system operators and energy market and that is responsible for management of the fleet – to allocate service provision so to maximize the sum of the lifetimes of all the batteries. Our strategy takes into account the state of health, as well as the state of charge, to allocate energy transfers to and from the batteries, so that their impact on life of batteries is reduced. Simulations conducted for different numbers of vehicles, different initial conditions and different levels of energy request evidence that the proposed strategy performs always better than the case in which only the state of charge is used for the management, assumed as reference case, with results showing an increase in battery lifetime of the order of 3% to 8%.
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