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Preface

This dissertation is submitted for the degree of Doctor of Philosophy at the
Department of Civil Engineering (DICIV)University of Salerno.The
research described herein is the product of three years of studyZ@033
under the supervision of Professor Giulio Erberto Cantarella.

Before going through the Chapters that makehigp thesis, it should first be
noted here that mosth@pters consist of papers that have been published, are
forthcoming, or have been submitted for publication in a scientific peer
reviewed journal or book. Intrinsically, this format leads to considerabl
overlap between some of the Chapters, especially regarding parts of their
introductions, although every attempt has been made to write each paper in
such a way that enables the transition from one chapter to another to be as
smooth as possible.

The majaity of the research presented here is a result of a close interaction
with my supervisor and my research grovipose memberappear therefore

as coeauthors of the various papers tham the Chapters of this book.



1. Introd uction

1.1 Problem statement\ \AMWWHH)

Traffic lights are one of the most common ways to control a road junction
network. The design of control variables can be formulated as an optimisation
problem, often named Network Signal Setting Design (NSSD).

This thesis predomindmgt focuses on incre@rsy our understanding othe
whole optimisationprocesswhich yield to the bedietwork Signal Setting

via a top level WWWWWHH ) principle which organizes this issue into
objectiveqWhy is the problem being developed®ilestonesand schedules
(What have be done bywhen?) responsibilities (Who is responsible
(variables) for a functionAWhere are they organiionally located?);
approach (How will the optimisation be done, technically (algorithms) and
managerially (strategies)?yesourcegHow much of each resource (time of
computation) is necessary?).

fiThe most important thing to achieve for the Life Cycle Objectives milestone

is the conceptual integrity and compatibility of its components above. The

element which assures shiis t he AFeasiobli usex gn r ati onal e
appropriate combination of analysis, measurement, prototyping, simulation,

benchmarking, or other techniques, to establish that a system built to the life

cycle architecturfLCA)and pl ans woul d support t he syst
concep (Boehm, 198).

1.2 Objectives (Vhy?)

The continuous challenge for a sustainable andr&tional transportation
system go through demand based strategies or supply based strategies. The
former consist in the welknown travel demand management policies, that
have been implemented worldwide and have allowed significant results in
terms of direct and indirect externalities. Supply based strategies aim to
increase the supplied transport capacity, intootiy new transport modes,
building new road infrastructures, strengthening the transit system and/or
optimisingthe existing transport capacity.



Among all the cited policies, the optimisation of actual transport capacity is
the most economical solution, ynasolve most of the traffic congestion
problems and is complementary to any other tranapontpolicy.

At urban level the main framework of the supply design can be defined as
Road Network Design Problem (RNDP) and this is addressed to the
identification of the optimal configuration of the network in terms of link
directions (e.g. road network topology) and to the road traffic control (e.qg.
Signal Setting Design).

1.3 Milestones and schedulé®Vhat? and When?)
Signalisedunctions must be distinguished as:

1. Isolated, if the delay can be calculated neglecting the effects of
adjacent junctions;

2. interacting, if the delay computation need considering the effects of
adjacentjunctions that imply the adoption of a traffic flow model to
simulate flow propagation.

In terms ofsignalsetting design let further distinguish:

3. single junctions, if considered control variables do not include the
offsets;

4. networks of junctions otherwise (in this case also arterial are
included).

The signal setting for an isolated junction can be addressed through delay
minimisation(Allsop, 1971a)r capacity factor maximisatigillsop, 1971b,
1976).In particular, in undersaturation conditions, two main problem with a
different set of variableare defined: green timing problem and green timing
and scheduling problem.

The mathematical programming techniques that can be adopted to evaluate
the signal settings optimisation problem for isolated junctions can be grouped
into two classes:

i. Stage basedpproach: The composition and the sequence of the
stages are assumed to be fixed initially and need to be specified in
advance while the green times for the stages optimizing a given
performance index are calculated. With respect to the graph theory, a
signal controlled junction can be represented by a compatibility graph
which imposes that no conflicting movements are permitted to move
together. Considering a clique as a-guéph that represents a stage,



the analysis of the sequences of compatibilitgusis is conducted.
The calculation of the optimal clique sequence allows to enhance the
overall efficiency of a junction within a signal cycle (Stoffers, 1968;
Zuzarte Tully, 1976; Zzarte Tully and Murchland, 19Y8 The
computation of the green time fomaeh clique is evaluated by a
performance index.

Phase based (group based) approach: green timing and scheduling can
be obtained with respect to the incompatibilities among the streams.
The stage structure is variable during optimisation and so these
method can be called group based (phase based in British
terminology). Improta and Cantarella (1984) formulate a group based
approach for the problem of signal setting optimisation as a Binary
Mixed Integer Linear Program (BMILP) which is solved by discrete
programming techniques (i.e. a branch and bound technique). Control
variables are calculated simultaneously, the number and the
composition of stages are an implicit result of the computation
procedure. Heydecker and Dudgeon (1987) and Gallivan and
Heydecker 198 8) , starting from Zuzarteds
1976) propose a related approach to minimise delay for isolated signal
controlled junctions in which the cycle structure is specified by one of
the stage sequences (cligue sequences). Hence tesssiguence can
vary during optimisation process providing much flexibility for the
calculation of signal variables. The limit of this method is in adopting
Zuzartebds procedure that produces a
and requires an iterative gradi search method (in which the descent
direction at each iteration can be determined) to solve the problem. To
overcome this limit Heydecker (1992) introduces acpdure to
group all alternativepossibilities in a smaller number of equivalent
classes wh a successor function that represents each of this latter.
The green timings and the scheduling are represented by two
variables for each group (e.g. start and duration of each group) and
the computations can be faster. Silcock (1997) develops a more
detdled mathematical model for the group based method and
implements the framework in a software called SIGSIGENng and
Silcock, 1989) in which double green signals with varying saturation
flows are available and the signal timings are designed by mingnisin
critical cycle length, maximising capacity factor or minimising total
delay (computed through Webster two terms expression).According
to these methods Burrow, 1987, developed Oscady PRO (Phase based
Rapid Optimisation), a computer program for optimigphgsebased
signal timings and calculating capacities, queue lengths and delays
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(both queueing and geometric) for isolated traffic signal controlled
junctions.

The signal setting optimisation in urban network, is carried out by the
coordination of signals and the synchronization of signals. In case of signals
coordination, the procedure is based on the optimisation of the offsets (based
on delay minimisation), a® known the green timings, the cycle length and
the scheduling for each junction (based on delay minimisation or
maximisation of capacity factor). For traffic signal synchronisation, the
procedure is based on the optimisation of the offsets and, atrtigetisae, of

the green timings and of the cycle length at each junction (based on delay
mini misation). Although itds possible, with
software (such a3RANSYT 14® (Binning et al., 2010and TRANSYF

7F®), to implement the neork delay minimisation by considering as
decision variables the green timings at each junction and the offsets among
the interacting junctions, literature lacks of methods which include the stages
scheduling. This variable makes the problem considerahiger and it is
often neglected, assuming the stage sequence as gisem.matter of fact,
generally a twestep optimisation structure is adopted: first decisional
variables are grouped in two sets, then sequentially optimized. Neteme
optimisation nethod for the simultaneousptimisationof green times, their
schedule, and node offsets, thecatled scheduled synchronization, is already
available to authorso knowl edge.
Formally, existingphasebased methods for single junctions may easily be
extende to specify onastep methods for NSSD, since the node offsets may
easily be obtained from decision variables, say the start and the end of the
green of each approach, and if needed the stage composition and sequence as
well. Nonetheless the resulting pteim may be hard to solve since several
equivalent local optima exist; this condition may quite easily dealt with for a
single junction, but it is rather unclear how it can effectively be circumvented
for a network (with loops). Thus mekeeuristics, or otér optimisation
techniques, might perform rather poorly unless the features of the space of
solution are further exploited.

Stagebased methods can be used to specifystep methods for NSSD by
explicitly considering the stage composition and sequendedasions. First,

for each junction a set of candidate stages is defined thestathe sequence

can be optimisedResulting methods are simpler than those derived from
phasebased methods, but cannot provide the optimal solution in the general
case.



1.4 Regonsibiliies (Who? and Where?}

This subsection describes the methodological framework adopted to optimise
Network Signal Setting. In following the variables, the constraints and the
objective functiongstrictly related to traffic flow modelling to comigr the
interaction among the junctions of the Netwaaikg discussed in more detail.

1.4.1Variables and Constraints

Assuming that the green scheduling is described by the stage composition and
their sequence, let

¢ be the cycle lengthgommon to alljunctions, assumed known as a
decision variable;

for each junction (not explicitly indicated)

t; be the length of stage j as a decision variable;

tar be the secalled all red period at the end of each stagallow the safe
clearance otthe junction assumed known (and constdnio r simplicityods
sake);

Dbe the approachtage incidence matrix (or stage mat(iBM) for short),

wi t h egnlrifiappsoachi k receives green during stage j and 0
otherwise, assumed known;

I« be the lost time for approldk, assumed known;

Ok= S Ut - tar - | be the effective green for approach k;

fc be thearrival flow for approach k, assumed known;

s be the saturation flow for approach k, assumed known;

for each junction in the network

fi be the node offsedaythe time shift between the start of the plan for the
junctioni and the start of the reference plan, say the plan of the junction 1,
with 7,= 0. Given such a referene@lue, all the other Al node offsetare
independent variables where m is the number of junctions in the nketwo

for each pair of junctions (i, h) in the network

fin = fn- f; = -f, be the link offset between adjacent junctions i And
needed for computing total delay through a treffiev model .

Let the junction network be represented by an undirected graph with a node
for each junction and an edge for each pair of adjacent junctions (the
actually traffic directions are irrelevant). According to this representation if
the network is loop less, athe m1 link offsets are independent (as many

as the independent node offsets) and may be used as decision variables as



well; arterials are a special case of such a network; if the network contains
k independent loops, the number of independent link tsffsdl be equal

to mk; in this case it is better to use thelnindependent node offsets as
optimisationvariables.

Some constraints were introduced in order to guarantee:

stage lengths being naregative

tJ 2 0 n j

consistency among the stage lengtidg #he cycle length

St=c

effective green split being neregative

gk 2 O ” k

this constraint is usually guaranteed by the-negative stage length, but for
a very a short cycle length with regard to the values afedllperiod length
and lost timessay

S MAX( dilic+tar) 2 €

the minimum value of the effective green split

gk 2 gmin "K

Finally let assume

c>(f) 20

in order to avoid multiple equivalent solutions e non negative values for node
offsets.

1.4.Xbjective Functions

The objective functiomenerally considered in NSSD is the Total DelaR)

which may be evaluated according to the degree of interaction among the
junction composing the network.

For noninteracting approaches (isolated or external junctidi3)may be

computed Trough he t wo terms Websterds for mul

TD = S, 0.45@ (1 - g /c)*/ (1 - f/ s) +
+i @.45 / (g @)/ c) A(gc/ c) dsc/ f) - 1))

a

( We L



For the computation of delay for an interacting approach the cumulated input
flows, Cif (t), and those output, Gd{t), on the stop line on approach k of
junction j, in the subsequent sirtiervals t were compared.

The Deterministic Total Delay (DT{) cumulated in the interval [0, T] for
approach k of junction j was then given by tbkdwing expression:

DTD{ = Sey.v (Cifil(t 2 DX) - Cofl(t 2 DY) Dx

Thus delay experienced on an interacting approach is a function of the offsets
between the timing plans. In fact, such a delay depends on the output flow in
the downstream junctiowhich is obtained by starting from the input flow in

the upstream junction through the phenomenon of dispersion.

Let ! be the saturation flow on approach k of junction j, the Stochastic and
Oversaturation component of Total Delay SQTD approach k gfunction j

is computed using the following expression

SOTRY = { [(F N} s!)*+ (4INJ/T)] °°+ (FNj- s} T/4

and considering the average of the values of the cyclic flow profile along the
connecting link arriving at approach k of considered junctidn/Njs input
flow.

1.4.3Traffic fiow modeling

Whichever optimisation method is employed, Netwsidgnal setting degn
strategies require withiday-dynamic traffic flow modelling. Several
approaches can be adopted for withay dynamics in a transportation
network. They may be classified according to the level of detail adopted for
representing the traffic systems:

- Microscopic models, which assume disaggregate supply functions and
disaggregate flow representation

- Mesoscopic models, which assume aggregate supply functions and
disaggregate flow representation

- Macroscopic flow models, which assume traffic flow and syppl
functions at a high level of aggregation

Macroscopic flow models can be classified according the order of partial
differential equations that underlie the model.

Despite the high level of detail reached by using microscopic models, high
level of computional performances are requested. Therefore, when
simulation is aimed at actual time traffic predictions (relevant to the dynamic
description of traffic), macroscopic models are considered as more



appropriate due to the possibility of using mean statebas values (e.g.
mean speed, flow rate, etc.) and considering traffic flow as fluid analogy.

At macroscopic level (as described above) the vehicles are not looked at as
separate but as aggregate elements.

Generally two main classes of (time continuausidels can be identified:

- Space discrete models (lhtdased)
- Space continuous models (pebdsed)

The space discrete modelsscribe the propagation of flows through a link by
relationships between whole link variables such as link travel time, link
inflows, outflows or link volume (i.e. the number of vehicles on the link) at
each point in time. These models are also namduhladased. Whole link
models Astarita, 1995; Ran et al., 1997; Wu et al., 198& widely used in
mathematical programming modeigr dynamic traffic assignment (DTA)
because of their simplicity. However they show several limits: Firstly, as well
as the link length increases, they are not able to represent reliable hypocritical
congestionconditions(and so the spillback effects) &do the fact that the
propagation of flow states along the link is not consideredthermorethey
cannot be applied at network level because in this case it may be particularly
difficult to take outthe differences on observed results between thetefééc

t he fbreshtavwiot hin individual l'inks and t he

The space continuous models derive from the analogy between vehicular flow
and flow of continuous media (e.g. fluids or gasses), yielding flow models
with a limited numler of partial differential equations that allow to describe
the dynamics of variables like the following:

- Density (k): Typical variable from physics adopted by traffic science
to express the number of vehicles per kilometer of road.

- Flow rate (g): Represén the number of vehicles that crosses a
section per time unit.

- Mean speed (u): Defined as the ratio between the flow rate and the
density.

The most elementary continuous traffic flow model is the first order model
developed concurrently by Lighthill &/hitham (1955) and Richards (1956),
based around the assumption that the number of vehicles is conserved
between any two points if there are no entrances (sources) or exits (sinks).
This produces a continuous model known as the LighttiilithamRichards
(LWR). This particular model suffer from several limitations. The model does



not contain any inertial effects, which implies that vehicles adjust their speeds
instantaneously, nor does it contain any diffusive terms, which would model
the ability of drivergo look ahead and adjust to changes in traffic conditions,
such as shocks, before they arrive at the vehicle itself. In order to address this
limitations Payne (1970) develop a second order continuous model governing
traffic flow.

Daganzo (1995) demonstea that the Payne model, as well as several other
secondorder models available in the literature, produces false behaviour for
some traffic conditions. Specifically, it is noted that traffic arriving at the end
of a denselypacked queue would result irehicles travelling backwards in
space, which is physically unreasonable. This is due to the behaviour of
vehicles is influenced by vehicles behind them due to diffusive effesthe
differential equations used in LWR model are difficult to solve, eafigdn
situations of high density variations like bottlenecking (in this cases the LWR
calls for a shock wave), different approximate techniques have been proposed
to solve that equations. Newell (1993), introduces a simplified theory of
kinematic wavesn which, by using cumulative inflow/outflow curves, the
state of flow at an extreme, according to the traffic conditions of another one,
can be predicted without considering traffic conditions at intermediate
sections. This theory provides a relation betwéraffic flow g and density k,
captured in the triangular shaped fundamental diagram. The author proposes
in this way a space discrete model (link based) which provides link travel
times complying with the simplified kinematic wave theory.

Consistentlywith simplified first order kinematic wave theory after Newell,

Yperman et.al (2006) present the Link Transmission Model (LTM) in which

link volumes and link travel times are derived from cumulative vehicle

numbers. Another way to solve the LWR space owmwmtis problem is

introduced by Daganzo (1994) t hrough the
devel oped as a discrete analogue of the L
form of difference equations which are easy to solve and also take care of

high density changes

In assuming a uniform speed for all the vehicles in a roadway, Daganzo CTM
and Yperman LTM cannot fully predict realistic traffic fldvehaviouras the
platoons keep the same density when moving from the upstreadingtop
section to the downstream sectj and all vehicles travel at the same free flow
speed. For this reasame of theaim of thisthesis (as shown in following
chapters)was to implement a traffic flow model thabak into account a
platoon dispersion volume function which describes a meaéstic volume

from the upstream section to the downstream one when the density is low.
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1.5 Approach and ResourceHow? and How much?)

An optimisation problem can be dealt with using various approaches,
depending both on the specific size of the considprediem and on the real
targets which are to be obtained. For this reason, in those cases where it is
necessary to reach the optimal solution of a certain problem, an implicit
enumeration can be adopted, whether based on a formulation of integer
programmig, or on the exploitation of combinatorial properties of the
problem. A heuristic algorithm (or, simply, a heuristic) must be able to
generatea solution in relatively short time. While clearly it is possible to
design specific heuristics for any combinatorggtimisation problem, in
recent years have gained increasing importance some heuristic approaches of
general type, called metaheuristi@he structure and the basic ideaeaich
metaheuristic are essentially fixed, but the implementation of the various
components of the algorithm plends on the individual problerm general,

these approaches have evolved through interactions and asalbejived

from biological, physical, computer and decision making sciences (Genetic
Algorithms, Gas, Hill-Climbing, HC, Simulated Annealing, SAnt Colony

ACO, etc). To get a fully operational algorithms from a mbeuristic
requires the specificationef several functions and/or parameters whose
meaning depends on the méeuristic itself.

In this dissertation weope with different optimisatiostrategies applied for
Network Signal setting desigfpr each of them the selection of an algorithm
was baed on the tradeff between the effectiveness of the algorithm related
to the space solution exploration, the parameters to be set and the
computational effort depending on the algorithm compleXity.that extent
preliminary considerations on algorithnerefits and drawbacks led us to
choose the algorithm which besttditl with the optimisation strategy adopted

in our several worksAs an example of such analysis,following Table 11

and Table 12 a review on advantages and disadvantages in adopting
algorithms like Simulated Annealing (SA) anatiiztc Algorithms (Gas) is
described.

11



Table 11 - Advantages and limitations in applying SA algorithm.

Simulated Annealing (SA)

Benefits

Drawbacks

It statistically guarantees finding an optin|
solution.

It is relativelyeasy to code, even for compl
problems

SA can deal with nonlinear models, unorde
data with many constraints.

Its main advantages over other local seg
methods are its flexibility and its ability 1
approach global optimality.

It is versatile beaazse it does not depend |
anyrestrictive properties of the model.

SA is not that much useful when the ene
landscape is smooth, or there are few lIc
minima.

There is a tragtoff between the quality of th
solutions and the time needed to comg
them.

More customization work needed for variet
of constraints and have to fitene the
parametersf the algorithm.

The precision of the numbers used
implementation have a major effect on i
quality of the result.

Table 12 - Advantages and limitations in applyi®GAs.

Genetic Algorithms (Gas)

Benefits

Drawbacks

They always givesolution and solution gel
betterwith time.

They suppormulti-objective optimsation.

They are more useful and efficient whe
search spaceés large, complex and poor
known or no mathematical analysis
available.

The GAs are well suited to and has be
extensively applied to solve complex des|
optimisation problems becausdhey can
handlebaoth discrete and continuous variabl
and nonlinear objective functions witho|
requiringgradient information.

When fitness function is not properly define
GAs may converge towards local optima.

Operation on dynamic sets is difficult

GAsis not appropriate choice for constrai
based
optimisationproblens.

GAs convergence is very much dependeni
initial solution

GAs has a "big" stochastic component. T
means thatmany simulations are required
find a statistical convergent solution

Basically, SA can be thought as GA where the population size is only one.
The current solution is the only individual in the population. Since there is

only one individual, there is no crossover, but only mutafidns is in fact

the key difference betwaeSA and GA. While SA creates a new solution by
modifying only one solution with a local move, GA also creates solutions by

12



combining two different solutions. Whether this actually makes the algorithm
better or worse, is not straightforward, but dependshenproblem andts
representatiorit should be noted that both SA and GA share the fundamental
assumption that good solutions are more probably found "near" already
known good solutions than by randomly selecting from the whole solution
space. If this wre not the case with a particular problem or representation,
they would perform no better than random sampliiighat GA does
differently here is that it treats combinations of two existing solutions as being
"near", making the assumption that such contina (children)
meaningfully share the properties of their parents, so that a child of two good
solutions is more probably good than a random solution. Again, if for a
particular problem or representation this is not the case, then GA will not
provide anadvantage over SA.his obviously depends on what the crossover
operator is. If the crossover operator is poorly chosen in respect to the
problem and its representation, then a recombination will effectively be a
random solution.This kind of destructive rossover often results with
combinatorial problems if a chromosome directly expresses a solution, and
can sometimes be cured by choosing a different representation, where a
chromosome is thought of as a "genotype" that only indirectly expresses a
solution, a "phenotype". This approach, with two levels of solution
representation, has traditionally been specific to GA, but there is no reason
why a similar approach could not be applied in SA as wWddb, it should be
noted that the relative weight given tatation and recombination is a crucial
parameter affecting what a GA actually does. If mutation is the dominant way
of creating new solutions, then the GA in fact acts as a parallelized version of
SA, where several solutions are being independently imgrove

While it is necessary that a metaheuristic demonstrate good solution quality to
be considered viable, having a fast runtime is another critical necessity. If
metaheuristics did not run quickly, there would be no reason to choose these
approaches over agt algorithms. At the same time, runtime comparisons are
some of the most difficult comparisons to make. This is fueled by difficulties
in comparing runtimes of algorithms that compiled with different compilers
(using different compilation flags) and exted on different computers,
potentially on different testbeds.

After all, if there were no limits on execution time, one could always perform
a complete search, and get the best possible solution. Most stochastic
algorithms can do the same, givenlimited time. In practice, there are
always some limits on the execution time.

A key property of stochastic algorithms such as SA and GA is that given more
time, they usually provide better solutions, at least up to some limit. If, in an
empirical compason, algorithm A is allowed to use more time than algorithm

13



B, their solution qualities are no longer comparable, since there is no
indication on how good solutions algorithmwbduld have produced given the
same time as algorithm B.

It is, of course, poddle that for short time limits, one algorithm outperforms,
while for longer time limits, the other one does. There are some hints in
literature that this is the case with SA and GA; to be more precise, some
comparisons seem to claim that SA is a "quigktet" which obtains good
solutions in a short time, but is not able to improve on tieén more time,
while GA is a "slow starter" that is able to improve the solution consistently
whenit is given more time. However, any such claim is in doubt untess
explicitly stated and tested, by running each algorithm both &rost time

and for a long time.

14



2. Researchgoals

The acquisition ofthe state ofart has allowed us to identify gaps in the
literature on the topic of SSOn consequence of which was possible to
identify anumber of research goals particular, the following issues have
been identified as object of analysis:

- the effect of using differersiolutionalgorithms;

- the effect of using different traffic flow models

- the effect of thestage scheduling as decision variable in the
optimisation procedure;

Resulting from thdirst research goal, i.e. in terms of objective functions, our
researchhas been developed bycusng on:

- the optimisation method as it may be based on mono/citéria
functions

- the number of decision variables to be optimised as it depends on the
single junction optimisation or on the network optimisation;

- the degree of complexity of the considered layout (i.e. arterial vs.
network); in fact in both cases, thember of decision variables is the
same even though the network signal setting design is more affected
by the interactions of the vehicles as a function of the traffic flow
simulation.

In terms oftraffic flow modding several contributiongresented in following
chapters,have been proposed which focused on:

- developng a traffic flow model allowing simultaneously for
horizontal queuin@nd platoon dispersiamodeling

- compaing traffic flow models assuming different levels of detalil
(Macroscopic vs. Mesoscopic)

Finally, complying with thelastresearch objective above listed, the effect of

the stage matrix or of the green scheduling on the network optimidai®n
been addresseatrough two different strategies as in following described

15



1. the explicit enumeration of solutisnin which several feasible stages
are first generated then sequenced in different ways for each junction;

2. the implicit enumeratiorof solutions:all feasible stage matrices are
described byuly defined binary variableshé resulting optimisation
problemhas beesolved througlta metaheuristic algorithm.

3. Outline and contributiors of this thesis

The pesentedvork can be view aa result of alecomposition/recomposition
process throughvhich analyzing the complex task concerning the Network
Signal Setting Design. To that extehe thesiscan be split into three parts
which are complementary teach otherPart | containing Chapters 4 and
focusing on the application of the Genetic Aitfams at single junction signal
timing with reference to moneriterion and multicriteria optimisation;Part

I, containingChapterss-7 and focusing on the&affic flow modelling, both
aiming at developng a traffic flow model allowing simultaneously for
modeling different interaction phenomena such lasizontal queuingand
platoon dispersionrather than comparing traffic flow models assuming
different levels of detail (Macroscopic vs. Mesoscopic ModdPart I,
containing Chapter8-9 and focusing on the efficiency and effectiveness of
adopting differentypes of optimisation strategs three step optimisationn
which first the stage matrix (stage composition and sequence), the green
timings at eachsingle junction areoptimised then the node offsets are
computed in three successive stefiiy;two step optimisation, in which the
stage matrix is definedt a first step, then the greéimings and the node
offsets arecomputed at a second stéj)) one step optimisation which is a
simultaneousptimisationof green times, their schedule, and node offsets, the
so-calledscheduled synchroration. This chaptes could be seen as epilogue
of the PhD research projedtie to the fact that allow to adopt ik previous
understanding in the optimisatioechniques and traffic flow motileg.

In Fig.3.1 the outlines of this thesis are shown. Columns seot¢he three
main researclgoals as previously defined; the arrows imply a chronological
order, not an inpubutput causation.
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Chapter 4
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4. Signal setting design at a single junction through the
application of Genetic Algorithms

Cantarella, G., E., Di Pace, R.Memoali, S., de Luca, S., 20139. Signal Setting Desigr
at a Single Junction through the Application of Genetic Algorithms EWGT 2013,
16th meeting of the EURO Working Group on Transportation , published in a specia
issue of Advances in Soft Computing (Springer)yolume 262, pp.321331

Abstract

The purpose of this paper is the application of Genetic Algorittimsolve the
Signal Setting Design at a single junction. Two methads compared: the
monocriteria and the multicriteriaptimisations In theformer case, three different
objectives functions were considered: the capafeitfor maximisation, the total
delay minimisation and the total numharstops minimisation; in the latter case,
two combinations of criteria weiavestigated: the total delay minimisation and the
capaciy factor maximisationthe total delay minimisation and the total number of
stops minimisation.Furthermore, two multicriteria genetic algorithms were
compared:th& ol dber gbs Pareto Ranking (GPR)
Genetic Algorithms (NSGAII). Conclusions discuss the effectiveness of
multicriteria optimisation with respect to monocriteria optimisation, and the
effectivenes®f NSGAII with respect to the GPR.

4.1 Problem statement

The Signal Setting Design (SSD) is usually addressed thraptijhisationmodels
where the decision variables are the signal timings, while the network lesyout
usually assumed given.

Existing contributions on the SSD, address the following problems: single junction
optimisation or network optimisation. Furthermor&SD can be generally
addressedonsidering the junctions as isolated or interacting within a network. In
the former case, thagreen timings, their scheduling and the cycle length are
calculatedwithout considering the influence of upstream on downstijeaations,

in the lattercase, the interaction between successive junctions must be considered
(8D).

Optimisation models for SSD can be solved through feasible direction algorithms,
still these algorithms may fail to find the optimal solution when thexaiibje
function is not convex, and /or has several local optimal points. Moreover,
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multicriteria optimisation, which is receiving an increasing attention, can hardly be
solved through traditional feasible direction algorithms.

On the basis of these point$ weakness, in the last years several metaheuristics
derived from biological metaphors, such as evolutionary algorithms and swarm
intelligence,have been developed first to deal with discrete optimisation, and then
extended to cope with continuous optiatien possibly with several optimal
points. These methods include genetic algorithms (GAs), differential evolution
(DE), ant colony (ACO), bee colony (BCO), bacteria foraging algorithms (BFO)
etc.

According to the literature particular attention has beeangto the GAs which

have been applied to monocriteria network SSD in several cases (see [13]; [21];
[16]) while few contributions can be find with respect to the application of GAs to
multicriteria SSD ([24][5]). Furthermore, in some cases, the muliicia network

SSD has been carried out by using the weighting coefficients in order to combine
moreobjective functions in a uniquebjective function (see [11]).

On the basis of previous considerations more investigations need to be made on
multicriteria optimisation with respect to both the single junction and the network
SSD. In particular, this paper aims at investigating the application of genetic
algorithmsto multicriteria SSD at a single junction (see [9]).

The paper isorganisedas follows: in Setion 4.2 the SSD Background is
summarised;in Section 4.3, the Problem is described; in Sectid, the
Monocriteria and Multicriteria GAs are briefly discussed; in Sectid, the
Numerical Resultsaare shown and finally in Sectiof.6, the Conclusionsand
research perspectives atemmarised.

4.2 Background

In case of single junction SSD in undersaturation conditions, two main problems
with different sets of variables may be defined: the green timing andrées
timing and scheduling. In the former ca®e optimisation variables are theeen
timings and (probably) the cycle length while the stage matrix is fixetigitatter

case, the stage sequences are also considered as optimization variables.

In accordance with the literature, the green timingpfgm has been solved Hye
application of: (i) the Equisaturation principle ([27]); (i) the total delay
minimisation,formulated as a convex programming model ([2] and solved by the
program SIGSET described in [4]); (iii) the capacity factor maximisatio
formulated as a linear programming (LP) model ([3]; solved by the program
SIGCAP describeth [6]).

The green timing and scheduling, in undersaturation conditions, can be addressed
through the capacity factor maximisation or the total delay minimisatiod
several methods based on discrete linear or continuoudineam optimisation
techniques have been proposed ([19]; [6], [7]; [14]). The oversaturation conditions
for a single junction can be addressed through total delay minimisation during the
entire oversaturated period and not over the cycle length, by looking for the best
phase switching strategies, such as the ggaphical methods ([15]), where the
Pontryagin maximum principle is applied to derive analytical solutions of the
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optimal trajectores. [20] proposed the bang bang control method which attempted
to find an optimal switch over point during.

Finally, most papers address the monocriteria SSD ([26]; [23]), while the
multicriteriaSSD method has not been discussed in depth ([25]; [22]).

Summing up the aim of this paper is threefold:

() preliminarily investigate the effect of some algorithms parameters on the
algorithms effectiveness;

(i) compare monocriteria optimisation with multicriteria optimisation;

(iif) compare two multicriteriaptimisation algorithms;

In case (ii), three objectives functions were considered: the capacity factor
maximisation the total delay minimisation and the number of stops minimisation;
in case (iii), two combinations of criteria were compared: the totalagel
minimisationand the capacity factor maximisation, the total delay minimisation
and the totahumber of stops minimisation.

4.3 Problem description

This paper, as stated in the introduction, aims at solving the monocritertheand
multicriteria single juntion SSD with given stage matrix through the applicatibon
geneticalgorithms. The general framework is described below.

4.3 WVariables
The main definitions and notations are introduced below. Let:

¢ be the cycle length, assumed known;

t; be the duration of stage j, a decision variable;

to be the secalled all red period at the end of each stage to allow the safe
clearance ofhe junction, assumed known;

Dbe the approaehtage incidence matrix (or stage matrix for short), with entries
Uq =1 if approach k receives green during stage j and O otherwise, assumed
known;

I, be the lost time for approach k, assumed known;

ok = B Ugxt - tor - |« be the effective green for approach k;

ry = c - g« be the effective red for approach k;

g« be thearrival flow for approach k, assumed known;

s be the saturation flow for approakhassumed known;

(s« % g / (cx gy be the capacity factor for approach

So far, each solution is described by a vector / chromosome with entries / genes
given by thestage lengths.
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4.3 onstraints

Some constraints are introduced in order to guarantee:
stage durations being noregative

520 "

effective green being nemegative

& ?0 "k

This constraint is usually guaranteed by the stage duraticnegative

It must be observed that in case of variable cycle length, for too small duktions
it, sayc OF MAX(lgx I + ta), with regard to the values of akd periodiength
and lost times.

consistency among the stage durations and the cycle length
Bt=c

the minimum value of the effective green timing

Ok % Omin "k

A further constraint may be included in order to guaratiteecapacity factor must
being greater than 1

00(scx g9/ (cxqg)-1 "k

Such a constraint may be added only after hadhngcked that the maximum
junction capacity factor is greater than one, otherwise a solution may not exist
whichever is the objective function/s.

4.3.30bjective functions

In the monocriteria SSD three objective functions were considered: (i) the Capacity

Factor(CF) to bemaximised (ii) the Total Delay (TD) to beninimised (iii) the

Number of stops (NS) to bminimised In the multicriteria SSDthe optimisation

can be carried out with respect to any combination of the above introduced

objective functions. Inhe following results are described for some combinations

of two objective functions only: (v) the Total Delay, torbmimisedandthe Total

Number of stops, to bminimised (vi) the Total Delay, to beninimisedand the

Capacity Factor, to bmaximised

Al l defined multicriteria problems were sol\
ranking method (see [17]) and the NS@Asee [12]).
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The effectiveness of each optimisation method was evaluated on the base of
following performance index: (i) the CapaciBactor (CF);(ii) the Total Delay
(TD); (iii) the Number of stops (NS), this indicator was introduced given its effect
on the air pollution.

The objective functions in the optimisation problems were computed as follows

junction capacity factor as

CF =MINK (s« * gi) / (C % ) (Eq.4.2)
total delay applying the two terms Webster formula (see [27]) as

TD = B gc x (0.45 x ¢ x (1- gc/c)*/ (1- e/ S) +

+ Q% 0.45/ (% g/ €) % ((a/ ) * (sc/ a) - 1)) (Eq.4.2)
total number of stops apphg the Akgelik formula ([1]) as

NS = MAX 0.9 x gx (1 -gdc) / (I- g/sd) (Eq.4.3)

It is worth remembering that the delay from the t@oms Webster formula ardde
numberof stops from the Akgelik formula are convex with respect to variables
gi/c, thus ratiog;/ c are the decision variables actually used.

4.4 Monocriteria and multicriteria GAs

GAs search the opti mal solution fy simulatir
individuals), mimicking the basic principle of bacteria evolution. Each soligion
described by a vector of decision variables called a chromosome madgepelsy
Usually the most adopted approach for genes generation is based on decodification
of binary code for each one, however the degree of accuracy of decodification
depends on the landscape of objective functions: in case of stable landscape
decodification should be avoided and the direct generation of stages duration
should be applied. The optimti&n is carried out through an iterative process of
random reproduction of the individuals (solutions) in the population based on the
fitness function ([18]).

After reproduction each chromosome may be modified by genetic opethirs,
crossoverand the muation. This iterative procedure is repeated until some
conditions(e.g. number ofterations or of improvement of the best solution) are
satisfied. Main parameters to fullyspecify a GAs are the population size, the
crossoveprobability (or rate), and thmutation probability (or rate).

In case of multicriteria optimisation some major considerations need to be made
with respect to procedure described above and regarding the selection criteria
based on the fitness function evaluation. In fact, duringténative procedure, the
fitness function can be computed with respect to one or more criteria.
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Multicriteria GAs are often called Multiobjective Evolutionary Algorithms

(MOEASs), and they can be implemented following one of the below methods: (i)

The Aggregating Functions methodyhich defines how all the objectives are

combinedinto a single one by the application of weighting coefficients;T(iig

Pareto based methodghat incorporate the estimation of the Pareto front in the
selectionmechanism thesemethods include the Goldberg's Pareto Ranking, the

Non dominated Sorting Genetic Algorithm (NS@B, the Niched Pareto Genetic

Algorithm etc.

In this paper two multicriteria GAs were i
Ranking and the NSGA. The Goldbeg 6 s Par et o Rankadankhg i ntroduc
based fitness assignment; in particular the fitness functién fr a given

chromosomg is calculated by thinear ranking([4]) approach as follows:

f)=2- SP+2 (SR 1) (rank(j)- 1) /N (Eq.4.4)
where:

SPis the selective pressure fixed to 1.5;
N is the population size;
rank(j) is computed from the chromosome dominance hierarchy.

This algorithm was compared with the NS@An which an additional criteriois
introduced forselecting among solutions with the same ranks. Each soligion
attached to a value dafrowding distancewhich is computed by the Eulerian
distancebetween the vector of the fithess functions of the given solution and the
vectorof the best fitness functis (i.e the best value among all solutions); if two or
more solutions have the same rank value, selection at successive steps, is based on
the best value of the crowding distance.

45 Numerical results

This section discusses results obtained for SSD of thendtion with layout
described irFig.4.1 The stage matrix and the main inputs are showviralrie 4.1.
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Fig.4.1 - junction layout; stage matrix
Table 4.1 - Junctioncharacteristics
approach ak (peurh) S (peu/h) co)
1 400 1518
2 350 2122
3 270 1511 64
4 125 1145
5 550 4392

The cycle length was computed in accordance with the Webster indication as in
following:

c=(15L+5)/(1-Y) (Eq.4.5)

where L =Sj Ik(j) 2 0, yj = gk(j) / sk(j)? 0, Y =S vyj, k() is the reference
approach of stage j

Before starting the iterative procedure, some parameters that can influence the
results of the optimisation, need to fdeed. These are theopulation sizgpop),

the crossover rate and the mutation ratrossover occurs only with a probability

PC (the crossover rate or crossover probability). When individuals are not
subjected to crossover, they remain unmodified. The mutation operator is used to
change some elements in selected individuals with a pralya®M (the mutation

rate or mutation probability), leading to additional genetic diversity to help the
search process escape from local optimal traps.

First monocriteria SSproblemwasaddressed. The population size, the crossover
rate and the mutation teawere assessed by observing the speed of convergence
towards the (suboptimal solution. The optimal value of objective function vs.
population size (6; 20; 40; 60; 80; 100) were evaluated with regard to each
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crossover rate (PC) and/or mutation rate (Ppgir {(0.7;0.01), (0.6;0.1),
(0.8,0.001), (0.8,0.0001), (0.9,0.001), (0.9,0.0001)} {seenstance irFig.4.2).

T A0 WEND

Fig.4.2 - Tridimensionalsurface of TD&NS w.t different values of PC.(for given values of PM and
population size)

Numerical results are shown Trable 42 in which each row shows stage durations
obtained with one of the objective functions described above, together with values
of the other objectie functions best values arm bold. Population sizevalues the
crossoverprobability/ rate (PC), and the mutatigmobability/ rate (PM) are given

in the table.

Table 42 - Results of monocriteria SSCPopulation size = 40

Criterion PC/PM TD (vehh/h) CF NS (stops/h) ta(s) t(S) ta(s)
TD 0.8/0.001 9.14 1.32 459.76 28 20 16
CF 0.9/0.0001 9.15 1.35 459.76 28 20 16
Nyq 0.9/0.0001 12.01 1.16 397.87 23 18 23

At first it can be observed that values of stage durations are affectdde by
criterion considered as objective functions; by comparing obtained results the best
value of each indicator is consistent with the optimisation criterioniri.ease of

CF optmisation, CF = 1.35 and this is the best value of CF among all).
Furthermore, about other indicators, in case of TD minimisation lower value of TD
is obtained (TD=9.14 veh); in case of CF maximisation, higher value of capacity
factor is reached (CF=1.35); finally, in case of NS minimisation lower value of NS
is obtained(NS=397.88 stops/h). Furthermore, the proposed approach was also
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validated by comparing GAs results with SIGCAP and SIGSET res8itarting
from monocriteria SSD results, multicriteria SSD problem was investigated
preliminary assessing the speed of amgence with respect to parameter values
(i.e. population size and PC, PM pairs). The GPR and the NbE@&athods were
performed and results are showrTiable 43.

Table 43 - Results of multicriteria SSD (GPR; NS@A; Population size = 40

TD NS
* *

Opt Meth. C 1 C 2 PC/PM (Veh'h/h) CF (StOpS/h) tl(S) tz(S) t3(S)
CF 0.9/0.0001 9.45 1.26 450.93 26 21 17

GPR D
NS 0.8/0.001 10.35 1.17 442.08 29 17 18
CF 0.9/0.0001 9.23 1.33 450.92 27 20 17

NSGAHI TD
NS 0.8/0.001 10.18 1.23 468.60 31 18 15

*C=criterion considered in the objective function

In particular, three kinds of evaluations can be made: (i) with respect to the
effectiveness of eadmulticriteria optimisation, results obtained by combining TD
and CF are better than results obtained by combining TD and NS; (ii) with respect
to the comparison between NS@lAand GPR, more satisfactory results can be
obtained by the application of thedfi one in particular with regard to TD and CF;
(i) finally, with respect to the comparison between monocriteria (based on CF)
and multicriteria methods (based on ¢KIF), no significant differences can be
appreciated between the first oA®{,on= 9.15 \eh; CF,on=1.35; NShong=459.76
stops/h and the second one (ELOF: TDnui= 9.23 veh CFhui=1.33;
NS..i=450.92 stops/)) however CF and TD were better in case of monocriteria
optimisation than multicriteria optimisation, while a lower (and better)evall

total number of stops can be appreciated in case of N$IGtAan monocriteria
optimisation.

4.6 Conclusiorsand research perspectives

This paper is addressed to preliminary investigate the GAs application to the
monocriteria or multicriteria SSD for angjle junction.

In case of monocriteria optimisation three criteria were considered based on total
delay minimisation, capacity factor maximisation and total number of stops
minimisation. Monocriteria GAs based on CF maximisation and TD minimisation
were compared to SIGQGAand SIGSET methods in order to consolidate their
effectiveness of the methoth case of multicriteria optimisation the combination

of total delay minimisation and capacity factor maximisation and the combination
of total delay minimisation and total niver of stops minimisation were
considered.

Two algorithms were compared: the GPR and the NSG®n the base of
obtained results it can be observed that NS{dutperforms GPR. Furthermore,
monocriteria GAs were compared to multicriteria GAs (in paldicwith NSGAII
method). Results show that no significant differences can be appreciated with
respect to the values of indicatom®X,,n&=9.14 veh;CFyon&=1.35 vs. TR,=9.23
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veh; CK,.=1.33) while better results of total number of stops are carriethe
application of multicriteria optimisatiorNG,.=450.92 stops/hthan monocriteria
optimisation NS,n=459.76 stops/h

In future papers, procedures with cycles length optimisation will be addressed.
Furthermore obtained results will be compam@dther metaheuristics (such as the
Simulated Annealing). In particular, the interest in further investigations about
application of other metaheuristics to SSD, is related to the complexity of GAs
implementation; in fact in this case an high number ofamaters (such as
crossover rate, mutation rate, population size) must be set preliminarily.

Finally, the integration of multicriteria SSD within the traffic assignment problem
with variable demand (see [10]) will be investigated.

References

[1]Akcelik, R. (1981).Traffic Signals: Capacity and Timing AnalysiResearch Report ARR N0.123.
ARRB Transport Research Ltd, Vermont South, Australia.

[2]Allsop, R., E. (1971a)Delay minimising settings for fixed time traffic signals at a single junction
Journal ofthe Institute of Mathematics and its Applications, -1&5.

[3]Allsop, R., E. (1972). Estimating the traffic capacity of a signalized road junction. Transportation
Research, 24355.

[4]Baker, J.E. (1985)Adaptive selection methods for genetic algorithPceedings of the 3rd
International Conference on Genetic Algorithms and Applications, In: Grefenstette, J.J. (ed.),
New Jersey, Lawrence Erlbaum: Hillsdale, 10001 .

[5]Benekohal, R.F., Waller, S. T. (2003)ultiobjective traffic signal timing optimégion using non
dominated sorting genetic algorithrin Intelligent Vehicle Symposium, Proceedings IEEE 9,
1987 203.

[6]Cantarella, G., E., Improta, G. (1983)\ nonlinear model for control system design at an
individual signalized junction Operation Rsearch Italian Society proceedings of the
Conference, 70922.

[7]Cantarella, G., E., Improta, G. (1988). Capacity Factor or Cycle Time Optimization for Signalized
Junctions: A Graph Theory Approacfransportation Research B.

[8]Cantarella, G.E.; Di Pace, R.; Memoli, S.; de Luca, S. (201Bag. Network Signal Setting
Problem: The Coordination Approach vs. the Synchronisation Approach. Computer Modelling
and Simulation (UKSim), 2013 UKSim 15th International Conference,-5B5 doi:
10.1109/UKSim.2013.99.

[9]Cantarella, G.E.; Di Pace, R.; Memoli, S.; de Luca, S. (20I318. Application of Multicriteria
Genetic Algorithms for Signal Setting Design at a Single junction 8th EUROSIM Congress on
Modelling and Simulation, 2013, 47477, doi 10.1109/Eurosim.2013.85

[10]Cantarella, G.E., de Luca, S., Di Gangi, M. & Di Pace, R. (2013tchastic equilibrium
assignment with variable demand: Literature review, comparisons and research WMéidds
Transactions on the Built Environment, V&B0, 349364

[11]Ceylan, H, Bell, MGH (2005). Genetic afjorithm solution for the stochastic equilibrium
transportation networks under congestidinansportation Research Part B, 39, 1165%5.

[12]Deb, k., Pratap, A., Agarwal, S., Meyarivan, T. (2082fast and Elitist Multiobjective Genetic
Algorithm:NSGArII. IEEE Transactions on Evolutionary Computation, vol. 6, NO. 2;11582

[13]Foy, M. D., Benekohal, R. F. and Goldberg, D. E. (19%2nal Timing Determination using
genetic algorithmsTransportation Research Record 1365,-108.

[14]Gallivan , S., Heydecker, B., G. (1988)ptimising the control performance of traffic signals at a
single junction Transportation Research B, 3370.

[15]Gazis, D., C. (1964). Optimal control of a system of oversaturated intersections. Operations
Research, 81831.

30


http://apps.webofknowledge.com/DaisyOneClickSearch.do?product=WOS&search_mode=DaisyOneClickSearch&colName=WOS&SID=X1ob2E4fEDCL9IiGoD2&author_name=Ceylan,%20H&dais_id=10698227
http://apps.webofknowledge.com/DaisyOneClickSearch.do?product=WOS&search_mode=DaisyOneClickSearch&colName=WOS&SID=X1ob2E4fEDCL9IiGoD2&author_name=Bell,%20MGH&dais_id=1245314

[16]Girianna, M. and Benekohal, R. F. (2004)sing Genetic Algorithms to design signal
coordination for oversaturated networkatelligent Transportation Systems, 8, 11120

[17]Goldberg, D.E. (1989%kenetic Algorithms in Search, Optimiion, and Machine Learning.
AddisonWesley, Reading, MA

[18]Holland, J.H. (1975)Adaptation in Natural and Artificial Systerithe University of Michigan
Press.

[19]Improta, G., Cantarella, G.E. (1984). Control system design for an individual signalisid,
Transportation Research B, 1488

[20]Michalopoulos, P., Stephanopolos, G. (197@Yyersaturated signal system with queue length
constraints Transportation Research, 4431.

[21]Park, B., Messer, C. J. and Urbanik Il, T. (1999)affic Signal Optimization Program for
Oversaturated Conditions: Genetic Algorithms Approalfansportation Research Record 1683,
133142

[22]Putha, R., Quadrifoglio, L. and Zechman (201€pmparing Ant Colony Optimization and

Genetic Algorithm Approaches for Solviigr af yc¢ Si gnal Coordination wunder

Conditions ComputetAided Civil and Infrastructure Engineering, 27] 28.

[23]Renfrew, D., XiaeHua Yu (2012).Traffic Signal Optimization Using Ant Colony Algorithm
|IEEE, Brisbane, Australia,-1.

[24]Sun D., Benekohal, R.F., Waller, S. T. (2003&lultiobjective traffic signal timing optimization
using nondominated sorting genetic algorithm in Intelligent Vehicle Sympqgsknoceedings
IEEE 9, 198 203.

[25]Sun, D., Benekohal, R.F., Waller, S. T. (200 Bi-level Programming Formulation and
Heuristic Solution Approach f.cCompliesAdedndivi Tr af yc
and Infrastructure Engineering, 21, 3383

[26]Teklu F., Sumalee A., Watling D.P. (200A).genetic algorithm approach foptimising traffic
control signals considering routingJournal of Computefided Civil and Infrastructure
Engineering, 22, 343.

[27]Webster, F. V. (1958)Traffic Signal SettingsRoad Research Technical Paper, 39, HMSO,
London.

31

Sign
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Abstract

This paper addresses the Network Signal Setting Design by considering both queue
blockage and platoon dispersion in the traffic flow model.

The adopted traffic flow model allows to explicitly representing horizontal queuing
phenomena as well as dispersion along a link, outperforming both Cell
Transmission model (which is not abl e
dispersion model (wheneertical queue formation is considered).

A two-step solution method is adopted: first, signal settings are locally optimised
for each junction to get single junction green timing, and then all the absolute
offsets are simultaneously optimised to get fiomccoordination.

Specific meteheuristic algorithms are investigated to solve the two above
problems. On the base of preliminary investigations, the single junction-mono
criteria/multicriteria green timing optimisation is solved by (Pareto based) @eneti
Algorithms, whilst the junction coordination by Hill Climbing Algorithm.

In order to evaluate the effectiveness of the proposed method, obtained results are
compared with those from a tvgtep method based on OSCADY PRO® and
TRANSYT14®- TRL, both implenenting monecriteria optimisation only.

5.1 Introduction

Traffic models may be classified according to the level of detail adopted for
representing the traffic systems:

- Microscopic models, describe both the spt@ee behaviour of the
syst ems 6 evkbheleseamdtdrivery) as.well as their interactions;

- Mesoscopic mods, represent traffic bgroups ofvehicles possibly small
the activities and interactions of which are described at a low detail level;

- Macroscopic flow models, describe traffic at a high level of aggregation as
a flow without distinguishing its constituent parts. For instance, the traffic
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stream is represented in an aggregate manner using characteristics as flow
rate, density, and velogit

Macroscopic flow models can be classified according the order of partial
differential equations that underlie the model

Despite the high level of detail reached by using microscopic models, high level of
computatimal performances are requestéterefore, when simulation is aimed at
actual time traffic predictions (relevant to the dynamic description of traffic),
macroscopic models are considered as more appropriate due to the possibility of
using mean state variables values (e.g. mean speed, flaveta) and considering
traffic flow asfluid analogy

The main purpose of this paper isitwestigatethe features of the Macroscopic
traffic flow models for obtaining an alternative model in whialmether the
dispersion alongnetwork connecting linksand thequeuesforming phenomena
such as spillback can be simulated imaqueframework.

5.2 State of art

At macroscopic level (as described above) the vehicles are not |aikasl
separate but as aggregetements

Generally two main classes (ime coninuousjnodels can be identified:

- Space discrete modglink-based)
- Space continuous mod€mint-based)

The space discrete modalgscribe the propagation of flows through a link by
relationships between whole link variables such as link travel time, link inflows,
outflows or link volume (i.e. the number of vehicles on the link) at each point in
time. These models are also namedirs based. Whole link modelsAétarita,

1995; Ran et al.,, 1997; Wu et al., 1998) are widely used in mathematical
programming models for dynamic traffic assignment (DTA) because of their
simplicity. However they show several limits: Firstly, as well aslitie length
increases, they are not able to represent reliable hypocritical congestiditions

(and so the spillback effects) due to the fact that the propagation of flow states
along the link is not considere&urthermore they cannot be applied agtwork

level because in this case it may be particuldifffcult to take outthe differences

on observed results betuwee®nwitthlei refifredit\wi ddalt
and the effects related to the network.

The space continuous models derivairthe analogy between vehicular flow and
flow of continuous media (e.g. fluids or gasses), yielding flow models with a
limited number of partial differential equations that allow to describe the dynamics
of variables like the following:

33



- Density (k): Typi@al variable from physics adopted by traffic science to
express the number of vehicles per kilometer of road.

- Flow rate (g): Represents the number of vehiclesditases @ection per
time unit.

- Mean speed (u): Defined as tlaio betweenheflow rate and the density.

The most elementary continuous traffic flow model is the first order model
developed concurrently by Lighthill & Whitham (1955) and Richards (1956),
based around the assumption that the number of vehicles is conserved between any
two poins if there are no entrances (sources) or exits (sinks). This produces a
continuous model known as the LighthllhithamRichards (LWR). This
particular model suffer from several limitations. The model does not contain any
inertial effects, which implies #t vehicles adjust their speeds instantaneously, nor
does it contain any diffusive terms, which would model the ability of drivers to
look ahead and adjust to changes in traffic conditions, such as shocks, before they
arrive at the vehicle itself. In ord&y address this limitations Payne (1970) develop

a second order continuous model governing traffic flow.

Daganzo (1995) demonstrates that the Payne model, as well as several other
secondorder models available in the literature, produces false balazipsome

traffic conditions. Specifically, it is noted that traffic arriving at the end of a
denselypacked queue would result in vehicles travelling backwards in space,
which is physically unreasonable. This is due to the bebawbd vehicles is
influencal by vehicles behind them due to diffusive effects.

As the differential equations used in LWR model are difficult to solve, especially

in situations of high density variations like bottlenecking (in this cases the LWR
calls for a shock wave), different apgimate techniques have beerognsed to

solve that equations. Newell (1993), introduces a simplified theory of kinematic
waves in which, by using cumulative inflow/outflow curves, the state of flow at an
extreme, according to the traffic conditions ofodrer one, can be predicted
without considering traffic conditions at intermediate sections. This theory
provides a relation between traffic flow q and density k, captured in the triangular
shaped fundamental diagram. The authmpeses in this way a spae discrete

model (link based) which provides link travel times complying with the simplified
kinematic wave theory.

Consistently with simplified first order kinematic wave theory after Newell,
Yperman et.al (2006) present the Link Transmission Model (LifMyhich link
volumes and link travel times are derived from cumulative vehicle numbers.
Another way to solve the LWR space continuous problem is introduced by
Daganzo (199 t hrough t he MoQleelllo,T rdscavesdietepsei do n
analogue of thee WR differential equations in the form of difference equations
which are easy to solve and also take care of high density changes.

In assuming a uniform speed for all the vehicles in a road, Daganzo CTM and
Yperman LTM cannot fully predict realistic traffitow behaviar as the platoons

keep the same density when moving from the upstreamlissection to the
downstream section, and all vehicles travel at the same free flow speed. For this
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reason the aim of this paper is to implement a traffic flow mdukl takes into
account a platoon dispersion volume function which describes a more realistic
volume from the upstream section to the downstream one when the density is low.

5.3 Methodology
5.3 Iraffic flow smulation

In a celltransmissiormodela highwayis broken dowrinto small sections (cells)
andthetrack of the cell contents (number of vehicles) as tyoeson is kept The

record is updated at closely spaced instants (clock ticks) by calculating the number
of vehicles that croesthe boundary sepating each pair of adjoining cells during

the corresponding clock interval. This average flow on the link i from clock tick t
to clock tick t+1 is given by

Yi(t) = min {0, min[Q , Q1] , dixa[Niws T Mua]} (Eq.5.1)

And it is the result of a comparison between the maximum number of vehicles
that can be Asento by the:cell directly upst
S() =min{Q , n} (Eq.5.2)

and those that can be Areceivedo by the dow
R(®) =min {Q, d[N; T n]} (Eq.5.3)

n;: is the number of vehicles on the cell i;

Qi : is the maximum flow rate in cell i

d.1: is the wave speed coefficient of cell i+1

Ni+1 @ is the maximum number of vehicles preserthimcell i+1.

Hence the flowy;(t) can be rewritten as:

Yi(t) = min {S(t) , R (1)} (Eq.5.4)

As shown above, in the CTM equations due to the assumption that all vehicles
travel at the same speed (keeping so the same density) for getting in the
dowrstream section, no platoon dispersion mightdetected To overcome this

lack, a platoon dispersiomolume function is taken into account for describing
situations of low densities cell. In particular, by employing the ‘etiwn Drake
speeddensity relationship we introduce a further equation:

X:(t)=Ki(t)*Vo-exp[-0.5(K(t)/kn)] (Eq.5.5)

Xi(t): is the platoon dispersion volume function;
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ki(t) = ni(t)+ni.1(t)/2L : is the density of cell i and cell i+1 at time t, beinghke
length of the cell;

Vo : is the freeflow-speed;

Kk : is the traffic density at maximuftow,

and calculate the flow(t) as:
Yi(t) = min {§(t) , R.1(t), Xi(t)} (Eq.5.6)
5.3.2ignal Setting Design

With regards to the signal setting design at the single junctions composing the
network layout the multicriteria (Paretdbased) Genetic Algorithm approach
based on total delay minimisation and capacity factor maximisation, has been
adopted. The optimisation problems are formulated also taking into account some
constraints such as the length of fiafights (minimum/ maximum values of
green/ red lights) and the queue length constrairtis. consistencyf the stage
scheduling in the optimadion processs also includedOnce defined the feasible
cliques of compatibility i.e. theet of mutually copatiblestreamsthe maximum
cligues of compatibility are carried out. These latter represtmase cliqus to

which no further streams can be addédithout violating the requiremerdf the
mutual compatibility). Defined hence, each stage as a maximal ligue of
compatibility, it is possible to identify a number of possilstage matrices. For
each stage matrix, feasible sequences are defimggnerathere may be multiple
sequencesthe choiceof the optimum onés carried out fom comparisoramong
them,comparing the value of the indicators , once designed dquarameters.

The results (signal timing) worked out are then set for each junction and a
coordination (minimisation of network total delay reached by absolute offset
optimisation) is performetby applying a HiHClimbing algorithm.

5.4 Optimisation (Algorithms)
54.1Genetic Algorithms (GAs)

In accordance with literature, recently Genetic Algorithms (GAs) have been
proposed to solve several kinds of optimisation problems. GAs belong to the
Nature inspired metheuristics in which an iterative procedure is applied in order

to reach at least abgd approximation of the optimal solution (such as all heuristics
algorithms). These metaeuristics, based on some biological metaphors such as
evolutionary algorithms, have been firstly developed to deal with discrete
optimisation and then extended tgeowith continuous optimisation and possibly

with objective functions with several local optimal points.

GAs seek the opti mal solution by simulating
solutions (individuals), in mimicking the basic principle of bactevial@ion. Each
solution is described by gector of decision variables called a chromosome made

up of genes. In our case, each gene is representative of the stage duration; the
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number of genes in each chromosome depends on the number of stages computed
by the use of the relationship between approaches and stages. Optimisation is
carried out through an iterative process which is representativeegfraductive
cycleof the individuals (solutions) in the population. GAs are based on the genetic
operators agjzation such as crossover and mutation; while the former promotes
the ability of the algorithm to explore the wider areas in order to search for
solutions, the latter introduces some (random) diversifications of the same type.

For all these reasons, GAare characterisedby a higher effectiveness in
approximating the global solutions in optimisation problems.

GAs for multicriteria optimisation are often called Mutibjective Evolutionary
Algorithms (MOEAs). Among several methods, the most adopted inathpe
implementations is théaretobasedwhich incorporates the estimation of the
Pareto front in the selection mechanism. This method include&ohgberg's
Pareto Ranking, the Non dominated Sorting Genetic Algorithm (NSGA,; Srinivas,
1994), the Non doimated Sorting Genetic Algorithm Il (NSGHK; Deb, 2002) etc.

I n Gol dber gbés Pareto Ranking met hod, t he
chromosomes is made on the basis of the ranking of the solutions. In fact, before
starting the selection step, for eamblution a value ofank is associated to the
number of times in which the considered solution dominates the others.

In the NSGAIl (Deb and Pratap, 2002) method, an additional criterion is
introduced for selecting among solutions with the same ranks. &aation is
attached to a value afowding distancegiven by the Eulerian distance between

the vector of the fitness functions of the solution and the vector of the best fithess
function values, each one is defined as the best value among all solutitms o
some cases theeferencefitness function values are defined with regard to the
considered criteria. If two or more solutions have the same rank value, selection at
successive stages is based on the best value of the crowding distance.

In this papeml multicriteria approach, performed INSGA-II, has been applied to
solve the signal setting design problem.

5.4.2Hil Climbing (HC)

The Hill Climbing is aneighborhooebased metheuristic algorithm, without
memory, which is deterministic in its basic versidhe name originates from its
ability in generating a succession of solutions exploring the objective function
surface which, if plotted, could be thought of aseaies of hills and valleys in a
multiple-dimensional world.

In this method, starting from an initial solution, successive iterations in the
neighborhoodare performed until the current solution is not further improved. The
algorithm stops when a local nmmum/maximum is reached.

Different stochastic variants of this method have been proposed in attempting to
endow it with a diversification strategy. For instance, the method can be applied
starting from multiple initial solutions randomly generated (asasemf SheGun

Hill Climbing), or by varying the structure of the surroundings during the
iterations.
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In this paper a basic Hill Climbing has been applied for minimising the Total Delay

at downstream stopline ( as a result of connecting link flow sifonbatin order to

reduce the risk of being trapped in a poor local optimum, a list of both small and
large incremental offset alterations has been set up (such increments are listed as
percentages of the cycle time). Thereby, low increments allow to find a
approximate local minimum of the Total Delay whilst high increments avoid
getting trapped in that minimum.

5.4.3he numerical application

In this section the performances of the two step method applied on a toy network,
build up for simulations, are presentagdshowing:

- the results obtained for the SSD of the network junctions (the layout
together with the stage matrix and the main input data are described in
Fig.5.1).

- Once defined the connecting link between the two junctions hereunder
viewable, their interaction is simulated through the traffic flow model
described irsub-section5.3.1 (in following the acronynHOME - CTMD
i.e. Hybrid Optmisation Method- Cell Transmission Model with
Dispersion is adopted). The results worked out, in terms of offsets and total
delay related to a variable connecting link length, are compared with those
obtained byTRANSYT14°-PDM (i.e. Platoa Dispersion Model) anthen
summarised withinTable 55. Graphical outputs are finally shown in
Fig.5.3.
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Fig.5.1- Layout, Stage matrix, characteristics for junctiouft)@nd junction 2 iottorn).

All simulations were carried out considering a fixed value of the cycle length
computed by the Webster indication. Results are shown in terms of green timing
and scheduling and with regard to the optimisation criteria in following tables
(from Table 51until

Table 5.4).

Table 51- Multicriteria optimisation based on Total delay minimisation and Capacity Factor
maximisation at junction 1(Pop size = 20; Mutation rate = 0.8; Cvessate = 0.0001).

Approach Total Delay [PCU-hr/hr] Capacity Factor
A 1,32 2,20
B 1,55 2,03
C 1,69 2,11
D 0,99 2,04

Table 52- Signal Setting for junction 1.

Stage duration

stage approach/stage Scheduling
9 pp 9 (stage sequence) [sec]
AB 23
2 AD 12,3 13
C 24

39



Table 53- Multicriteria optimisation based on Total delay minimisation and Capacity Factor
maximisation at junction 2(Pop size = 20; Mutation rate = 0.8; Crossover rate = 0.0001).

Approach Total Delay [PCU-hr/hr ] Capacity Factor
A 1,57 1,81
B 2,89 1,40
C 0,97 2,80
D 2,64 1,48

Table 54- Signal Setting for junction 2.

stage approach/stage (stzgzesdeté:lunegnce) stage duration[sec]
A 19
B,C 13,2 30
C,D 11

Starting from the stages duration obtained by the application of GAs
implementations, once fixed five layouts based on connecting link (from junction 1
to junction 2) lengthsvariability (i.e. 500m; 400m; 300m; 200m; 100m), the
Network Total Delay and the absolute offdeig(5.2) betweerthe signal plans of

the interacting junctions are carried out through traffic flow maielulations
(Fig.5.3).

Table 55- Numerical results for TRANSYTf4 PDM and HOME- CTMD w.r.t. length variations.

Transytl4 - PDM simulation HOME - CTMD simulation Length
Offset TD DOS Offset TD DOS
[sec] [PCU-hr/hr] %] [sec] [PCU-hr/hr] [%)] [m]
55 13.83 45 15.12 70 500
44 12.77 34 14.71 78 400
34 11.38 71 22 12.90 92 300
22 9.85 10 23.97 98 200
11 8.57 oversaturation 100
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Fig.5.3- Optimal offset (left) and Total Delay (right) w.r.t. Length.

As shownin Fig.5.3 offset increases against link length. This trend may be
explained by a decrease of the vehicles cruise time which forces a temporally close
start of downstream signal plan respect to there@st one.

With regards to the Total Delay it is observed that such indicator increases against
length for distances greater than 300m. For closer than 300m junctions,
TRANSYT14® - PDM underestimates the Total Delay, presumably due to the
effect of the hdrontal queuing.

5.5 Conclusions and furtherperspectives
The research presented in this paper aims to provide enhancements for effective

traffic flow modelling among interacting junctions in which both dispersion and
gueue blockage phenomena are represeAtedrterial coordination, by adopting a
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Cell Transmission Model including a dispersion volume function (presented into
this paper with the acronym HOMECTMD), has been applied.

Satisfactory results, carried out by the application of the model at aialdeeel,
suggest further advances to network level application and to a complete signal
setting design framework where a synchronisation approach, including the
simultaneous optimisation of the offsets together with the green timings and
scheduling at&ch junction, is adopted.

With regard to the optimisation algorithm, the Hybrid GAd Climbing method,
applied into this paper, well fit to the above cited complex problem and could be so
adopted in attempting to pursue this perspective. However, brieeomain
problem in GAs application lies in setting the basic parameters of the meta
heuristic, thus in future works the authors will investigate the implementation of
self adaptive metheuristics.
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Abstract

The simulation of interactions among vehicéggproachingignalisedunctions, at
urban level, is still an opeissue Based on this consideration, this paper aims at
comparingthe macroscopic and mesoscopic approaches for trafficsiloulation

in signalisedjunctions. In terms of signal settirdgsign, the considered decision
variables are the green timindgbe schedling and the offsets thus the three steps
optimisation(i.e. each step is referred to the optimisation of each deciaitable)

has been applied. In particular, the green timingstlamdcheduling are carried out
at single junctions, bynulticriteria gtimisation, and the offsets are computed by
monocriteria optimisation. Finally, the optimisation probleans solved through
metaheuristics algorithms.

6.1 Introduction and motivation

The paper focuses on the stochastic traffic control wapect to thedynamic
simulation of interactions amongjgnalisedjunctions. Several researchers have
investigatedthe effectiveness of the dime methods with respect to thudf-line
approach (e.g. [1]) and different strategies have lkeseloped as SCOOT (e.g
[2]; [3]), OPAC ([4]), PRODYN([5)).

Three open issues may be identified inlioe approachthe first one is related to
the time periods of the optimisatidechnique; the second one is related to the
optimisation strategies; the third issue is related to tlymamicsestimation of
traffic flow profiles and queue forminghenomena.

With regards to timédnorizon optimisation, differeripproaches are discussed in
literature in order to address thesl time applications. They may be classified as:
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binary choiceapproach and sequencing approach. In binary clagpeoach, time
interval isdivided into subintervals and foeach one is made a decision to extend
current signal phase aswitch to another signal phase. With regards to the
sequencing approach, the inofl horizon approach and soretensions are usually
applied in literature (see [6]).

In our case every time interval (i.e. each 15 minutes)ddwsion variables are
computed considering the obsenflxvs at 1 leg before the end of the current time
interval.

With regards to the optimisation criteria, the coordinaaipproach is adopted, in
particular the multicriterieoptimisation has been applied to get single junction
greentimings, then the offsets are computed by monocritgstamisation (see [7])

The purpose of the paper is to simulate the traffic floncase ofsignalised
junctions ([8];[9];[10]) by focusing on th#ow profiles and queue dynamics in
terms of queue lengthpsition of the end of queue, etc.

In general,three main classificationare adopted for traffic flow models: i) the
macroscopic models, which describe traffic at a high level of aggregation as a flow
without distinguishing its constituent parts (for instance, the traffic stream is
represented in an aggregate manner using clesistics as flowate, density, and
speed); ii) the mesoscopic models, based on the aggregation of vehicles in packets,
and all the interactions are described at low detail level; iii) the microscopic
models, which focus on the explicit simulation ofvdg rbehéviour

In particular, the paper aims at comparing a macroscopic traffic flow model with a
mesoscopic traffic flonmodel.

At a macroscopic level (as described above) two mkisses of models can be
identified: thespace discretenodelsand thespace continuous models.

The space discrete models, describe the propagatidioved through a link in
relationships between whole linkariables such as link travel time, link inflows,
outflows orlink volume (i.e. the number of vehicles on the link) atlepoint in
time. The continuous space models, derive fromahalogy between vehicular
flow and the flow of continuousnedia, yielding flow models with a limited
number of partiatiifferential equations that allows to describe the dynamitkeof
varialdes.

The most straightforward continuous traffic flow modglthe first order model
developed concurrently by [11] afit], based on the assumption that the number
of vehicles isconserved between any two points if there are no entrésceses)

or exis (sinks). This produces a continuous mo&ebwn as the Lighthill
WhithamRichards (LWR). As thdalifferential equations used in the LWR model
are difficult tosolve, differenapproximate techniques have been proptsedbive
those equations. [13] intdoiced a simplified theorgf kinematic waves in which,

by using cumulativenflow/outflow curves, the state of flow at an extreme can be
predicted without considering traffic conditions amtermediate sections.
Consistently with simplified first ordetinematic wave theory after Newell, [14]
presented the LinKransmission Model (LTM) in which link volumes and link
travel times are derived from cumulative vehicle numbers.
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Another way to solve the LWR space continupusblem was introduced by [15]
through the CellTransmission Model (CTM), developed as a discegtalogue of
the LWRO6s different i aiffereecq eqaatiagnowhih aren t he f or
easy to solve and alsmnsider high density changes. The cell transmission model
is usually based on simplified trapezium form of théundamental diagram, and
provides constant values of theeflow speed v, at low densities, and backward
shockwavespeed w, for high densities. As a result, the model dogsradict fully
realistic traffic behavior (sth as the effect oflispersion on arrival flows). To
avoid this, several authopsopose alternative flowwpeed relations to test the effect
of different shapes of the fundamental diagram on platliersion by including,

in particular, realistic variablcelllengths ([16]; EECTM [17]). According to such
issue themodified version of CTM, presented into this paper, provitieswelt
Kknown D r a-Heasitys relafionshigv to deal witlbthe effect of platoon
dispersion over the links.

Mesoscopic models lgeon the consideration of th@movement of single users or
groups of users and may takarying forms. One form is vehicles grouped into
fi p a ¢ kwdithsate routed through the network (CONTRAM; [18[he packet

of vehicles acts as one entity and its speaeach road (link) is derived from a
speed density functiodefined for that link. Each packet is dealt with as a single
entity which experiences the same traffic conditions.

Two approaches can be distinguishedntinuouspackets([19];[20];[24]), within
which vehicles areonsidered uniformly distributed in space or in time ainich

are generally identified by two main points i.e. ttead and the tail of the packet;
discrete packetg18]; [21]; [22]; [23]), where all users are grouped into a single
point (for instance the head of the packet) and therefore presitemporarily in
the same position over the link.

The paper focuses on the comparison, on a given arbetyyeen a CTM
macroscopic traffic flow model, in modified version build up to repsent the
Dispersion ofvehicles along the linkCTMD) and a mesoscopic traffitow model
(see [24]).

6.2 Signal Setting Design (SSD)

The arterial signal setting design for interacting junctions involves three decision
variables: the green timings, thezheduling and the offsets. Based on these
variables, th@ptimisation problem may be solved through ttapproaches:

i. the three steps optimisation, if the decision variables cgmised
separately;

ii. the two steps optimisation, one for green timings settkduling and one
for the offsets;

iii. finally, the one step optimisation, in which all variabdge computed in
only one step.
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In this paper, the three steps optimisation has been adeptd though the
scheduling is not explicitly calculated by tbptimisation procedure but the stage
matrix is acquired bgnumeration approach.

6.2.IThe optimisation problem
a. Basic definiions and notations
Let

¢ be the cycle length, assumed known;

t;be the duration of stagea decision variable;

t.. be the secalled all redperiod at the end of each statgeallow the safe
clearance ofhe junction, assumddnown (and constant for si mpl
D be the approachtage incidence matrix (or stage matfor short), with
entries U =1 if approachk receives greerduring stagej and 0 otherwise,
assumed known;

I« be the lost time for approaghassumed known;

ok = Bl t - tar - I be the effective green for approdch

ry = ¢ - gk be the effective red for approakh

g« be thearrival flow for approactk, assumed known;

s be the saturation flow for approakhassumed known;

(s« fg0) / (c fqo) be the capacity factor for approach

U be the absolute offset.

b. Constraints

Some constraints are introduced in order to guarantee:
stage durations beimgpn-negative

{00 g

effective green being nemegative

g« 00 "k

consistencyamong the stage durations and the cycle length
Ft=c

the minimum value of the effective green timing

g« Ogmin "K
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c. Objective functions

At single junction, the multicriteria SSD has been computed and the multiobjective
function is based on thebmbination between the total delay, torb@imisedand

the capacity factor, to bmaximised

At arterial level, the monocriteria optimisation Hzeencarried out, based on the
total delay minimisation.

6.2.2The Algorithms

With regards to single junction, the SSD has been solved by-cnitétiia (Pareto
based) Genetic Algorithms.

The offsets optimisation is performed by applying a-Hlimbing algoritim.

Some specific considerations are also made with respect to the adopted
metaheuristics in followingubsections.

a Genetic Algorthms

Recently Genetic Algorithms (GAs) have been propdsesblve several kinds of
optimisation problems.

Each solution iglescribed by a vector of decisigariables called a chromosome
made up of genes. In onase, each gene is representative of the stage duration; the
number of genes in each chromosome depends amuthber of stages computed
by the use of the relationshigtween approaches and stages.

GAs are based on the genetic operators applicationasuctossover and mutation;
while the former promotes trability of the algorithm to explore the wider areas in
order tosearch for solutions, the latter introduces sqrandomyiversifications of
the same type.

In case of multcriteria optimisation the application dhese algorithms is
extended including the estimation of tRareto front in the selection mechanism.
The general approach proposed by Goldberg estim@te. Goldberg's Pareto
Ranking) the Pareto front based on tleeninance criteria and on the rank of each
solution. The successive extension in NSGA method (NSGAII; [25]),
introduces an additional criterion for solution in a sd&aesterank; the crierion is
the value of crowding distanagven by the Eulerian distance between the vector
of thefitness functions of the solution and the vector of the fBiggss function
values.

In this paper the multicriteria method has been carried ouhéyapplcation of
NSGA-I.

b Hil Climbing

The Hill Climbing is a neighbourhoeobsed metaheuristialgorithm, without
memory, which is deterministio its basic version. The name originates from its
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ability in generating a succession of solutions exploring dhgective function
surface which, if plotted, could be thought of asesies of hills and valleys in a
multiple-dimensional world.

In this approach, starting from an initial soluticsyccessive iterations in the
neighbourhood are performedtil the current solution is not further improved.
Thealgorithm stops when a local minimum/maximum is reached.

The algorithm approach has been also specified diffarent extended versions.
For instance, the method can &pplied starting from multiple initialadutions
randomlygenerated (as in case of Si&in Hill Climbing).

In this paper a basic Hill Climbing has been applied rfonimising the Total
Delay. In order to reduce the risklnding trapped in a poor local optimum, a list of
both smalland large inremental offset alterations has been set up (gwcements
are listed as percentages of the cycle timbgreby, low increments allow to find
an approximate locahinimum of the Total Delay whilst high increments avoid
getting trapped in that minimum.

6.3 Traffic How Models

As in previous described two traffic flow models habeen compared: the
macroscopic cell transmission modehhich the dispersion is explicitly included
and a mesoscoptcaffic flow model.

6.3.IThe Cell Transmission Model with DispersiofCTMD)

In a celltransmission model a highway is broken down into small sections (cells)
and the track of the cell conterftaumber of vehicles) as time goes on is kept. The
record isupdated at closely spaced instants (clock ticksjadgulating the nuitver

of vehicles that crosses the boundseparating each pair of adjoining cells during
the corresponding clock interval.

This average flow on the linlkfrom clock tickt to clock tickt+1 is given by

Yi(t) = min {0, min[Q , Q1] , diva[Nis1 - Mia]} (Eq.6.1)

And it is the result of a comparison between the maximumber of vehicles that
can be Asent 0 umsyeamhdithe boumdaty: di rect |l vy

S =min{Q , n} (Eq.6.2)

andthose hat can be Areceivedo by the downstreanmn
R(t) =min {Q, d[N;- n]} (Eq.6.3)

where:

n;: iIs the number of vehicles on the cell i;
Qi : is the maximum flow rate in cell i
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di1: is the wave speed coefficient of dell
Ni+1 : is the maximum number of vehicles present in thei€gll

Hence the flowyi(t) can be rewritten as:
Yi(t) = min {S(t) , R+ (1)} (Eq.6.4)

As shown above, in the CTM equations due to @aesumption that aNehicles
travel at the same sped#eeping so the same density) for getting in the
downstreansection, no platoon dispersion might be detectedov@rcome this
lack, the flow propagation has been moddigcemploying the welknown Drake
speeddensityrelationship in which the corresponding floi(t), is computed as
follows:

Xi(t)=ki(t)*V o*exp[-0.5(K(t)/k)] (Eq.6.5)

where:

ki(t) = [ni(t) + nu.1(t))/2L : is the density of celland celli+1 at time t, being L the
length ofthe cell;

Vo is the freeflow-speed;

kn : is the traffic density at maximum flow.

The flowYi(t) has been so calculated as:

Yi(t) = min {S(1) , R.1(t), X(t)} (Eq.6.6)

6.3.2The Mesoscopic Traffic How Model (TRAFFMEDI TRaffic Analysis and Flow Forecasting
MEsoscopic Dynamic model)

This section describes the general formulation ofnleeoscopic model (see [24]).

In particular, the main characteristics of the loading model are briefly shown in the
following.

The simulatbn is carried out for discrete time intervals assumed, for the sake of
simplicity of constant upper boung indicating withUthe current time within the
time interval,U¢ [0, 1.

Outflow conditions are considered homogeneous on kg@ckand constant fothe
entire duration of an interval. Theye estimated at the beginning of each interval
andconsidered unchanging for the entire duration of the intefvas. hypothesis,

that the shorter the amplitude of the timéerval, the better, also allows thihie
results areéndependent of the order in which the packets are mo®ede the
outflow characteristics olinks for an interval ar&nown, it is possible to track the
movements of vehicles orach link depending on the assumptions of the
movementulesdefined below.
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A packetP [ {d, rs, u}, is characterisetdy a departure timg, an origin/destination
pairrs, and a vehicle class

The network is represented with a graph G(N,A), whesethe set of nodes and A
the set of links. LeL,be the Iinklength,xsathe abscissa of section S in linkWe
definerunning segmerthe link portion in the interval [0s%, queuing segmerhe
remaining portion (interval xf, ,LJ]) (see Fig.6.1). The position of section S
depends on thiength of the queue and is evaluated, at the beginning oftieageh
interval, considering the number of vehicles forming gueue at the end of the
previous interval and the occupatitactor of each class of the vehicles forming
the queueMoreover, letk®,, be the maximum density on the link aqy the
capacity of the final section of the link.

In the case of road links, and considering car ssference for vehicle, either a
monaoregime or a tweaegimeformulation can be usg[26]).

1 0 O T T T ]
running s queuingy
< L gh]
X Lo-
d

Fig.6.1- Network representation.

Let

V4 be the speed on running segment of this link duringntieeval t;

K nax bethe maximundensity on the link;

Qa be the capacity of the final section of the link

The following cases may occur:

i. if x <X the packeP is located on the running segmenmiives at a speed

v. and, within the interval t, it mayeach a maximum absciss&;;
consequently the distantteat can be covered on the segment is given by

min{ X, - x, (G- 0 £v'}

50



if x5 1 x < @10 Fv,, the packeP enters the queuingegment of linka,
before the end of the interval, at tirde ((xsa i X) /vy), otherwise at the end
of the interval iremains located on the running segment;

i. if x X, the packetP moves on the queuing segmentnoff on this
segment is regulated by the capacity of fimal section of the link, the
length of the queuingegment travelled (within the queue) from padkéty
the end of the interval is given by

o= (07 §iQs) / Kmax

if x+q» L, the packe leaves the link at tim&+ ((La - X) £ Kna) /Qa
during interval totherwise it remains on the queuing segment

In terms of the above mentioned, once the length ofuttheing segment dink a*

is found to be not null , thas¥°," > 0, it must be verified that the residual capacity
of link ais able to allow for the output of packet

Let U¥[0, U] bethe time of interval t when packBtis aboutto leave linka, Q, be
the capacity of the final section of the liakU,({J the number of vehicles exiting
the link duringinterval t until timeUJ andne(P) the number of vehiclesiaking up
the packe®; it may leave linkaif [U (0 + ng(P)] / U- & /T OQ.where the factor
U/T is necessary to convert the value totihee unit T considered for the capacity,
otherwise it meanthat the linka is saturated and the packis on the link until
there is a residual capacity sufficient to enabling the exit.

When a packe® reaches the end of the liak that is theabscissd.,, before it can
move onto the next linkg" , it is necessary to verify that the length of the running
segment isot null, that isc," >0. If x5," >0, packetP may enter linka* otherwise

it means that the entire length of liak is occupied by a queue and the padRet
remains on linka until the queue length on link is smaller than the length of the
link, that is for the time until the conditidn,” 7 x>, < L ;" is verified.

With reference to the introduced notationsifiossible t@xpress the queue length
as:

La- X%

In terms of time it is computed as following:

((La- X%) Kmad/Qa

6.4 Application

In order to compare the two traffic flow models, an arterial has been considered. A

more detailed description of each junctions is also showhigr6.2 (upstream
junction)and inFig.6.3 (downstream junction).
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The cycle length has beenxdd at 90 seconds thus it has not been included in the
optimisation procedure. In figur@se also shown the characteristics of the network
in terms offlows and saturation flowsll results are shown ihable 6. 1.
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Fig.6.2- Upstream junction.

A sequence of 5 ranges of distance between the succ@ggsitions (see Length
field in Table 6. 1) has been consideréal order to evaluate the sensitivity of the
model in simulatingan increasing interactions between successive junctions (see
[7]).

The performance indicators msidered to compare thtevo models are the Total
Delay (TD) and the Degree @aturation DOS.
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Fig.6.3- Downstream junction.

52



Signal Setting decision variables have been computed &%erginutes over a 1
hour simulation. Fob r e v i t yeSults hera shewn refer to the fourth interval
of thesimulation.

Table 6.1 - TRAFFMED vs.i CTM-D

TRAFFMED CTM-D Length
Offset TD DOS Offset TD DOS [

[s] [PCU-hr/hr] [%] [sec] [PCU-hr/hr] [%]

20 10.05 67.22 45 15.12 70 500

20 9.57 86.54 34 14.71 78 400

69 8.75 92.03 22 12.9 92 300

83 14.04 96.24 10 23.97 98 200
Overs.* Overs.* 100

*QOversaturation conditions

As shown inTable 6.1, TRAFFFMED generally outperfornthe CTMVD in terms

of Total Delay (TD) minimisation,especially when lower distances among
junctions occur.

Nevertheless, the models may be considex@uparablein terms of Degree of
saturation (DOS) returned.

6.5 Conclusions and future perspectives

The paper aims at investigating the effectiveness of traffic flow model in
simulating the interactions among vehicles at signalised junctions. In particular two
different traffic flow models are compared: the mesoscopic TRAFFMED and the
Cell Transmission model extended by including dispersion ()M The
sensitivity analyses are carried out by varying the distances between successive
junctions. Models may be csidlered comparable withespect to the degree of
saturation, however the mesoscopraffic flow model outperforms the cell
transmission modeh terms of total delay.

The future perspectives will be related to the investigatibrnthe proposed
approachesat network level also including i) the extension of multicriteria
optimisation for the offsetsomputation; ii) further analyses on rolling horizon
approachks; iii) the computation of thetage matrix byptimisation approaches.
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Abstract

The paper focuses on Network Traffic Control based on aggregate traffic flow
variables,aiming at signal settings which are consistent with wittag traffic

flow dynamics. The proposed optimisation strategy is based on two successive
steps: the first step refers to each single junction optimisation (green timings), the
second to network cedination (offsets). Both of the optimisation problems are
solved through metheuristic algorithms: the optimisation of green timings is
carried out through a multiriteria Genetic Algorithm whereas offset optimisation

is achieved with the moneriterion Hill Climbing algorithm. To guarantee proper
queuing and spillback simulation, an advanced mesoscopic traffic flow model is
embedded within the network optimisation method. The adopted mesoscopic traffic
flow model also includes link horizontal queue mididg. The results attained
through the proposed optimisation framework are compared with those obtained
through benchmark tools.

7.1 Background and motivation

This paper proposes a Network flow based Traffic Control metzoded out
through two successiveteps: the first step refers to each single junction
optimisation (green timings), the second to network coordination (offsets).
Furthermore, the adopted traffic flow modelling is a mesoscopic packet based
approach, TRAFFMED (Traffic Analysis and Flow Famsting Mesoscopic
Dynamic) developed from an existing model for evacuation plan design (Di Gangi,
2011).
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In the following the most used approaches for network traffic control are
summarised with respect to the existing literature.

7.1.1Strategies for Network $ynal Setting Design

In general, strategies feignalisedunctions may be classified as flow based (A) or
vehicle arrival based (B).

In the case of flow based strategies (A), the input data are aggregate variables.
Such strategies can be implemented as:

A.1) fixed timing plans (préimed), as long as the s§egs are constant over
periodsof the day, depending on the flow evaluation based on historic
values;

A.2) timing plan selection, when the plan is pdigally updated in reaime
by choosing a @n from among a library of ptmed signal plans
depending on detected flows;

A.3) timing plan computation, when the plan is periodically updated in real
time by computing a new plan depending on detected flows.

In the case of strategies based on disegage input data (B), the signal settings are
obtained by detecting vehicles approaching the junction.

a Flowbased strategies

One of the most used flow based network control strategies (strategy A.1) is the
TRANSYT method, first developed by Robertsonl®69 and then enhanced in
successive releases (Vincent et al., 1980; Chard and Lines, 1987, Binning et al.,
2010). Such a method is based on traffic modelling through cyclic flow profiles of
arrivals at each junction; results of the traffic model are usedompute a
performance index, P.l. (i.e. the sum of a weighted linear combination of delays
and the number of stops per unit time) assuming signal timings and node offsets as
optimisation variables and stage composition and sequence as input. In recent
versions apart from the Platoon Dispersion Model (PDM), the Cell Transmission
Model (CTM; see Daganzo, 1994) can be used for traffic flow modelling;-meta
heuristic algorithms (Hill Climbing or Simulated Annealing) are applied for signal
setting optimisation

Notwithstanding their widspread use, fixed timing strategies may perform poorly
when actual flows are greatly different from those used for optimisation due to
within-day fluctuations, as well as d&y-day variations. In order to overcome such

a limitation, some authors have developed network control strategies based on real
time observed flows, despite them generating high operational costs (in terms of
sensors, communications, local controllers, etc.). Methods which fall within such a
group are SCOOTSplit Cycle Offset Optimisation Technique; Hunt et al., 1981,
Bretherton et al.,, 1998, Stevanovic et al.,, 20@&d SCATS (Luk, 1984,
Stevanovic et al., 2008). These require traffic data to be updatiétean order to

get input flow for the optimise(such as TRANSYT, Binning et al., 2010) and
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arrange green timings, offsets and cycle time duration. These methods match the
off-line approach with ofine data (strategies A.2 and A.3).

Whichever optimisation method is employed, Network flow based Ti@tfittrol
strategies require withiday-dynamic traffic flow modellingSeveral approaches
can be adopted for withiday dynamics in a transportation network. They can be

classified with respect t o: i) usersod wvar.i

such as path link flow and link density or disaggregate variables such as trajectory
and the position of a single user; ii) the level of service variables, such as travel
time or space mean speed which may refer to a flow of users or to each single user.
Three main groups of withiglay dynamic models are identified:

1. Macroscopic models where usersodé behavi
density or entry flows can be obtained from the vehicle position on the
link) as well as level of service variables (spaceamepeed, link
performance functions are derived from fundamental diagram);

2. Mesoscopic model s where usersod behavi
(packets of users or single users are considered; link density or entry flows
can be obtained from packets/us@osition on the link) and the level of
service variables are aggregate (such as space mean speed; link
performance functions are derived from the fundamental diagram);

3. Microscopic models where wusersd behavi
(single users ar considered; link density or entry flows can be obtained
from the users' position on the link) as well as the level of service variables

(time speed and | ink performance functi

behaviour models such as dallowing models.

Almost all Network flow based Traffic Control strategies proposed in literature use
macroscopic models (see Cantarella et al., 2015 for an in depth analysis of the state
of the art), whereas very rarely, microscopic models are used in embedded
optimisdion methods. Very few authors have investigated the effect of traffic
management in a mesoscopic traffic simulati@Y JAMIT; BentAkiva et al.,

1996 DYNASMART, Jayakrishnan et al.,, 199420NTRAM; Leonard et al,
1989)This paper proposes a Network flowskd Traffic Control strategfNTC
TRAFFMED) using a mesoscopic discrete packet modellimgleed, major
emphasis is not placed on the mesoscopic model but on the integration within the
optimisation procedur e. To the txent hor sob
never pursued.

The State of the art in terms of mesoscopic traffic flow models is discussed in more
details in the following subsectidn
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b Vehicle activated stegies

For the sake of completeness, a brief review on network traffic responsive control
strategies (i.e. vehiclactuated control), which require knowledge of vehicle
arrivals (strategy B), has been hereunder developed.

DYPIC (Robertson and Bretherton, 1974) is a backward dynamic programming
algorithm based on the rolling horizon procedure for the heuristic solution search.
Three steps can be identified: first of all
period wthd et ect ed traffic information and a Ot ai
information; secondly, an optimal policy is calculated for the entire horizon and

i mpl emented only for the Oheadd period and
interval, when new dected information is available, the process rolls forward and
repeats itself. Gartner (1983) gives a detailed description of the rolling horizon
approach in OPAC. Rather than aiming at dynamic programming, OPAC uses a
technique named Optimal Sequentialn€mained Search to plan for the entire
horizon, penalising queues left after the horizon. PRODYN (Henry et al., 1983),
also by adopting the rolling horizon approach, optimises timings via a forward
dynamic programming (FDP). The FDP records the optinagé¢dtory of control

policy in the planning horizon and the process rolls forward as it is defined in the
rolling horizon approach.

UTOPIA (Urban Traffic Optimization by Integrated Automation, Mauro et al.,
1989, Mauro, 2002) is a hybrid control systemttbambines ofine dynamic
optimisation and offine optimisation. This is achieved by adopting a hierarchy
structure with a wid@rea level and a local level. An area controller continuously
generates and provides a reference plan for local controlleeslotal controllers

then adapt the reference plan and coordinate signals dynamically in adjacent
junctions. The rolling horizon approach is then used again by the local controller to
optimise single junction design variables. To automate the processdafing
reference plans that are generated by TRANSYT, an AUT (Automatic Updating of
TRANSYT) module is developed. These traffic data are continuously updated by
evaluating the mean of the flows collected by some of the detectors in the network.
The data ar processed to predict traffic flow profiles for different parts of the day

to be used when calculating new reference plans. AUT generates the data to be
used in the TRANSYT computation.

7.2 Mesoscopic traffic flow modelling
7.2.1Brief state of the art

Mesoscopic radels may be classified in terms of flow representation. Two
different approaches may be identified in the literature: the packet, say the group of
users/ the single user representation and the single vehicle representation. A packet
of vehicles acts as enentity and its speed on each road (link) is derived from a
speeadensity function defined for that link. Each packet is dealt with as a single
entity which experiences the same traffic conditions. Several authors have
proposed methods based on packetgebicles to reduce the computed effort with
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respect to available computer resources. This feature is significant in order to
classify papers proposed in the past since computing resources which are currently
available make it possible to consider eachkpaiecnade up of one vehicle only

and, therefore, this distinction is no longer available.

A further classification of packet based models can be made in terms of a discrete

packet (Leonard et al ., 1989; Cascetta

Dell 6 Or c o, 2007) and a continuous packet
the first case, a discrete distribution of vehicles in the packet is considered. All
users are grouped in a single point (for instance the head of the packet) and,
therefore, are lwated contemporarily at the same position over the link. In the
continuous packet based approach, the vehicles are considered uniformly
distributed (in time or space) in the packet, which is thus identified by two main
points i.e. the head and the tail thie packet. Due to their inherent difficulties
related to numerical problems of internal consistency when instantaneous density
variations between adjacent simulation steps occur, only a few authors in literature
(Di Gangi, 1992,1996) have investigated timmous packet models and the most
relevant contributions rely on discrete packet methods. It is worth noting that
Continuous packets are relevant only when packets are made up of more than one
vehicle.

As alternatives to packets representation, DYNAMBertAkiva et al., 199%

moves individual vehicles along segments according to speesity (Underwood,

1961; Drake et al., 1967; Drew, 1968) relationships and a queuing model whereas
DYNASMART (Jayakrishnan et al., 19p#epresents individual vehicles bpipt
particle. The latter also uses macroscopic suegaity relationships but adopts a
more detailed representation of signalised junctions to model delays at these
facilities. A very similar product to DYNASMART is the release 1 of
INTEGRATION (Van Aerc, and Yagar, 1988). In the case of signalised junctions
some authors have investigated the use of stochastic queue servers at the nodes.
During each simulation interval, vehicle dynamics are defined in accordance with
the macroscopic speetbnsity relatioship and a queeserver at the nodes
accounts for delays caused by traffic signals, downstream capacity limits and
interaction with additional traffic. Examples of such models are the traffic flow
models in DYNAMEQ (Mahut, Florian et al., 2002) and MEZZ4Burghout,

2004).

Mesoscopic traffic flow models may be further classified in terms of queuing
representation in link based models, which are in turn grouped further depending
on the performance function, and node
2007; Celikoglu et al., 2009), usually referring to the models which consider the
flow splitting rates. In particular, link based models are also divided in i) travel
time models (CONTRAM, Taylor, 2003; Bliemer, 2006; Astarita, 1996; Adamo et
al., 1999) andii) exit function models (such as the-Nl model proposed by
Merchant and Nemhauser, 1978a, 1978b; the CTM model developed by Daganzo
1994, 1995; the point queuPQ model proposed by Smith, 1983 and the model
proposed by Kuwahara and Akamatsu, 1997).

Trawvel time models may also be classifidebending on the link representation: by
considering the whole link so that the travel time is the sum of running travel time
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and queuing time (Jayakrishnan et al., 1994) or by considering the link divided in

runningpart (free flow moving) and a queuing part. In order to capture the effect of

dynamic horizontal queuing and then of the spillback simulation in the proposed

model, a link based approach (falling in the category of travel time models)

considering the lik split in a running and a queuing part is adopted. In particular,

unlike Ran and Boyce (1996), in which the representation of the running and the

queuing part of the link is instantaneous (not time dependent), the adopted

mesoscopic traffic flow model wad a s e d on a 6variabl eéb gue
representation which is affected by the previous simulation (see He, 1997). Such a
representation makes it possible to clearly identify the boundary of the two parts of

the link and then to avoid unreliable delay comagiohs. Unlike the model

presented in He (1997), based on fixed outflow capacity, the proposed model, as in

Bliemer (2006) considers a dynamic gueuening part representation by

changing outflow capacities (Bahrfkivami ¢ queue
et al. (1996), Jayakrishnanetal. (1992 | i kogl u and Del |l 80rco (20
(2006), in the proposed contribution a path choice model is implemented.

7.2.2Adopted mesoscopic traffic flow model

The adopted mesoscopic traffic model is based on dispestieet representation

and each packet is made up of a single vehicle only. It is a link based model, falling
within the class of the travel time models, and makes it possible to explicitly
represent: horizontal queues; proportional traffic leaving a trordegh an explicit

path choice model; the dynamic generation of the-flaits incidence matrix.
Furthermore, in the considered traffic flow model a spabsity relationship is
adopted to evaluate the speed of a packet on the running part only amut iised

as a cost function. In this way, double counting the delay experienced by the
vehicles is avoided, firstly due to the traversal speed (which is computed as a
function of the actual density) and then due to the queuing delay (which is obtained
asa result of the simulation).

Moreover, as in Bliemer (2006), we consider a dynamic gueuaing part
representation by including link capacity restrictions which are due to the signal
timings variations over the time steps of simulation.

A more detailedverall model description is shownsnb-section7.2.3

It is worth noting that this paper does not aim to propose a mesoscopic model
formalisation but our main contribution relies on embedding the mesoscopic traffic
flow simulation within a network control strategy.

7.2.3Proposed NTC strategy
The goal of this paper is twofold:
1. proposing a Network Traffic Control (NTC) procedure based on
mesoscopidraffic flow modelling (TRAFFMED);the control procedure is

based on two steps: in the first step, decision variables are the green
timings and a mulicriteria optimisation is adopted; in the second step,
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decision variables are the offsets and a mmterion optimisation is
applied; the proposed optimisation procedure is a further development of
one described in Cantarella et al (2015) which is based on macroscopic
traffic flow modelling;

2. testing a discrete packet approach for mesoscopic traffic flove iyl
TRAFFMED, aiming to consider the link queuing dynamic simulation
(including spillback simulation)

The paper isorganisedas follows: insection 7.3 the Network Traffic Control
problem in terms of objectivdunctions, decision variables, constraints and
metaheuristic solution algorithms are shownseatior7.4 a detailed description of

the proposed mesoscopic traffic flow model is providedsdction 7.5 the results
from the apgtation of the proposed methodology on a toy network are shown and
compared with a benchmark tool;section7.6 some consideratiorare expressed
regarding the effects and the developments of control strategy on an urban level.

7.3 Network Traffic C ontrol

The Network Traffic Control procedure presentethis sction aims abptimising
greentimings and node offsets (see below for a formal definition) as decision
variables.

A two-step optimisation is proposed, thus two separate optimisation levels are
identified:

1. in the first level the single junction optisation is carried out (green
timings are decision variables)

2. in the second level the network coordination is performed (offsets are
decision variables).

Single junction optimisation is carried out following the muliteria approach

and the considered objective functions are the capacity factor (defingabin
section 7.3.2 and the total delay (further/other objective functiamay be
considered such as fuel consumption; air pollution etc.); the stage composition and
sequence as described by the stagérix are assumed known; tket of optimal
solutions, identifying the points of the Pareto front, are found through Genetic
Algorithms. Network optimisation is carried out following moiedterion
optimisation. In this case, once the green timings are known, the cycle length and
the stage matrix and composition (derived from rruritieria single junction
optimisation), the nodeffsets are optimised considering the network total delay
minimisation, and are computed by applying the traffic flow model described in
section7.4.

The proposed control strategy may operatelioff or online, in both cases no
traffic flow prediction is carried out and the decision variables are optimised every
control interval consiering the most recently observed flowséFig.7.1).
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In our application the offine conditions are adopted and TRAFFMED acts as
plant model and mearhile it provides the flows for decision variables design.
Furthermore, nn Fig.7.2, the network taffic control procedure is shown in more
detaib.

Entry-exit demand matrix -
N plant traffic flow
g model
Green timings and
node offsets

"""""""" 1 )

: . control interval
1

: traffic flow model 1

| for decision 1

1 variable design 1
1

1

1 A :

1

_| N_

1 ‘} !

\ 1

1 optimisation :

1

| 1

| 1

L e e e D 1

Network Traffic Control

Fig.7.1 - Detailed description of the whole framework.
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7.3Variables and Constraints
Assuming that the stage composition and sequence are explicididered, let:

¢ be the cycle length, assumkdown or as a decision variakleommon to all
junctions);

for each single junction (not explicitly indicatdd):

t; be the duration of stage j as a decision variable;

Dbe the approachtage incidence matrix ,or stage matrix for short, with entries
Uq= 1 if approach k receives green during stage j arfdotherwise, assumed
known;

to be the secalled all red period at the end of each stage to allow the safe
clearanceb t he junction, assumed known (and con:
I« be the lost time for approach k, assumed known;

ok = B UgXt; - ty - I be the effective green timingsr approach k, needed to
compute the total delay as described in equation 7;

Yk be the arrival flowfor approach k, assumed known;

scbe the saturation flow for approach k, assumed known;

Some constraints were introduced in order to guarantee:
stagedurationsbeingnon-negative

520 "]

effective green timings being naxegative

&?0 "k

[this constraint is usually guaranteed by the-negative stage duration, but for a
too short cycle length with respect to the values ofell period length and lost

times, say the cycle length is less tiBMAX, (T Ik + ta) this condition might not
be met]

consistency among the stage durations and the cycle length
Ej t=c

the minimum value of the effective green timing

Ok Z Omin "k
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A further constraint may be included in order to guaranteethleatapacity factor
is greater than 1 (or any other value assumegitiaseshold)

0 Q@xdJs(cxq)-1 "k

Such a constraint may be added only after having checked that the maximum
junction capacity factor for each approach k in the junction i is greater than 1,
otherwisea solution may not exist whatever the objective function is.

For each junction i in the network let

fi be the node offset, defined as the time shift between the start of the plan for
the junction i and the start of the reference plan, say the plamegdiriction
number 1,
f1=0;

fij be the link offset between each pair of adjacent junctifrss,- f; needed for
computing network total delay.et the junction network be represented by an
undirected graph with a node for each junction and an edge for each pair of
adjacent junctions (the actual traffic directions are irrelevant). According to this
representation if such a network is loop less]l ahe m1 link offsets are
independentas many as the independent node offsets) and may be used as
decision variables; arterials are a special case of such &intktworks;on the

other hand, if the network contains kdependent loops, the number of
independent link offsets will be equal to-nk; in this caseit is better to use the

m-1 independent node offsets as opgation variables.

Finally |l etds assume
c2f20
7.3.2bjective Functions

The objective functions adopted for the mugliiteria single junction optimisation
were:

the junction capacity factor computed as

CF =MINK (5% g / (C X Vi) (Eq.7.1)

where(s @) / (c %) is the capacity factor for approach k.

the total delayTD®, computedhroughthdé wo t er ms Webster 6s for mul .

1958) as
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TD &Yy X40.45 x ¢ x (1-gc/c)f/ (1-y/s)+

+ Yix 0.45/ (s x gk / €) x ((&/ €) % (sc/ yi) - 1)) (Eq.7.2)

It should be noted that the Webster formula does not take into accowitsits

so it is only to be applied for single junction optimisation.

Further objective functions may be introduced such as air pollution, fuel
consumption etc.

The Network optimisation was carried out bynimising the total delay TD",
computed through the traffic flow model described indbetion7.4.

7.3.350lution Algorithms

The optimisation framework presented in this paper (as described in the previous
sections) introduces a mutibjective procedure to obtain green timings at a single
junction (for efficiently finding optimal values of competitive otijge functions

that were the Capacity Factor and the Total Delay) and a Network optimisation to
obtain minimum Network Total Delay. In both cagestaheuristics were applied.

As a matter of fact, such algorithms make it possible to effectively address
optimisation problemgqsee Ozan et al.,, 2015; Ceylan and Ceylan, 20dn
conflicting objectives are identified, leading to ndtiteria optimisation (as it
occurs in the proposed single junction optimisation) or when the objective function
may not be epressed in a closed form, thus, derivatives are not easily available (as
occurs in the Network optimisation problem).

A brief description of the adopted médtauristics, Genetic Algorithm (GA) at a
single junction and Hill Climbing (HC) at network levid,shown hereunder.

MULTI -CRITERIA GENETIC ALGORITHM

For multi-criteria optimisation two objective functions are considered. In order to
properly select the solution, the dominance criterion is applied and the Pareto front
(which is the representation dfig set composed by the vector of the objective
functions) must be defined. In accordance with the literature, in this paper the GA
is adopted as the solution algorithm which is a nature inspired algorithm and is
based on the biological evolutionary procegzroduced by an iterative procedure.

The solutions are identified by chromosomes each one composed by genes which
represent, in our case, the stage durations; the chromosome corresponds to a vector
of stages. Each solution is evaluated in terms of Streg=scribed by a specific
expression; on the basis of the fithess value, each chromosome could be selected to
be parent in a reproductive cycle. In this cycle chromosomes might be modified by
the application of two genetic operators, the crossover whicergiges a new
solution by mixing genes of two chromosomes and the mutation which induces
random variations of genes in a current solution (chromosome). Summing up, this
metaheuristic algorithm is based on an iterative procedure as summarised herein:
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[1] the Population generation, in which the chromosomes are randomly generated;
[2] the Fitness Evaluation (Baker,1985), which is strictly related to the probability
of being selected to be a parent, in fact, it is computedobgyalisingthe fitness
functionwith respect to the fitness functions of all chromosomes;[3] the Selection,
which is based on the fitness function and depends on the ranking evaluation;
moreover, in the case of equal fithess, the solution is selected on the basis of the
crowding distane computed as in the NSGAA (Deb, 2002; Deb and Pratap,
2002), by considering the combination in the Euclidean distance of two criteria
(such as the capacity factor and the total delay); the crossover [4] and mutation [5]
operators, which might be apglidor several times until the new population is
obtained; the final step [6] is identified with the Stop criterion which is defined in
terms of both maximum number of generations (and iterations) and non
improvement of the solution. A detailed descriptioh the adopted algorithm
herein briefly summarised may be founded in Cantarella et al. (2015).

HILL CLIMBING ALGORITHM

Hill Climbing is a neighbourhoclased metheuristic algorithm, without
memory, deterministic in its basic version. The name origirfabes its ability to
generate a succession of solutions by exploring the objective function surface
which, if plotted, could be thought of as a series of hills and valleys in a multiple
dimensional space.

The algorithm was applied mptimisethe node offses for each controller and it is
launched at the end of the mudtiteria GA procedure to get green timings at a
single junction.

The algorithm first calculates the initial Network Delay (DN), and then begins an
iterative process; Let n be the number ohdtions and k be the number of
independent loops in the network, on each iteration, the algorithm moves to
junction -k and, teéstns out a series of
percentages of the cycle time C) on independent node offsets. Theradjtssare
stored in a vector H {5, 15, 40, 15, 40, 15, 5, 1, 1pthervalues should be
assigned to the adjustment vector; the assumegtsare those generally adopted

Hill climbing methods, such as the ohereindescribed, do not guarantéeding

the global minimum. To reduce the possibility of finding a poor local optimum, we
use both large and small adjustments for the successive optimisation of each
junction. The 15 per cent adjustments find an approximate local minimum of the
objective functiam whilst the 40 per cergdjustmentsavoid becomingdrappedin

that minimum.To ensure that H can contain asdcond adjustment, the valoé
elements g and H. areinterpreted as 1 second and not as a percenfdge.
junction i and at iteration j 2, theadjustment HOC is applied to the initial node
offsetf; so that thenew adjustednode offsets fi(adj) =f, + H; OC. Such a new
node offset is thetested toobtainthe trial delay D(trial) on the link approaching

the junction i. This is compead to the delay value D(Dbtained considering the
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initial node offseffi. If Delay has been reduced (D(trial) < D(i)), the new adjusted

node offsef i(adj) is saved as the best known and the search direction is kept for

the next iteration; otherwise i idiscarded (maintaining the previous node offset)

and the search direction is inverted so that Hj+1 becdrfi¢js1). After the first

junction has been O6visitedobé by all the adju
applied for the second junction and so il = n - k. Residual dependent node

offsets are then computed via algebraic sumFig.7.3 presentsan illustration of

how the HC algorithm works.

I DN Initial Network Delay l
li] (i=1...n-k) n=number of junctions in the Network
T k=number of independent loops in the Network

(i=1...h) H=vector of hill climbing increments with h elements

v
H={5,15,40,15,40,15,5,1,1}

H1...H7 are interpreted as percentages of the cycle time C
" H8=1 and H9=1 areinterpreted as 1 seconds increments

DI initial Delay at junction |
¢l initial node offset at junction |

'

| Adjust node offset atjunction i gi(adj) = @i+Hj*C

L= &

| D(trial) Delay at junction | obtained with new node offset ¢i(adj)

Retain adjustment
Keep search direction
[

Discard adjustment
Reverse search direction

—’{ DN’ Network Delay after hill climbing optimisation

l

yes

Fig.7.3 - General description of the Hill Climbing algorithm.

7.4 Traffic flow modelling

The adopted traffic flow model (as an enhancement of the model presented in Di
Gangi, 2011) is discussed in this section. In particular, a detailed description of
network representation, travel times and cost variables, flow representation and
traffic dynamics is shown.

In the following, intervals will be denoted by integer indices, while time instants
and lengths will be denoted by real values.
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The considered mesoscopic model is based on a discrete packet approach, where
the simulation is carried out oveliscretesimulation time intervalst, further

~

divided intotraffic dynamics sulintervals k wi t h | engt h U
7.4.1Packet generation

The generic packe®, is characterised by a departure timgvithin the departure
interval, h (which is the simulation interval during which the departure occurs) and
an origin/destination pairs; path choice is evaluated #te beginning of each
departure interval, say at the origin and may be updated at the beginning of each
simulationinterval t, if en routererouting occurs. For instance, the length of the
simulation intervalt and the length of the departure interliaimay be equal to 5
minutes and each simulation intervafusther divided into sukintervalswith each

one equding 5 secouns.

The simulation is initialised considering a warm up period in order to guarantee the
traffic congestion effects and avoid unrealistic free flow conditions.

A packetP moves in the network (see below Traffic dynamics for more details)
and it is subject to queuing phenomemae network is represented by a graph
G(N,A) with N the set ohodes and\ the set ofinks.

Let:

L, be the length of linka,

x>, be the abscissa of a secti6rin link a that divides the link into twgarts
named respectivelyunning part @, x%,) andqueuing parfx%, L],

d.= L.- X% be the part of the link occupied by the queue.

The position of section S is obtained by the dynamic network loading (a detailed
description is provided inFig.74) and is updated at each time intdrut
considering the number of packets in the queuing part of the link at the previous
intervalt-1; the speed on the running part of the link at intetvdépends on the
outflow conditions of the previous intervatl.This approach is slightly
inconsistat since the level of service in the interval is considerably affected by
flows and queues in the previous interval and not in the current. This assumption
makes it possible to greatly simplify the computation while the inconsistence can
be limited by redaing the length for the sdibterval, ¢.

Outflow conditions on each link are considered homogeneous and constant for the
entire duration of a subinterval, i. They are estimated at the beginning of each
subinterval andmaintained for its entire duratiothus avoiding the occurrence of

the internal fixed point problem. Summing up, the movement of a generic packet
depends on its position on the link (running or queuing) and it can change its
outflow conditions by moving forward from the running part togbeuing part of

the link.
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At each simulation time, the length of the queue on the link (and, consequently, the
abscissa of sectiag is updated and it is possible to take into account the eventual
occurrence of queue spillback.

)

point generation

v 1 . O I
running S queuing
running/queuing links [ } ‘L .I~
evaluation | X Lo~ |
[ Ly |
link characteristics
update
\ 4
running | i
evaluation

!

Fig.74-Detailed description of the Dynarmic Network Loading.
7.4.2Traffic dynamics

In this section both the movement rules of packets within each part of the link and
the queue spillback simulatiare described. These rules also make it possible to
compute the travel time on the running part and on the queuing part.

Let Gs,= (N® E N, A® E A) be a subgraph composed by the setlofks that
belong to the feasible paths connecting@P pair rscomputed at timér, and let

x be the abscissa on lirgkbelonging to sulgraph G, representing the position, at
time ¢ of intervalt, of packet P left at the tinte of the departure intervil  Qf ht

=t then/ <i).

All variables of the traffiddynamics are declared below. In particular, let

} 2 be the density of the running part of the lmkt beginning of suiinterval k
given by the total amount of vehicles in each packet on dirduring sub
interval k;

V2 be the speed on the running part of the bnlupdated at the beginning of
each subnterval k, as a function of densLt){(;

1% be the criticaldensity on thdink a, i.e. the density corresponding to the
capacity in the fundamental diagram;

Q. bethecapacity at the final section of thek a,
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U be the length of the generic sirterval k and let'/ [0, U].
With reference to thénk model described above, the following cases may occur:

if x < x, the packeP is located on the running part of the liikmoves forward
at a speed/ak; thenwithin the intervalt, the packetPr may reach a maximum
abscissa’y; consequently

if (x5-x)< (-0 AB), the packetP enters thequeuingpart of the link a,
beforethe end of the intervait time r(romputed as in follows

=G (X5%) W

otherwise, athe end of the intervat remains locad on the running part

if x 2 x5, the packeP moves on the queuing part of the liakthe length of the
gueuingpart travelled by the packBtby the end othe intervalis given by:

Q) el .I. 6 7!1

if X + D> L,, the packeP leaves the linka during the intervat at time
te t b woO T

otherwiseit remains on the queuing part of the lmk

When packeP reaches the end of lirk it is necessary to identify the next link of
its followed path. LetA” be the choice set of available links (made up by the links
of Gs,whose initial node correspond to the final node of ka choice weight
% is associated to each one of these links so that theclinlce problem can be
expressed ast'/ G, | pa" > pPa " a/ A", al a'.

Since Gs, is a DAG (Directed Acyclic Graph), all links in the 9t belong to at
least one path connecting the pair, starting fromr at time A, the arrival at
destination of the packet is ensured.

As described above, for each O/D pas;,and departure timg a DAG subgraph

Gsn BN® EN, A® E A) of the network is associated to the packet P. Such-a sub
graph is composed of the set of links that belong to the feasible paths connecting
the O/D pair rs computed at tinfe A choice weighto®, is associated to each link
al A" the subgraph Gs,is generated by implicit paths enumeration (i.e. Dial's
STOCH; see Dial, 1971) anef;, is directly obtained (considering the total travel
time on the link), thus the lingath incidence matrix is dynamically generated at
the beginning of each interviehs well as the path flow patterns.

Before entering the next link" it must be verifiedhat i) link a” can accept the
incoming packet and ii) the residual capacity of kn&llowsthe packeP to move

to the next linka".
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When the packe® reaches the end of the liak before moving forward to the next
link a", it has to be verified that the length of the running part of theding not
null, that it isx,* > 0.

If x5, > 0, the packeP may enterthe link a" otherwise it means that the entire
length of linka" is occupied by a queue and the pa¢ketgmains on linka until the
gueue length otink a* is smaller than the length of the liak, that is for the time
until the conditionL,” - x5," < L, is satisfied

Once verified thathe length of theunningpartof alink a’¢ A" is not null, that is
x> > 0, it must be verifiedhat the residual capacity of the linkallowsthe packet
P to move to the next link".

Let:
ne(P) bethe number of elements of paclkgtthat is,n(P) = 1,
U.(?) bethe number of packets which left the link until tihe
Q4 be the capacity at the final section of the link
/T be the ratio between the length of intenkabnd the time unifl
considered for the capacity.

if Y ¢t ¢ 0 TteOd | TYthe packeP may leave the linka, otherwise
the link a is saturated and the packetremains on the link as long as a residual
capacity, which allows the packet to leave the link, becomes available

With reference to the introduced notatidhis possilbe to express the total delay
(the total queuing time):

48f., S wf,,” 17 (Eq.7.3)

EE

7.4.3mplementation remarks

In order to implement the above described method the following inputs must be
defined:

- thestudy interval length;

- the simulation interval length;

- the traffic dynamics interval length;

- the number of vehicles in each packet P assumed one vehicle at most;

- the demand flows over the simulation interval;

- the path choice model applied at beginningadh choice model interval ;

- the departure time choice model, applied after the path flows have been
defined; in a simple approach departures are uniformly distributed over
time with constant headway given by the ratio between the length of
simulation andhe flow;

- the speediensity function to compute the congested speed, as explained in
more detail in Appendix A.
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7.5 Application

In this section the case study and the comparison between the results obtained
through the proposed method and the benchmark tealliacussed. In particular,

the results of two applications are shown, simple network (A), also considered for
validation, and a more complex network (B). The proposed method was
implemented in a code developed in Python (according to the JetBrains fPyChar
Community Edition 3.0.2 framework was adopted) and run on a server machine
which has an Intel(R) Xeon(R) CPU #8603, clocked at 2.8GHz and with 4GB of
RAM.

7.5.1The case studga)

in this sectioran empiricalvalidation test oONTC-TRAFFMED is discussed. The
proposed approach is shownFig.7.5; in particulartwo steps were considered:

1. the first step aims at validating the network traffic control praoed
2. the second step aims at validating the traffic flow model.

TRANSYT-CTM
VS.
NTC-CTM ©=> NTC-TRAFFMED

VS.

Traffic control

validation TRANSYT-CTM

Traffic flow model
validation

Fig.75- Overview of a twestep validation test

In the first step, the results carried out by NTC (Network Traffic Control procedure
corresponding to the same showrséttion7.3) considering te Cell Transmission
Model (CTM) were compared with those carried out by a benchmark tool
TRANSYTETRL still considering the same traffic flow model; in this step the
network traffic control procedure (published in Cantarella et al., 2015) is compared
with the optimisation procedure in TRANSYTRL. Moreover,the same set of
input conditions (path choice at each choice model interval, free flow speed,
saturation flow, the demand flows over the simulation interval) is adopted in order
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to guarantee the consistyy of the comparison; the adopted values of input
parameters are described in the following section.

In the second step, the NTTRAFFMED is compared with the NFCCTM used at

the previous step and then the procedures are characterised by the same network
traffic control procedure but by two different traffic flow models.

The considered network was composed of dlit@ctional triangular network
connecting 3 zones, as shownRig.7.6. Traffic signal 1, which was located at
node 1, was set to be the master signal relative to which the offset of traffic signal 2
(at node 2) and 3 (at node 3) was referenced. The demaneegittfipws were
summarised iffable 7.1.

201 203

Fig.76- Network used for calibration/validation.
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Table 7.17 Entry-exit matrix.

Exit

[PCU/N]
Entry 201 203 207
[veih/h]
11 # 73 45
13 28 # 50
17 65 45 #

A cross comparison among the three optimisation strategies is shown in the
following tables §eeTable 72 andTable 73) in terms of performance indicators
(TD, total delay and DOS, degreesaituration) and in terms of node offsets.

Table 72 - Performance indicators of NFCRAFFMED, NTGCTM and TRANSYTFCTM.

Performance

T NTC-TRAFFMED NTC-CTM TRANSYT-CTM
indicator

TD[PCU-hr/hr] 9.58 10.83 10.61
DOS[%] 37.00 44.00 46.00

The obtained results showed that NTC CTM mimics TRANSYT CTM well while
it slightly differs from NTGTRAFFMED,; in particular, in terms of total delays,
similar values are obtained from NTCTM and TRANSYTFCTM and a slightly
different value isobtained from NTETRAFFMED. De facto, the total delays
estimation, as well known, depends on the adopted traffic flow model; in terms of
DOS, as in previous cases, similar values are obtained from-QIINC and
TRANSYT-CTM and an outperforming value is oltad from NTCTRAFFMED.
Finally, as expected, different results are obtained in terms of node offsets.

Table 73 - Node offsets of three traffic flow models.

Node offset NTC-TRAFFMED NTC-CTM TRANSYT-CTM
F2-1[s] 79 57 52
F3-1[s] 60 28 28

In conclusion, the above results show that the effectiveness of the proposed
optimisation method in NTC is comparable with the one in TRANSYT, see
comparison between NFCTM and TRANSYTFCTM; moreover, that Network
Traffic Control with mesoscopic traffic modelling may produce better results, as

76



shown by the DOS indicator that is independent of the method (unlike the total
delay).

A further validation of the optimisation procedure was carried out by considering
TRAFFMED for decision vadble design and CTM as the plant model
(NTCqrrarrven -CTM). Results displayeih Table 74 showthe effectiveness of the
proposed mesoscopic model faeoikion variable design within the optimisation
procedure, in facthNTC-TRAFFMED outperforms NT¢zarrmepl CTM.

Table 74 - Performance indicators of NFCRAFFMED and NTGrarevep | CTM.

Performance indicator NTC-TRAFFMED NTC trarrmenp -CTM
TD[PCU-hr/hr] 9.58 9.81
DOS[%)] 37.00 40.00
7.5.2The case stud{B)

In order to further test the proposed optimisation strategy -NRBFFMED, a

grid network 6eeFig.7.7) was considered, made up of 4 origins, 4 destinations
(totalling 17 nodes including connectorsyd@airs, 9 nodes and 12 bidirectional
links (totalling 32 links including connectors), eacheowith one lane for each
direction; the saturation flow of each lane is assumed equal to 1800 PCU/h. In
terms of the Iinksd | ength, -5, %6kS8) connecti ng
are equal to 400 m, other links on the network are equal to 806erspeed could

be obtained by any speed density function (fundamental diagstable regime)

such as the link performance BPR function, the corigattion (see Spiess, 1989)

etc. In this paper the BRRke functionv(f) = vo / (1 + a (f/Q)b) was adaed by
assuming suitable values of parameters a = 2.0 and b = 3.5 (see more details in
Appendix A).

Theo-d pair demand flows are shown in the followifigble 75. The path choice
behaviour was modelled considering three paths for eathpair (a selective
approach to path choice specification) varying over the simulation intervals
depending on network conditions, and a logit choice model. The peatogiity

of each path from origin o to any destination d is assumed distributed with variance
s,Z equal to 20% of the average of the minimum path costs across all destinations.
Thus, the dispersion parameter for origin o is givenby=3C6 / @)
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Fig.77- Testnetwork with 9 signalised juncions.

Table 75 - entry-exit matrix

Exit
[PCU/N]
Entry 201 203 207 209
[veih/h]
11 # 480 384 336
13 432 # 288 384
17 480 624 # 423
19 336 576 432 #

In our application the total simulation time was 60 minutes and was diwvitted2
departure intervals, h, each of them equal to 5 minutes and was coincident with the
simulation interval, t; during t, the path choice remains constant and packets

78



departure are uniformly distributed; each simulation interval t was further divided
into sub- intervals with lengthi equal to 5 secondls

The network was preloaded at 60% of the
order to properly compute the congested dpé®m the beginning of the
simulation.

An example of the path flow patterns (at time interval 3), is showialahe 7 6.

In the same table thadjusted) flows and the discharge headway according to each
simulation interval are also shown. It is worth nothing that in most cases only one
path has a positive flow but this path may change over the simulation intervals.

The traffic signals were updat every 15 minutes, which we refer to as the control
interval, by implementing the optimisation procedure, on the basis of the flows
measured at the previous time interval.

In particular, the traffic flow data are obtained by using the same mesoscopic
mockel as previously described arate used asnputs of the Network Traffic
Control procedure in order to get consistent values of the decision variables (green
timings at local levieand offsets at network level). Therefore, let the length of the
simulationinterval be equal to 5 minuteke Dynamic network loadinig runfor n
successive times n t 5 dquals #e length of the control interval (15 minutes).

The computer time needed for 1 hr of simulation depemdthe length of the suinterval: if the
length of subinterval is equal to 5 seconds, the simulation takes 12 seconds; if the length of sub
interval is equal to 10 seconds, the simulation takes 16 seconds; if the lengthraEstd) is equal

to 15 seonds, the simulation takes 22 seconds.
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Table 76 - Path flow patterns at time interval 3.

O L path nodes rﬂa(?elzvs [vefr|1(/)3\:\605] h[esji\?x?y
11 209 1 {11 1 4 5 6 9 209} 0.73 21 14.3
11 209 2 {11 1 4 5 8 9 209} 0.27 7 429
11 209 3 {11 1 4 5 8 5 6} 0.00 0 0.0
11 203 1 {11 1 4 5 6 3 203} 1.00 40 7.5
11 203 2 {11 1 2 3 203 - -} 0.00 0.0
11 203 3 {11 1 4 5 8 5 6} 0.00 0 0.0
11 207 1 {11 1 4 7 207 - -} 0.98 32 9.4
11 207 2 {11 1 4 5 8 7 207}  0.02 0.0
11 207 3 {11 1 4 5 4 7 207} 0.00 0.0
17 201 1 {17 7 4 1 201 - -1 0.99 39 7.7
17 201 2 {17 7 4 5 2 1 201} o0.01 0 0.0
17 201 3 {17 7 8 5 2 1 201} 0.00 0.0
17 203 1 {17 7 4 5 6 3 203} 0.99 51 5.9
17 203 2 {17 7 8 5 6 3 203} o0.01 0.0
17 203 3 {17 7 4 5 8 5 6} 0.00 0 0.0
17 209 1 {17 7 8 9 209 - -} 0.97 34 8.8
17 209 2 {17 7 4 5 6 9 209} 0.03 0.0
17 209 3 {17 7 4 5 8 9 209} o0.01 0.0
19 201 1 {19 9 8 5 2 1 201} 0.99 27 111
19 201 2 {19 9 8 5 4 1 201} o0.01 0 0.0
19 201 3 {19 9 6 3 2 1 201} 0.00 0.0
19 203 1 {19 9 6 3 203 - -} 1.00 47 6.4
19 203 2 {19 9 8 5 6 3 203} 0.00 0.0
19 203 3 {19 9 6 3 6 203} 0.00 0.0
19 207 1 {19 9 8 7 207 - -} 1.00 35 8.6
19 207 2 {19 9 8 5 8 207} 0.00 0.0
19 207 3 {19 9 8 5 4 7 207} 0.00 0.0
13 201 1 {13 3 2 1 201 - -} 1.00 35 8.6
13 201 2 {13 3 6 3 2 1 201} 0.00 0.0
13 201 3 {13 3 2 5 2 1 201} 0.00 0.0
13 209 1 {13 3 6 9 209 - -} 1.00 31 9.7
13 209 2 {13 3 6 3 6 9 209} 0.00 0 0.0
13 209 3 {13 3 2 5 6 9 209} 0.00 0.0
13 207 1 {13 3 2 5 8 7 207} 0.65 15 20.0
13 207 2 {13 3 6 5 8 7 207} 0.29 6 50.0
13 207 3 {13 3 6 9 8 7 207} 0.06 1 00.0
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7.5.3Analyses

In this subsection the effect of the proposed procedure was evaluated
considering some indicators such as the Mean Maximum Queue (MMQ) which is
the mean over the simulation intervals of the position of the back of the queue at its
peak during the cycle, measured in PCU back from the stop line, the Total Delay
(i.e. TD) and the Capacity Factor (i.e. CF). As mentioned before, the optimisation
was computed every 15 minutes, until the end of the simulation time, thus, results
were comparg by considering three successive intervals; the first time interval was
not considered for any comparison due to the -watiwn effect of the warm up
simulation. The results were evaluated firstly at a disaggregated level over time (at
each time intervaland an aggregated level for the entire network and secondly at a
disaggregated level over time (as mentioned previously, at each time interval) and
a disaggregated level for individual regions of the network.

With respect to the network results showrTable 7.7, it should be observed that
higher values of MMQ, TDs and CFs are obtained at time interval 3, however, at
time interval 4 the network may loensidered as undeaturated.

Table 77 - Results over the time intervals achieved\3®C-TRAFFMED.

NTC-TRAFFMED

Interval MMQ [PCU] TDN[PCU-h/h] CF
1 116.58 60.44 1.25
2 109.50 58.82 <1*
3 164.61 106.27 <1*
4 106.33 36.26 1.58

A further analysis was carried out by considering the results which were
disaggregated for every region within the network; in particular, a clustering of
links was identified by distinguishing internal, border and external regions as
shown inFig.7.8 (i.e. links are clustered in external, internal and on the border
between the internal and the external region). Their corresponding Queue Lengths
(measurd in meters), TDs and CFs, computed respectively as the average, the
maximum and the minimum over links composing each region, are shown in the
following Table 78.

As in the previous case, we exclude the results obtained for the first time interval.
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Table 78 - Results over the time intervals of simulation for the external, internal and border regions,
achieved by NTETRAFFMED.

NTC-TRAFFMED

Queue Length [m] TDN [PCU-h/h] CF
Interval EXT BOR INT EXT BOR INT EXT BOR INT
1 78.82 17.74 12.53 18.10 332 1.72 1.96 1.25 2.13
2 65.87 21.11 6.97 25.73 4.31 0.87 0.52 1.12 4.55
3 56.04 27.93 39.57 16.36 28.7 32.74| 0.83 0.67 0.72
4 34.94 19.95 22.39 2.85 5.62 4.25 1.59 1.69 1.75

Table 78 shows that congestion is equally distributed over three regions
confirming procedure suitabilityhiqueuing phenomena management.
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7.5.4Comparisons NTC-TRAFFMED vs. TRANSYT-CTM

In this subsection the effect of the procedure was evaluateddmgidering the
comparisons of the results (a more detailed description of considered indicators
will be given below) collected from our simulation environment with ones carried
out by using TRANSYTTRL. Furthermore, the considered flow rates in
TRANSYT®TRL were consistent with think-path incidence matrix generated in
NTC-TRAFFMED.

As previously described, in the optimisation procedure the green timings and the
(node) offsets were optimised in two separate steps, and the stage matrix at each
singlejunction was given.

The obtained results were evaluated considering, as in previous sections, the
indicators such as the Mean Maximum Queue (MMQ), the Total Delay (i.e. TD)
and the Capacity Factor (i.e. CF)Yhe traffic flow model adopted in
TRANSYT®TRL in the case of optimisation and simulation is the Cell
Transmission Model (CTM, Daganzo, 199%4he input parameters for each link
that can be set in the TRANSYJTM are: i) the cruise speeds (assumed 30kph),
whence the cell length, the number of celldd ahe maximum occupancy is
obtained; the maximum flow (or the cell saturation flow, evaluated by taking
account of link characteristics), whence the maximum number of vehicles that can
flow into cell i from time t to t+1 is obtained. NFCTM was not applié for
brevitybés sake.

The comparisons were made firstly on results which were disaggregated over time
(at each time interval) and aggregated for the entire network and secondly on
results which were disaggregated over time (as mentioned previously, aineach
interval) and disaggregated for individual regions of the network.

In Table 79 the network results are shown. The first column refers to the time
intervals of the simulation, as described above. The MMQ, the TDs and the CFs
reported in the remaining columns represent the aggregate network values.

Table 79 - NTC-TRAFFMED vs. TRANSYTFCTM.

NTC-TRAFFMED TRANSYT-CTM
Interval  MMQ [PCU]  TDMPCU-h/h] CF MMQ [PCU]  TDMPCU-h/h] CF
1 116.58 60.44 1.25 85.04 26.12 1.35
2 109.50 58.82 <1* 126.86 99.52 <1*
3 164.61 106.27 <1* 118.33 97.05 <1*
4 106.33 36.26 1.58 344.76 319.2 <1*

As aforementioned, we will not compare results carried out at the first time interval
of simulation. However, further considerations can be made on numerical results of
successive time intervals.
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In particular, it can be observed that:

i. at the second interval of simulatiotNTC-TRAFFMED outperforms
TRANSYT-CTM with respect to the TD (i.e. 58.82 P@&llh against 99.52
PCU-h/h);

ii. at the third interval of simulation the results reached by both approaches
may be considered comparable (i.e6.20 PCUh/h inNTC-TRAFFMED
and 97.05 PCth/h in TRANSYT-CTM);

iii. even though at the second and the third interval of simulation, the
oversaturation conditions are reached in both of the cases, at the last time
interval NTC-TRAFFMED outperforms TRANSYTCTM not only with
respect to the TD (i.e. TRrc-rrarrmen=36.26 [PCUN/N] and TDrransyT-
ctm =319.2 [PCUNn/h]) but also with respect to the CF (i.e. Gk
trarrmep—1.58 and Chransyt-ctm<1).

With reference to the results of thé" 4nterval for NTGTRAFFMED and
TRANSYT-CTM in Table 710, they can be observed , both in terms of MMQ and

of TD, and meaningful differences can be pethbut (The TD is reduced by a
factor of 10). Such a result is due to the different traffic flow model adopted in the
optimisation framework. As a matter of fact, the CTM in its basic version allows
vehicles to be held at the upstream cells rather thaanathg forward to the
availablecapacity downstream cells, which leads to the holéhack phenomenon

(see Doan and Ukkusuri, 2012). Unlike CTM, our proposed TRAFFMED model
allows for over the time intervals of the simulation to distribute the queuetwver t
network links, leading to a satisfactory aggregate network Total Daldyrther
analysis was carried out by considering the results which were disaggregated for
every region within the network as described in the previeigs7.8. Their
corresponding Queue Lengths (measured in meters), TDs and CFs, computed
respectively as the average, the maximum and the minimum over links composing
each region, r@ shown in the followingrable 710. As in the previous case, we
exclude any consideration of the results carried out at the first time interval.
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Table 710- Results over the time intervals dfrsilation for the external, internal and border regions,
achieved by NTETRAFFMED and TRANSYTCTM.

NTC-TRAFFMED

Queue Length [m] TDN [PCU-h/h] CF
Interval EXT BOR INT EXT BOR INT | EXT BOR INT
1 78.82 17.74 1253 | 18.10 3.32 1.72 | 1.96 1.25 2.13
2 65.87 21.11 6.97 | 25.73 4.31 0.87 | 0.52 1.12 4.55
3 56.04 27.93  39.57 | 16.36 28.7 32.74| 0.83 0.67 0.72
4 34.94 19.95 2239 | 2.85 5.62 425 | 1.59 1.69 1.75
TRANSYT-CTM
Queue Length [m] TDN [PCU-h/h] CF
Interval EXT BOR INT EXT BOR INT EXT BOR INT
1 32.43 19.54 8.49 2.24 1.96 1.06 | 2.04 1.37 2.94
2 153.95 6.63 492 | 3178 1.75 0.72 | 0.42 2.13 7.14
3 153.59 4.14 3.67 | 3178 1.27 0.68 | 0.52 1.12 4.55
4 245.99 5.57 423 | 11574  0.73 1.05| 0.42 2.14 2.94

Table 710 shows that it may be appropriate to compare the results obtained by
NTC-TRAFFMED and TRANSYTCTM for the three network regions at
progressivetime intervals of simulation. In fact, numerical results ensure that
indicators of external regions in TRANSYJTM are usually dominated by ones
collected in NTGTRAFFMED and vice versa that indicators of internal and border
regions in TRANSYTCTM usuallydominate those reached in NTTRAFFMED.
However, if the averages of TDs and CFs are considered, a relative increase of the
CF in TRANSYT-CTM, equal to 37% and a relative decrease of the TD, in-NTC
TRAFFMED, equal to 50% is observed (presumably inducedhley different
optimisation strategy). In order to evaluate the effectiveness of the-artdtia
optimisation, a further analysis was carried out by comparing graph&i(s&®)

which represent the values of CFs optimised in NRAFFMED and
TRANSYT-CTM. As in accordance with previous numerical considerations, it
should be stated that TRANSYOJTM induces higher values of CF over border
and internalinks unlike external links where higher values are obtained in-NTC
TRAFFMED.

A final in depth investigation was carried out in terms of queues on the network. In
particular, for each strategy, the Queues distribution at each time interval and for
each clgter of links was obtained (sE&.7.10).

It appears noteworthy that the queues observed in TRANSW¥W in the internal

and border links are relatilye lower compared with ones experienced in the
external links. In contrast, a homogeneous outcome (for each region and over the
time intervals of simulation) of such an indicator may be revealed as regards the
proposed strategy.

Indeed, the main advantagé NTC-TRAFFMED lies in a higher efficiency in
managing the dynamics of overflow queueslike TRANSYTCTM in which the
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higher values of queues are concentrated over all the time intervals of simulation
on external areas.
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Fig.7.9 - CFs over the time intervals of simulation for the external, internal and border regions,
achieved by NTETRAFFMED and TRANSYTCTM.
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Fig.7.10 - Queues distribution over the time intervals of simulation for the external, internal and
border regions, achieved by NTTRAFFMED (on the left) and TRANSY-CTM (on the right).

7.6 Conclusions

The paper aims at developing a flow based Network Traffic Contedhad in
which the optimisation is carried out through a 4step approach where the first
step refers to each single junction optimisation (green timings), the second to
network coordination (offsets).
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The control strategy is affected by the optimisafoocedure itself, as well as by

the adopted traffic flow model. Due to this consideration, another focus of the
paper lies in traffic flow modelling. In this research, an advanced mesoscopic
approach with horizontal queuing is proposed (TRAFFMEEaffic Analysis and

Flow Forecasting Mesoscopic Dynamic)

TRAFFMED is based on the representation of each link in a running and a queuing
part whose length may change over time due the changes of the queue length.
Metaheuristic solution algorithms are appl&dce they seem to be more suitable

to solve the optimisation problems for the single junction, where a-omiiéia
optimisation is carried out (Cantarella et al., 2014), and for the network, where the
objective function (i.e. total delay) is affectey traffic flow simulation and not
expressed in a closed form.

Two cases of study are considered: a simple three nodes network and a more
complex grid network composed by 9 nodes; the first one was adopted for
calibrating and validating the NFCRAFFMED, the second for the further
analysis of the model performances. For this purpose, in the second application
case, thebtained results (NTTRAFFMED) are compared with those carried out
from a benchmark tool (TRANSY-CTM), with respect to simulated flow data.

The most significant insight is observed in the case of links clustered in three
network regions (external, border, internal); unlike the benchmark tool, in which
queuing phenomena are significantly concentrated only on the external area, in the
proposedapproach queuing phenomena may be considered better spread over the
network.

Percentagdased horizontal stacked bar plots (the red bars refer to the queuing
part, the light blue bars refer to the running part) are showhigtv.12 and
Fig.7.12, for the simulation intervals 3 and 4. In order tanpare the control
strategies mentioned above (a schematic representation of the running and the
gueuing part of theignalisedink is illustrated at the top dfig.7.12 andFig.7.12).

The representation of the links against the queue percentage aims to highlight the
relevant difference between NTKRAFFMED, in which from interval 3 to interval

4 queue distributions significantly change, and TRANSYT, in which from interval

3 to interval 4 queue distributions slightly change.
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Fig.7.12 - Queues dynamic evolution over the time intervaid)8f simulation
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