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Abstract

In the “standard” Gizburg-Landau approach, a phase transition is intimately connected to a local order parameter, that spontaneously breaks some symmetries. In addition to the “traditional” symmetry-breaking ordered phases, a complex quantum system exhibits exotic phases, without classical counterpart, that can be described, for example, by introducing non-local order parameters that preserve symmetries.

In this scenario, this thesis aims to shed light on open problems, such as the local distinguishability between ground states of a symmetry-breaking ordered phase and the classification of one dimensional quantum orders, in terms of entanglement measures, in systems for which the Gizburg-Landau approach fails.

In particular, I briefly introduce the basic tools that allow to understand the nature of entangled states and to quantify non-classical correlations. Therefore, I analyze the conjecture for which the maximally symmetry-breaking ground states (MSBGSs) are the most classical ones, and thus the only ones selected in real-world situations, among all the ground states of a symmetry-breaking ordered phase. I make the conjecture quantitatively precise, by proving that the MSBGSs are the only ones that: i) minimize pairwise quantum correlations, as measured by the quantum discord; ii) are always local convertible, by only applying LOCC transformations; iii) minimize the residual tangle, satisfying at its minimum the monogamy of entanglement.

Moreover, I analyze how evolves the distinguishability, after a sudden change of the Hamiltonian parameters. I introduce a quantitative measure of distinguishability, in terms of the trace distance between two reduced density matrices. Therefore, in the framework of two integrable models that falls in two different classes of symmetries, i.e. XY models in a transverse magnetic field and the N-cluster Ising models, I prove that the maximum of the distinguishability shows a time-exponential decay. Hence, in the limit of diverging time, all the informations about the particular initial ground state disappear, even if a system is integrable.

Far away from the Gizburg-Landau scenario, I analyze a family of fully-analytical solvable one dimensional spin-1/2 models, named the N-cluster models in a transverse magnetic field. Regardless of the cluster size $N+2$, these models exhibit a quantum phase transition, that separates a paramagnetic phase
from a cluster one. The cluster phase coresponds to a nematic ordered phase or a symmetry-protected topological ordered one, for even or odd $N$ respectively. Using the Jordan-Wigner transformations, it is possible to diagonalize these models and derive all their spin correlation functions, with which reconstruct their entanglement properties. In particular, I prove that these models have only a non-vanishing bipartite entanglement, as measured by the concurrence, between spins at the endpoints of the cluster, for a magnetic field strong enough.

Moreover, I introduce the minimal set of nonlinear ground-states functionals to detect all 1-D quantum orders for systems of spin-1/2 and fermions. I show that the von Neumann entanglement entropy distinguishes a critical system from a non critical one, because of the logarithmic divergence at a quantum critical point. The Schmidt gap detect the disorder of a system, because it saturates to a constant value in a paramagnetic phase and goes to zero otherwise. The mutual information, between two subsystems macroscopically separated, identifies the symmetry-breaking ordered phases, because of its dependence on the order parameters. The topological order phases, instead, via their deeply non-locality, can be characterized by analyzing all three functionals.
There is a way to escape the inference of superluminal speeds and spooky-action at a distance. But it involves absolute determinism in the universe, the complete absence of free will. Suppose the world is super-deterministic, with not just inanimate nature running on behind-the-scenes clockwork, but with our behavior, including our belief that we are free to choose to do one experiment rather than another, absolutely predetermined, including the “decision” by the experimenter to carry out one set of measurements rather than another, the difficulty disappears. There is no need for a faster-than-light signal to tell particle A what measurement has been carried out on particle B, because the universe, including particle A, already “knows” what that measurement, and its outcome, will be.

J. B.
BBC radio interview, 1985
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Introduction

It is well known that, following the Gizburg-Landau approach, the appearance of an ordered phase in a classical system is associated to the rising of a local order parameter, with a support on a single site of the system, that spontaneously breaks some symmetries of the Hamiltonian [53]. In the study of ordered phases, associated to a spontaneous symmetry-breaking, a key concept is played by the existence of locally inequivalent ground states, that are not eigenstates of one or more symmetry operators for the corresponding Hamiltonian [113]. Counter-intuitively, among all these energetically equiprobable and equally accessible ground states, the maximally symmetry-breaking ground states are always selected. In complete analogy with the case of classical phase transitions driven by temperature, the pedagogical explanation of this phenomenon invokes the unavoidable presence of some local small perturbing external field, that selects one of the maximally symmetry-breaking ground states, among all the elements of the quantum ground space. The implicit assumption hidden in this type of reasoning is that the maximally symmetry-breaking ground states are the most classical ones, thus selected in real-world situations. Efforts have been devoted to the investigation of the physical mechanism that, in the thermodynamic limit, selects the symmetry-breaking ground states. However, the complete understanding of this distinguishability remains an open problem [16, 8].

It is therefore also natural to wonder how evolves the distinguishability between different ground states of a symmetry-breaking ordered phase. There are several ways to prepare a system away from the equilibrium. An important role is played by the one associated to a sudden quench of the Hamiltonian parameters. The system is initially prepared in an equilibrium state, typically the ground state. Then the Hamiltonian parameters are suddenly changed and the system starts to evolve under the action of a new Hamiltonian [54, 79, 111, 112, 24, 129]. For several models and initial conditions, the local physical quantities equilibrate exponentially in time, i.e the time evolution produces a steady state that looks locally thermal [11, 106, 105, 103, 85, 52]. This implies that the local physical quantities lose any information about the initial state, with the exception of the effective temperature induced by the quench.
However, not all models have complex quantum dynamics and not all models thermalize when placed away from the equilibrium. The discovery that the integrability of a model avoids the thermalization, triggers an intense discussion on the general relation between integrability and thermalization in the long-time dynamics of strongly interacting complex quantum systems [68, 19, 25, 107, 11, 106, 38]. The lack of thermalization in solvable systems, implies that the steady state preserve informations about the initial Hamiltonian parameters [107].

The lack of thermalization also suggest that the image of an integrable system, that starts in one of the distinguishable ground states of a symmetry-breaking ordered phase, continues to preserve memory of the particular initial ground state.

Far away from the symmetry-breaking ordered phases, a complex quantum system exhibits certain kinds of orders that are unsuitable to be described in terms of the standard Gizburg-Landau scenario. A paradigmatic example is a translation invariant spin-1/2 chain, for which the ground states correspond to the so called valence bond states, i.e. states made by tensor products of Bell states [5, 6]. Notable examples arise also in the presence of deconfined criticality, like at the transition semimetal-insulator on the graphene or in the Haldane-Shastry model [117, 14], or in long range interacting systems [87]. In such cases, any possible local operator shows a vanishing expectation value and, hence, there is no order parameter, as defined in the Gizburg-Landau picture. Nevertheless, it is well known that these systems show an order, that can be highlighted by properly defining a non local order parameter. A similarly challenging situation realizes in materials for which the phase diagram is not known at all, as for some high-Tc superconductors or for various lattice tight-binding models [89]. Therefore, in recent years, efforts have been devoted to the understanding of quantum phase transitions with alternative approaches, based on methods and techniques, originally developed in the field of quantum information theory [4, 124]. For example, various types of quantum phase transitions have been characterized by identifying the singular points in the derivative of different measures of bipartite [99, 97] and multipartite [45, 46] entanglement.

Among these non trivial orders, nematic and topological phases are attracting an increasing interest. Nematic phases [7, 78] occur if it is possible to define a ground state that: a) It breaks at least one symmetry of the Hamiltonian; b) It is characterized by an order parameter with a support on a finite set of sites, with a dimension strictly greater than one single site. In this sense, the nematic order can be seen as a generalization of the ferromagnetic/antiferromagnetic order. On the opposite limit, the topological ordered phases are characterized by string order parameters, i.e. non vanishing expectation value of operators
which support extends on the whole system. [88, 35].

Such novel phases have a theoretical deeply importance. In fact, topological ordered phases are associated to the robustness of ground state degeneracies [127], show quantized non-Abelian geometric phases [126] or possess peculiar patterns of long-range quantum entanglement [26]. Moreover, these phases have interesting applications. The topological ordered phases, in fact, play a fundamental role in the spin liquids [69, 130] and in non-Abelian fractional Hall systems [83] and are predicted to play a key role in the future development of fault-tolerant quantum computers [76]. The nematic order is usually found in materials commercially used in the liquid crystal technology [120], such as LCDs (liquid crystal display).

Due to the great interest on these novel phases, scientists are trying to provide models in which they can be founded. For what concern the one dimensional system, it is known that frustrated one dimensional ferromagnetic spin-1/2 chain in an external magnetic field shows a nematic ordered phase [28, 60] and the one dimensional cluster-Ising model exhibits a symmetry protected topological ordered phase [118, 92, 46]. More recently, in Ref. [47], it has been analyzed a very extensive set of exactly solvable models, that can be simulated via Floquet interactions in atomic systems [81] and that show a quantum phase transition between an antiferromagnetic phase and a nematic or topological one.

Following this line of research, this thesis aims to shed light on the problem of distinguishability between different ground states, associated to the same set of Hamiltonian parameters, in a symmetry-breaking ordered phase and on the exotic quantum phases, far away from the Ginzburg-Landau scenario, for which an approach in terms of entanglement measures needs. The thesis is organized as follows.

In Chapter (1), I make a review on the entanglement, a keypoint of quantum mechanics with no classical counterpart. In Sec. (1.1), I introduce the notion of entangled and separable states, in Sec. (1.2) I review the criteria to detect entangled states and in Sec. (1.3) I present measures to quantify the amount of entanglement in a quantum state.

In Chapter (2), I review the properties of the one dimensional quantum spin-1/2 models, that can be solved via Jordan Wigner transformations. In Sec. (2.1), I diagonalize these models and derive the exact ground states, with which I reconstruct all the spin correlation functions (Sec. (2.2)) and the reduced density matrices (Sec. (2.3)). In Sec. (2.4), I extend the analysis to the time-dependence induced by a sudden quench of the Hamiltonian parameters.

In Chapter (3), I analyze the nature of spontaneous symmetry-breaking associated to an ordered phase, by investigating the conjecture for which the max-
imally symmetry-breaking ground states (MSBGSs) are the most classical ones. I make this argument quantitatively precise by proving that the MSBGS are the only ones that: i) minimize pairwise quantum correlations as measured by the quantum discord (Sec. (3.1)); ii) are always locally convertible, i.e. can be obtained from all other ground states by only applying LOCC transformations, while the reverse is impossible; iii) minimize the residual tangle between a dynamical variable and the rest of the system, satisfying the monogamy of entanglement at its minimum (Sec. (3.2)).

In Chapter (4), I analyze how distinguishability between different ground states of a symmetry-breaking ordered phase evolves after a sudden quench of the Hamiltonian parameters. In Sec. (4.1), I define a quantitative approach to the local distinguishability, in terms of the trace distance between two reduced density matrices. In the framework of the XY model (Sec. (4.2)) and the N-cluster Ising model (Sec. (4.3)), I prove that the maximum of the local distinguishability shows an exponential decay in time. Hence, in the limit of diverging time, all the informations about the particular initial ground state disappear, even if the systems are integrable.

In Chapter (5), I analyze a family of fully analytical solvable models, named the N-cluster models in a transverse magnetic field. In Sec. (5.1), I diagonalize the models and show that exhibit a quantum phase transition between a cluster phase, that is a nematic or topological phase, depending on N, and a paramagnetic one. In Sec. (5.2), I derive all the spin correlation functions, with which I reconstruct the order parameters (Sec. (5.3)) and all the entanglement properties (Sec. (5.4)), by proving that these systems have only bipartite entanglement, as measured by the concurrence, between two endpoints spins.

In Chapter (6), I introduce the minimal set of nonlinear ground-states functionals to detect 1-D quantum orders. In Sec. (6.1), I briefly review the models of spin-1/2 and fermions that span all possible phases in 1-D. In Sec. (6.1), I show that von Neumann entanglement entropy characterizes the criticality of a system, because of the logarithmic divergence at a quantum critical point. In Sec. (6.2), I show that the Schmidt gap captures the disorder of a system, because it saturates to a constant value in a paramagnetic phase and goes rapidly to zero otherwise. In Sec. (6.3), I prove that the mutual information identifies symmetry-breaking ordered phases, because of its dependence on the order parameters. The topological order, via its deeply non locality, can be described by analyzing all three functionals.

In Chapter (7), I draw my conclusions.
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1

Entangled states: basic concepts

Quantum systems show properties with no classical counterpart, such as the superposition of quantum states, interference or tunneling. These are effects that can be observed in quantum systems composed of a single particle. Further and more evident differences between arise when one treats composite quantum systems, i.e. systems that decompose into two or more subsystems. It is the correlations between these subsystems that give additional distinctions between classical and quantum objects. Whereas classical systems exhibit classical correlations, described in terms of classical probabilities, this is not always true in quantum systems. Such non-classical correlations lead to apparent paradoxes, like the famous Einstein-Podolsky-Rosen paradox (EPR) [39], that might suggest, on the first glance, a remote action in quantum mechanics.

In 1935 Einstein, Podolsky and Rosen designed a thought experiment that, with the assumption of the principles of locality and reality as a requirements for a completeness of a physical theory, demonstrated the incompleteness of quantum mechanics. The logic of the experiment of Einstein, Podolsky and Rosen was as follows. If one considers a system of two particles in a state $|\phi_-\rangle = (|01\rangle - |10\rangle)/\sqrt{2}$, then the measurement made on the first particle has an impact to the outcome of the second particle. Suppose that the particles are separated from each other in millions of light years. After the measurement on the first subsystem, the first particle is in state $|0\rangle$ or $|1\rangle$ with probability $1/2$. The same results are obtained for the second particle. If the measurement on the first particle obtaines the state $|0\rangle$, then it is known that second one is in the state $|1\rangle$. It looks like the knowledge of the state of the second particle come to the first particle observer faster than the speed of light, in contradiction with the principle of local realism. Einstein, Podolsky and Rosen came to the conclusion that some quantum effects propagated faster than light, in contradiction with the theory of relativity. Thus, the quantum mechanics could not be complete and needed for “hidden variables”. As a response to the EPR paradox, Irish physicist John Stewart Bell performed a thought experiment, showing that at least one of the quantum mechanics assumptions must be false [66]. Bell in-
roduced inequalities that satisfied the assumptions of local realism, and then showed that, for certain quantum states, they are violated. Experimental violation of Bell’s inequalities was repeatedly confirmed by some quantum systems [95, 123].

EPR paradox introduce states that display non-classical correlations, i.e. entangled states, and the aim of this chapter is to introduce the basic tools that allow to understand the nature of such states, to distinguish them from the classically correlated ones, and to quantify these non-classical correlations.

1.1 What is entanglement?

Quantum states are described by operators $\rho$, acting on the state space $\mathcal{B}(\mathcal{H})$, i.e. the Hilbert space of bounded operators acting on $\mathcal{H}$. Such operators are called density matrices or density operators. Any density operator can be written through a non-uniquely convex combinations of one-dimensional projectors

$$\rho = \sum_i p_i |\psi_i \rangle \langle \psi_i| \tag{1.1}$$

where $\{p_i\}$ is a probability distribution such that $p_i \geq 0, \forall i$ and $\sum_i p_i = 1$. It can be demonstrated that

- $\text{Tr}(\rho) = 1$ (unity trace)
- $\rho$ is semi-definite positive, i.e. all the eigenvalues of $\rho$ are non-negative
- $\text{Tr}(\rho^2) \leq 1$

A special case is represented by pure states, i.e. $p_i = 1$ for some $i$, for which the density operator is described by a unidimensional projector

$$\rho = |\psi_i \rangle \langle \psi_i| \tag{1.2}$$

such that $\text{Tr}(\rho^2) = 1$. Pure states are the extreme point of the set of quantum states and then represent those systems for which the most complete informations are available.

Composite or multipartite quantum systems, i.e. systems that naturally decompose into two or more quantum subsystems $A, B, \cdots, N$, usually characterized by mutual distances larger than the size of the subsystems, are also represented by density operators. Formally, the Hilbert space $\mathcal{H}$ of a composite quantum system is given by the tensor product of the Hilbert spaces $\mathcal{H}_i \ (i = A, B, \cdots, N)$ of each subsystem.
The notion of “entanglement” appears in these composite quantum spaces, in terms of correlators that have no classical counterpart. Consider a bipartite quantum system \((A|B)\), i.e. a system composed of two distinct subsystems, described by the Hilbert space \(\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B\). It follows

**Definition 1** (Bipartite separability). A quantum state is called biseparable if it can be written as a convex combination of tensor products of density matrices, i.e. \(\rho \in \mathcal{B}(\mathcal{H}_A \otimes \mathcal{H}_B)\) is bi-separable if

\[
\rho = \sum_i p_i \rho_i^A \otimes \rho_i^B
\]

(1.4)

Alternatively, states that cannot be written in this form are called entangled. An example of entangled state, in \(\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B\), is the Bell state

\[
|\phi_+\rangle = \frac{|00\rangle + |11\rangle}{\sqrt{2}}
\]

(1.5)

Let \(|\phi_A\rangle = \alpha |0\rangle + \beta |1\rangle\) in \(\mathcal{H}_A\) and \(|\phi_B\rangle = \gamma |0\rangle + \delta |1\rangle\) in \(\mathcal{H}_B\), with the normalization conditions \(|\alpha|^2 + |\beta|^2 = 1\) and \(|\gamma|^2 + |\delta|^2 = 1\). Suppose that \(|\phi_+\rangle\) is separable, thus it can be written in the form

\[
|\phi_+\rangle = |\phi_A\rangle \otimes |\phi_B\rangle = (\alpha |0\rangle + \beta |1\rangle) \otimes (\gamma |0\rangle + \delta |1\rangle)
\]

(1.6)

Hence

\[
\frac{|00\rangle + |11\rangle}{\sqrt{2}} = \alpha\gamma |00\rangle + \alpha\delta |01\rangle + \beta\gamma |10\rangle + \beta\delta |11\rangle
\]

(1.7)

but there are no values of \(\alpha, \beta, \gamma\) and \(\delta\) such that \(\alpha\gamma = 1/\sqrt{2} = \beta\delta\) and \(\alpha\delta = 0 = \beta\gamma\). Thus one obtains that \(|\phi_+\rangle \neq |\phi_A\rangle \otimes |\phi_B\rangle\), i.e. \(|\phi_+\rangle\) is entangled.

For bipartite systems, one need just to make a distinction between separable and entangled states. When multiple parts are involved it may happen that a state contains entanglement among some parts which, at the same time, are not entangled with others. An example is the state

\[
\frac{|00\rangle + |11\rangle}{\sqrt{2}} \otimes \frac{|00\rangle + |11\rangle}{\sqrt{2}}
\]

(1.8)

which contains entanglement between the first two and between the last two subsystems, but not between these two subgroups. In this context, it is
necessary to introduce the notion of \( k \)-separability [37, 36, 1]. Consider a \( k \)-partite quantum system \((A_1|A_2| \cdots |A_k)\), i.e., a system composed of \( k \) distinct subsystems, describe by the Hilbert space \( \mathcal{H} = \mathcal{H}_{A_1} \otimes \cdots \otimes \mathcal{H}_{A_k} \). It follows

**Definition 2** (\( k \)-separability). A quantum state is called \( k \)-separable if it can be written as a convex combination of \( k \)-tensor products of density matrices (as a generalization of Eq. (1.4))

\[
\rho = \sum_i p_i \rho_i^{A_1} \otimes \rho_i^{A_2} \otimes \cdots \otimes \rho_i^{A_k}
\] (1.9)

### 1.2 How to detect entanglement?

The question spontaneously arises is: given a general quantum state \( \rho \), how to determine if it is entangled or not? In principle, one could think to check whether the quantum state \( \rho \) could be written as a tensor product as in Eq. (1.4). However, as \( \rho \) can be represented in infinitely many convex combinations, it is amazing difficult to find one of these forms that reads like Eq. (1.4) [55, 66]. Following this reasoning, several entanglement criteria have been developed in the last years [121].

#### 1.2.1 Schmidt decomposition

Any pure state \(|\psi\rangle\) of a bipartite quantum system \((A|B)\) in \( \mathcal{H}_A \otimes \mathcal{H}_B \) can be written as

\[
|\psi\rangle = \sum_{j=1}^m \sqrt{\lambda_j} |j_A\rangle \otimes |j_B\rangle
\] (1.10)

where \( m = \min\{\dim(\mathcal{H}_A), \dim(\mathcal{H}_B)\} \), \( \{|j_A\rangle, j_A = 1, \ldots, m\} \) and \( \{|j_B\rangle, j_B = 1, \ldots, m\} \) are orthonormal basis in \( \mathcal{H}_A \) and \( \mathcal{H}_B \) respectively, and \( \lambda_i > 0 \) with \( \sum_{j=1}^m \lambda_j = 1 \) [115, 40, 94]. The decomposition expressed in Eq. (1.10) is called the Schmidt decomposition and the coefficients \( \lambda_j \) are called the Schmidt coefficients of \(|\psi\rangle\).

If \(|\psi\rangle\) has only one non-vanishing Schmidt coefficient, it is clearly separable, and it is entangled if more than one Schmidt coefficient are different from zero

\[
\lambda_j \neq 0 \quad \text{for one} \quad j \quad \implies \quad \text{separable}
\]

\[
\lambda_j \neq 0 \quad \text{for several} \quad j \quad \implies \quad \text{entangled}
\] (1.11)
In this way, the Schmidt decomposition completely characterizes separability for bipartite pure states.

The reduced density matrices are particularly helpful to determine the Schmidt coefficients. The reduced density matrix of the subsystem $A$ (or equivalently $B$), in terms of the Schmidt decomposition, reads

\[
\rho_A = \text{Tr}_B (|\psi\rangle\langle\psi|) = \text{Tr}_B \left( \sum_{ij} \sqrt{\lambda_i \lambda_j} |i_A\rangle \langle j_A| \otimes |i_B\rangle \langle j_B| \right) = \sum_i \lambda_i |i_A\rangle \langle i_A| \tag{1.12}
\]

Thus, the Schmidt coefficients are given by the eigenvalues of the reduced density matrix $\rho_A$ (or equivalently $\rho_B$, that has the same eigenvalues). Since separability for bipartite pure states requires that exactly one Schmidt coefficient is different from zero, it can be restated in terms of the reduced density matrix as

\[
\text{Tr}(\rho_r^2) = 1 \implies \rho_r \text{ is pure} \implies |\psi\rangle \text{ is separable}
\]

\[
\text{Tr}(\rho_r^2) < 1 \implies \rho_r \text{ is mixed} \implies |\psi\rangle \text{ is entangled} \tag{1.13}
\]

where $r$ refers to one of the two subsystems.

### 1.2.2 Peres-Horodecki criterion

Although the Schmidt decomposition is a very powerful and useful entanglement criterion, it can be applied only to pure states. The first entanglement criterion for mixed states was proposed by A. Peres (and Horodecki) and uses the notion of partial transposition [101]. The Peres-Horodecki criterion, also called positive partial transposition (PPT), is a necessary condition for separability of mixed states. Let $\rho$ be a state from the $M \times N$ Hilbert space $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$ with $\dim(\mathcal{H}_A) = M$ and $\dim(\mathcal{H}_B) = N$

\[
\rho_{m\mu,n\nu} = \langle m\mu | \rho | n\nu \rangle \tag{1.14}
\]

where the Latin letters describe the first subsystem and the Greek letters refer to the second subsystem. The partial transposition of the density operator $\rho$ is defined in Ref. [17, 13] as

\[
\rho_{m\mu,n\nu}^{T_A} = \rho_{n\mu,m\nu} \quad \text{and} \quad \rho_{m\mu,n\nu}^{T_B} = \rho_{m\nu,n\mu} \tag{1.15}
\]
Hence, for any separable state $\rho = \rho_A \otimes \rho_B$, one can write

$$\rho^T_A = (\rho_A)^T \otimes \rho_B \quad \text{and} \quad \rho^T_B = \rho_A \otimes (\rho_B)^T$$

(1.16)

The Peres-Hodorecki criterion states that

- If a state $\rho$ is separable, then $\rho^T_A$ and $\rho^T_B$ are positive operators (Peres);

- Composite states of dimension $2 \times 2$ and $2 \times 3$ are separable if and only if $\rho^T_A$ and $\rho^T_B$ are positive operators (Horodecki).

For $2 \times 2$ and $3 \times 3$ dimensional states, the PPT criterion is also sufficient condition for separability [17].

### 1.2.3 Entanglement and positive maps

Let $B(H_A)$ and $B(H_B)$ be the spaces of the bounded operators on the Hilbert spaces $H_A$ and $H_B$ respectively. Let $\mathcal{L}(B(H_A), B(H_B))$ be the space of the linear maps from $B(H_A)$ to $B(H_B)$. Let $\Lambda \in \mathcal{L}(B(H_A), B(H_B))$ be a positive map, i.e. $\rho \geq 0$ implies $\Lambda(\rho) \geq 0$. $\Lambda$ is completely positive (CP), if the extended map $I \otimes \Lambda : B(M \otimes H_A) \rightarrow B(M \otimes H_B)$ is positive for any space $\mathcal{M}$. The separability criterion in terms of positive maps states that

- Let $\rho = \rho_A \otimes \rho_B$ be a density operator acting on Hilbert space $H = H_A \otimes H_B$. Then $\rho$ is separable if and only if, for any positive map $\Lambda \in \mathcal{L}(B(H_A), B(H_B))$, the operator $I \otimes \Lambda(\rho) : \rho_A \otimes \rho_B \rightarrow \rho_A \otimes \Lambda(\rho_B)$ is positive.

This criterion reduces to PPT criterion if $\Lambda$ is the transposition operator, i.e. $I \otimes \Lambda(\rho) = \rho^T_B$ for any $\Lambda(\sigma) = \sigma^T$, with $\sigma$ an arbitrary state.

### 1.2.4 Entanglement witness

Entanglement witness is a separability criterion based on the Hahn-Banach theorem, that follows directly from the Def. (2) of $k$-separable states. The Hahn-Banach theorem states that

Denote by $S$ a convex, compact set in a finite dimensional Banach space. Let $\rho$ be a point in the space with $\rho \notin S$. Then there exist a hyperplane that separates $\rho$ from $S$.

In Fig. (1.1) it is shown a geometric interpretation of the Hahn-Banach theorem. Hyperplane, separating the set $S$ from the point $\rho$, is identified by the orthonormal vector $W$, which is selected from outside the set $S$. Each point $\rho$
may be characterized by the signum of the scalar product $\text{Tr}(W \rho)$. Since the separable states form a convex, compact set, hence the Hahn-Banach theorem can be used in terms of entanglement detection. It follows that

- A density operator $\rho$ is entangled if and only if there exist a Hermitian operator $W$ with $\text{Tr}(W \rho) < 0$. On the contrary, $\text{Tr}(W \sigma) > 0$ for any separable state $\sigma$.

The operator $W$ is called entanglement witness.
Between positive maps and entangled witness it exists a close relationship [101]. For any entanglement operator $W$, it can be defined a positive map $\Lambda$ such that

$$W = \left( \mathbf{1} \otimes \Lambda \right) (P_+)$$ (1.17)

where $P_+$ is the projector operator onto the maximally entangled state

$$P_+ = \frac{1}{m} \sum_{i,j=1}^{m} |i_A i_B \rangle \langle j_A j_B|$$ (1.18)

Each entangled state can be detected by some $W$ [102, 114, 115], but in general entanglement witness cannot be used because there is no a general method to construct it.

### 1.2.5 Majorization

The majorization criterion, proposed by Nielsen and Kempe [95], is necessary but not sufficient condition for separability. From the definition of majorization
Definition 3. Let $X = \{x_1, \cdots, x_n\}$ and $Y = \{y_1, \cdots, y_n\}$ be non-increasing sequences such that $x_1 \geq x_2 \geq \cdots \geq x_n$ and $y_1 \geq y_2 \geq \cdots \geq y_n$. $X$ majorizes $Y$ ($X \prec Y$) if

$$
\sum_{i=1}^{k} x_i \geq \sum_{i=1}^{k} y_i \quad (1.19)
$$

for each $k = 1, 2, \cdots, n$.

it follows that

- Let $(A|B)$ be a composite quantum system, and let $\rho_A$, $\rho_B$ and $\rho_{AB}$ be the density operators of the systems $A$, $B$ and $AB$, with a non-increasing sequences of eigenvalues $\lambda(\rho_A)$, $\lambda(\rho_B)$ and $\lambda(\rho_{AB})$ respectively. If the state $\rho_{AB}$ is separable, then

$$
\lambda(\rho_{AB}) \prec \lambda(\rho_A) \quad \text{and} \quad \lambda(\rho_{AB}) \prec \lambda(\rho_B) \quad (1.20)
$$

Note that sequences $\lambda(\rho_A)$ and $\lambda(\rho_B)$ are shorter than $\lambda(\rho_{AB})$, thus they are equalized by appending zeros.

1.3 How to quantify entanglement?

Entanglement criteria are helpful to detect if a state is entangled or not, but they do not give a quantitative information on how much a state is entangled. With the development of the Quantum Information Theory, the entanglement has been considered as a resource. Hence, it became fundamental to know and to measure how much of this resource is available in each state.

Even if it is still being discussed on the conditions to be fulfilled, a good measure of entanglement should satisfy the following requirements [31]

- **Semi-definite positivity**, i.e. a measure of entanglement $E$ is a function which assigns non-negative value for each state $\rho$;

- **LOCC monotonicity**, i.e. a measure of entanglement $E$ cannot increase under LOCC operations.

LOCC (Local Operations and Classical Communications) are an important class of maps, necessary to define measures of entanglement. The class of LOCC operations includes all quantum operations, also measurements, characterized by two properties:
- all operations are performed locally on the respective subsystem (Local Operations). An example of local operation is the trace operation, which can be performed locally on each subsystem A or B of a composite quantum system (A|B);
- the information between subsystems is exchanged by means of classical communication channels (Classical Communication);

- **Normalization**, i.e. for every arbitrary state $\sigma$ we have $E(\sigma) < E(\rho)$, where $\rho$ is the maximally entangled state;
- **Convexity**, i.e. $E(\lambda \rho + (1 - \lambda)\sigma) \leq \lambda E(\rho) + (1 - \lambda)E(\sigma)$, for any arbitrary states $\rho$ and $\sigma$;
- **Continuity**, i.e. let $\rho_n$ and $\sigma_n$ be a sequences of states acting on the composite Hilbert spaces $(\mathcal{H}_A \otimes \mathcal{H}_B)^{\otimes n}$. If $\lim_{n \to \infty} ||\rho_n - \sigma_n||_1 = 0$, then
  \[
  \lim_{n \to \infty} \frac{E(\rho_n) - E(\sigma_n)}{n \ln (\dim (\mathcal{H}_A \otimes \mathcal{H}_B))} = 0
  \]

- Depending on the requirements of measurement functions, the **additivity** condition can be formulated in several ways
  - **Additivity**, i.e. $E(\rho \otimes \sigma) = E(\rho) + E(\sigma)$, for any arbitrary states $\rho$ and $\sigma$;
  - **Subadditivity**, i.e. $E(\rho \otimes \sigma) \leq E(\rho) + E(\sigma)$, for any arbitrary states $\rho$ and $\sigma$;
  - **Weak additivity**, i.e. $E(\rho) = \frac{E(\rho^{\otimes N})}{N}$, for any arbitrary state $\rho$;
  - **Existence of regularization**, i.e. $E(\rho) = \lim_{N \to \infty} \frac{E(\rho^{\otimes N})}{N}$.

Examples of quantifiers of entanglement can be found in references [4]. I limit my analysis to the most useful ones.

### 1.3.1 Von Neumann entropy

For bipartite pure states (A|B) in the Hilbert space $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$, there exist only one entanglement measure, the von Neumann entropy of the reduced density operator $\rho$ [31], given by

\[
E(\rho) = S(\rho_A) = -\text{Tr} (\rho_A \log \rho_A)
\]  

(1.21)
\[ \rho_A = \text{Tr}_B(\rho) \] and the default logarithm base equals to 2. Using spectral decomposition, the von Neumann entropy can be written in terms of the eigenvalues \( \{ \lambda_j \} \) of the reduced density operator \( \rho_A \)

\[ S(\rho_A) = -\sum_j \lambda_j \log \lambda_j \quad (1.22) \]

On the contrary, for mixed states there exist a lot of measures of entanglement. In the following, I analyze the most important ones.

### 1.3.2 Entanglement cost

The entanglement cost is an entanglement measure that quantifies how many ebits (unit of bipartite entanglement, i.e. the amount of entanglement contained in a maximally entangled two-qubit state) are required to prepare a copy of a state, only using LOCC operations. Many copies of a state can be prepared at the same time and the entanglement cost, therefore, quantifies how many ebits are required per copy.

Let \( P_+ \) be the projector onto a Bell state \( |\Phi^+\rangle = (|00\rangle + |11\rangle)/\sqrt{2} \)

\[ P_+ := |\Phi^+\rangle\langle \Phi^+| \quad (1.23) \]

The entanglement cost aims to quantify the rate \( m/n \) at which it is possible to convert \( P_+^m \) into \( \rho^\otimes n \) with a LOCC operation \( \Lambda \). It is usually impossible to perform this exactly, then one makes an approximation \( \Lambda(P_+^m) \approx \rho^\otimes n \), which quality can be quantified by a distance measure \( D(\Lambda(P_+^m), \rho^\otimes n) \), that can be either the Bures, the trace or another suitable distance. The entanglement cost \( E_C \) is then the infimum of all possible rates \( m/n \) at which the approximation can be made arbitrarily good, by choosing \( m \) and \( n \) sufficiently large. Mathematically, it can be formulated as

\[ E_C(\rho) = \inf \{ E \mid \forall \epsilon, \delta > 0, \exists m, n, \Lambda, |E - \frac{m}{n}| \leq \delta \text{ and } D(\Lambda(P_+^m), \rho^\otimes n) \leq \epsilon \} \quad (1.24) \]

### 1.3.3 Distillable entanglement

The Bell state \( |\phi_+\rangle = (|00\rangle + |11\rangle)/\sqrt{2} \) is, in general, the optimal state to perform quantum information tasks. Suppose that two observers, Alice (A) and Bob (B), separated by arbitrarily large distance, would like to perform one of these tasks but they do not share \( |\phi_+\rangle \). Instead, they are supplied with as many
mixed states $\rho_{AB}$ as they want. Can they use these states $\rho_{AB}$ to establish $|\phi_+\rangle$ states between them, by only using LOCC?

The **distillable entanglement** answers to this question, and determines how many $m$ pairs of $|\phi_+\rangle$ can be extracted (or distilled) out of $n$ pairs of the state $\rho_{AB}$, by only using LOCC strategies $\Lambda$, in the limit of $n \to \infty$. In mathematical words the distillable entanglement of $\rho_{AB}$ is given by

$$E_D(\rho_{AB}) = \sup_{\Lambda} \lim_{n \to \infty} \frac{m}{n} \quad (1.25)$$

The main difficulty of the distillable entanglement is the optimization over all possible LOCC protocols it contains, that, in general, makes this quantifier extremely hard to compute. Moreover, not all entangled states are distillable [65], such as the bound entangled states, for which there is no LOCC protocol able to get maximally entangled states out of them, even if many copies are available.

### 1.3.4 Entanglement of formation

For each pure state of a composite quantum system $(A|B)$, the entanglement of formation is defined as the von Neumann entropy of either of the two sub-systems $A$ and $B$. The entanglement of formation $E_F$ of a mixed state $\rho$, is then defined as the average entanglement of the pure states of the decomposition, minimized over all possible decomposition of $\rho$

$$E_F(\rho) = \min \left\{ \sum_i p_i E(\psi_i) \right\} \quad (1.26)$$

It is possible to express the Eq. (1.26) as an explicit function of $\rho$, thanks to the “spin flip” transformation. For a mixed state $\rho$ of two qubits, the spin flipped state is given by

$$\tilde{\rho} = (\sigma_y \otimes \sigma_y) \rho^* (\sigma_y \otimes \sigma_y) \quad (1.27)$$

where $\rho^*$ is the complex conjugate of $\rho$ and $\sigma_y$ is the Pauli matrix. It has been demonstrated [128] that

$$E_F(\rho) = \mathcal{E}(C(\rho)) \quad (1.28)$$

where $\mathcal{E}$ is a function monotonically increasing from 0 to 1, given by

$$\mathcal{E}(C) = -\frac{1 + \sqrt{1-C^2}}{2} \log_2 \frac{1 + \sqrt{1-C^2}}{2} - \frac{1 - \sqrt{1-C^2}}{2} \log_2 \frac{1 - \sqrt{1-C^2}}{2} \quad (1.29)$$
and $C(\rho)$ is the concurrence, equal to

$$C(\rho) = \max\{0, \lambda_1 - \lambda_2 - \lambda_3 - \lambda_4\} \quad (1.30)$$

where $\{\lambda_j\}$ are the eigenvalues, in decreasing order, of the Hermitian matrix $R = \sqrt{\sqrt{\rho} \hat{\rho} \sqrt{\rho}}$, or alternatively the square root of the eigenvalues of the non-Hermitian matrix $\rho \bar{\rho}$.

The equation (1.28) is very useful, because it works for all density matrices and give an explicit formulation of the entanglement of formation in terms of the reduced density operators.

This measure of entanglement is close to entanglement cost. In fact, this last is equal to the regularization of the entanglement of formation

$$E_C(\rho) = \lim_{n \to \infty} \frac{1}{n} E_F(\rho^{\otimes n}) \quad (1.31)$$

### 1.3.5 Relative entropy of entanglement

As with many other objects in Quantum Information Theory, the relative entropy of entanglement is defined by extending the classical definition from probability distributions to density matrices. Let $S$ be a set of separable states. The relative entropy of entanglement $E_R$ for a state $\rho$ is defined as

$$E_R(\rho) = \inf_{\sigma \in S} \{ S(\rho||\sigma) \} = \inf_{\sigma \in S} \{ \text{Tr} (\rho \log \rho - \rho \log \sigma) \} \quad (1.32)$$

where $S$ is the von Neumann entropy for the state $\rho$. The relative entropy of entanglement is a measure of similarity between two quantum states, i.e. it gives the distance between $\rho$ and the nearest separable state.

For pure states, the above-mentioned measures coincide with the von Neumann entropy. The situation is quite different for mixed states, for which there exist many entanglement measures. It can be shown that, for a given density operator $\rho$, it holds a relation [27] between the different entanglement measures

$$E_D(\rho) \leq E(\rho) \leq E_C(\rho) \quad (1.33)$$

Thus, the distillable entanglement $E_D$ and the entanglement cost $E_C$ are the lower and upper limits of any entanglement measures.
2
Mathematical framework and techniques

In this chapter, I review some results on the exact diagonalization of one dimensional spin-1/2 models. I consider systems described by a translational invariant Hamiltonian $H_{\{\lambda\}}$ that depends on a set of parameters $\{\lambda\}$. By knowing the analytical expression of the ground states, I extract all the spin correlation functions with which I reconstruct the reduced density matrices and the entanglement properties of each model. I extend the analysis to the time dependence induced by a sudden quench of the Hamiltonian parameters.

2.1 Exact diagonalization via Jordan Wigner transformations

The one dimensional spin-1/2 models under investigation are the XY models in a transverse magnetic field, the $N$-cluster Ising models and the $N$-cluster models in a transverse magnetic field, which Hamiltonians respectively read:

\begin{align*}
H_{\{\gamma,h\}}^{XY} &= -\frac{1 + \gamma}{2} \sum_j \sigma^x_j \sigma^x_{j+1} - \frac{1 - \gamma}{2} \sum_j \sigma^y_j \sigma^y_{j+1} - h \sum_j \sigma^z_j \tag{2.1} \\
H_{\{\phi,N\}}^{cI} &= -\cos(\phi) \sum_j \sigma^x_j Z^N_j \sigma^x_{j+N+1} + \sin(\phi) \sum_j \sigma^y_j \sigma^y_{j+1} \tag{2.2} \\
H_{\{\phi,N\}}^{ch} &= -\cos(\phi) \sum_j \sigma^x_j Z^N_j \sigma^x_{j+N+1} + \sin(\phi) \sum_j \sigma^z_j \tag{2.3}
\end{align*}

where $\gamma$, $h$ and $\phi$ are respectively the anisotropy parameter, the magnetic field and the phase parameter that control the relative weight of the interacting terms, the operator $Z^N_j$ stands for
\( Z_j^N = \bigotimes_{k=1}^{N} \sigma_{j+k}^z \)

and the spin operators are defined in terms of the Pauli matrices

\[
\sigma^x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \sigma^y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \quad \sigma^z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\]

I introduce the ladder operators

\[
\sigma_j^+ = \frac{\sigma_j^x + i\sigma_j^y}{2} \quad \sigma_j^- = \frac{\sigma_j^x - i\sigma_j^y}{2}
\]

in terms of which the Pauli matrices read

\[
\sigma_j^x = \sigma_j^- + \sigma_j^+ \quad \sigma_j^y = i(\sigma_j^- - \sigma_j^+) \quad \sigma_j^z = 2\sigma_j^+\sigma_j^- - 1
\]  

The ladder operators have either a Fermi part

\[
\{\sigma_j^-, \sigma_j^+\} = 1 \quad (\sigma_j^-)^2 = (\sigma_j^+)^2 = 0
\]

and a Bose part

\[
[\sigma_j^+, \sigma_k^-] = [\sigma_j^+, \sigma_k^+] = [\sigma_j^-, \sigma_k^-] = 0 \quad j \neq k
\]

The Hamiltonian in terms of the ladder operators cannot be diagonalized, because a canonical transformation does not preserve the set of canonical rules. However, one can introduce a new set of strictly fermionic operators, by performing a Jordan-Wigner (JW) transformation [73]

\[
c_j = \prod_{k=1}^{j-1} (\sigma_k^z) \sigma_j^- \quad c_j^\dagger = \prod_{k=1}^{j-1} (\sigma_k^z) \sigma_j^+
\]

with which the spin-1/2 systems can be mapped into models of non-interacting fermions, moving freely along the chain, only obeying Pauli’s exclusion principle. Here, \(c_j\) and \(c_j^\dagger\) stand respectively for the annihilation and creation fermionic operators on the \(j\)-th site, with strictly fermionic commutation rules

\[
\{c_j, c_k^\dagger\} = \delta_{jk} \quad \{c_j, c_k\} = \{c_j^\dagger, c_k^\dagger\} = 0
\]

The Hamiltonians of Eqs. (2.1), (2.2) and (2.3) can be rewritten into a quadratic form, in terms of fermionic operators
\[ H^{XY}_{\{\gamma, h\}} = \sum_j \left( c_j^\dagger c_{j+1}^\dagger + \gamma c_j^\dagger c_{j+1} + h.c. \right) - h \sum_j \left( 2c_j^\dagger c_j - 1 \right) \]

\[ H^{cl}_{\{\phi, N\}} = \cos(\phi) \sum_j \left( c_j^\dagger c_{j+N+1}^\dagger + c_j^\dagger c_{j+N+1} + h.c. \right) \]

\[ \quad + \sin(\phi) \sum_j \left( c_j^\dagger c_{j+1}^\dagger - c_j^\dagger c_{j+1} + h.c. \right) \]

\[ H^{ch}_{\{\phi, N\}} = \cos(\phi) \sum_j \left( c_j^\dagger c_{j+N+1}^\dagger + c_j^\dagger c_{j+N+1} + h.c. \right) \]

\[ \quad + \sin(\phi) \sum_j \left( 2c_j^\dagger c_j - 1 \right) \]

Note that I consider the thermodynamic limit, in which the boundary terms are negligible. In terms of fermionic operators, the cluster interaction of the Hamiltonians of Eqs. (2.2) and (2.3) is reduced from a \( N + 2 \) interaction to a two-body interaction between sites at distance \( N + 1 \).

The fermionic problem can hence be diagonalized using a Fourier transform

\[ b_k = \frac{1}{\sqrt{N}} \sum_j c_j e^{-ikj} \quad b_k^\dagger = \frac{1}{\sqrt{N}} \sum_j c_j^\dagger e^{ikj} \]

where the wave number \( k \) is given by \( k = 2\pi l / M \) and \( l \) is an integer index that runs from \(-M/2\) to \( M/2\), where \( M \) is the total number of spins in the chain. The Hamiltonians can be expressed as

\[ H_{\{\lambda\}} = \sum_{k>0} \tilde{H}_{\{\lambda\}, k} \]

where \( \lambda \) is a set of parameters on which the Hamiltonian depends and \( \tilde{H}_{\{\lambda\}, k} \) is a term acting only on fermions with momentum equal to \( k \) or \(-k\). This local Hamiltonian, in the momentum space, is equal to

\[ \tilde{H}_{\{\lambda\}, k} = 2\epsilon_{\{\lambda\}, k}(b_k^\dagger b_k + b_{-k}^\dagger b_{-k} - 1) + 2i\delta_{\{\lambda\}, k}(b_k^\dagger b_{-k}^\dagger - b_{-k} b_k) \]

where \( \epsilon_{\{\lambda\}, k} \) and \( \delta_{\{\lambda\}, k} \) depend on the model analyzed. In the XY model (\( \{\lambda\} = \{\gamma, h\} \)), they are equal to

\[ \begin{align*}
\epsilon_{\{\gamma, h\}, k} &= \cos(k) - h \\
\delta_{\{\gamma, h\}, k} &= \gamma \sin(k)
\end{align*} \]
for the $N$-cluster Ising model ($\{\lambda\} = \{\phi, N\}$), they are equal to
\[
\begin{align*}
\varepsilon_{\{\lambda\},k} &= \cos((N + 1)k) \cos(\phi) - \cos(k) \sin(\phi) \\
\delta_{\{\lambda\},k} &= \sin((N + 1)k) \cos(\phi) - \sin(k) \sin(\phi)
\end{align*}
\] (2.17)

and for the $N$-cluster model in a transverse magnetic field ($\{\lambda\} = \{\phi, N\}$), they correspond to
\[
\begin{align*}
\varepsilon_{\{\phi, N\},k} &= \cos((N + 1)k) \cos(\phi) + \sin(k) \sin(\phi) \\
\delta_{\{\phi, N\},k} &= \sin((N + 1)k) \cos(\phi)
\end{align*}
\] (2.18)

Defining the occupation number basis $|1_k, 1_{-k}\rangle$, $|0_k, 0_{-k}\rangle$, $|1_k, 0_{-k}\rangle$, $|0_k, 1_{-k}\rangle$, each $\tilde{H}_{\{\lambda\},k}$ corresponds to a four-level system described by a $4 \times 4$ matrix
\[
\tilde{H}_{\{\lambda\},k} = \begin{pmatrix}
2\varepsilon_{\{\lambda\},k} & 2i\delta_{\{\lambda\},k} & 0 & 0 \\
-2i\delta_{\{\lambda\},k} & -2\varepsilon_{\{\lambda\},k} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\] (2.19)

From this expression of $\tilde{H}_{\{\lambda\},k}$, it is easy to evaluate the ground state energy, that results to be
\[
\omega_{\{\lambda\},k} = -2\sqrt{\varepsilon_{\{\lambda\},k}^2 + \delta_{\{\lambda\},k}^2}
\] (2.20)

The associated ground state $|\psi_{\{\lambda\},k}\rangle$ is a superposition of $|1_k, 1_{-k}\rangle$ and $|0_k, 0_{-k}\rangle$
\[
|\psi_{\{\lambda\},k}\rangle = \alpha_{\{\lambda\},k} |1_k, 1_{-k}\rangle + \beta_{\{\lambda\},k} |0_k, 0_{-k}\rangle
\] (2.21)

with superposition parameters given by
\[
\begin{align*}
\alpha_{\{\lambda\},k} &= i \frac{\varepsilon_{\{\lambda\},k} - \sqrt{\varepsilon_{\{\lambda\},k}^2 + \delta_{\{\lambda\},k}^2}}{\sqrt{\delta_{\{\lambda\},k}^2 + (\varepsilon_{\{\lambda\},k} - \sqrt{\varepsilon_{\{\lambda\},k}^2 + \delta_{\{\lambda\},k}^2})^2}} \\
\beta_{\{\lambda\},k} &= \frac{\delta_{\{\lambda\},k}}{\sqrt{\delta_{\{\lambda\},k}^2 + (\varepsilon_{\{\lambda\},k} - \sqrt{\varepsilon_{\{\lambda\},k}^2 + \delta_{\{\lambda\},k}^2})^2}}
\end{align*}
\] (2.22)

Since the Hamiltonian is the sum of the non-interacting terms $\tilde{H}_{\{\lambda\},k}$, each one of them acting on a different Hilbert space, the ground state of the total Hamiltonian is the tensor product of all $|\psi_{\{\lambda\},k}\rangle$
\[ |\psi_{\{\lambda\}}\rangle = \bigotimes_k |\psi_{\{\lambda\},k}\rangle \] (2.23)

and the associated density energy, in the thermodynamic limit, is equal to

\[ \Omega_{\{\lambda\}} = \frac{1}{\pi} \int_0^\pi \omega_{\{\lambda\},k} \, dk \] (2.24)

It is worth to note that the ground state holds a well defined parity, that depends on the particular set of parameters taken into account [15]. However, going towards the thermodynamic limit, the energy gap between the even and the odd sectors tends to vanish and, when the number of spins diverges, the system shows a perfect degeneracy, below the quantum critical point, between even and odd ground states [10, 113].

### 2.2 Correlation functions

By having the expression of the exact ground state in Eq. (2.23), all the spin correlation functions can be reconstructed. However, the state is not expressed neither in terms of spins nor in terms of fermionic operators in real space, but in terms of fermionic variables in the momentum space. For this reason, in order to determine the spin correlation functions, one must, at first, transform all the spin operators in fermionic operators, thanks to the Jordan Wigner transformations of Eq. (2.8). To simplify such process it was shown [84, 10] that all the spin operators can be mapped into ordered products of 2 types of Majorana fermionic operators, indicated with \( A_j \) and \( B_j \) respectively

\[ A_j = c_j + c_j^\dagger, \quad B_j = c_j - c_j^\dagger \] (2.25)

where \( j \) is an index that runs on all the spins of the system. In general, after this process, one obtains a fermionic operator made by a large number of fermionic terms, that can be evaluated by applying the Wick’s theorem.

Having two types of fermionic operators, it is enough to evaluate five expectation values, that possess all the ingredients to determine each spin correlation functions. From the expression of the ground state \( |\psi_{\{\lambda\}}\rangle \) in Eq. (2.21), it immediately follows that both \( \langle A_j \rangle \) and \( \langle B_j \rangle \) vanish (\( \langle O \rangle \) is used as a shortcut for \( \langle \psi_{\{\lambda\}} | O | \psi_{\{\lambda\}} \rangle \)). In fact, adding or removing a single fermion from \( |\psi_{\{\lambda\}}\rangle \), the state is driven in an orthogonal subspace, that implies

\[ \langle A_j \rangle = 0 \]
\[ \langle B_j \rangle = 0 \] (2.26)
As a consequence, if a spin operator is mapped into a fermionic operator made by an odd number of components, its expectation value on $|\psi_\lambda\rangle$ vanishes.

On the contrary, the other three basic elements can be non zero

$$\langle A_i A_k \rangle = f_{i,k}(\{\lambda\})$$
$$\langle B_i A_k \rangle = g_{i,k}(\{\lambda\})$$
$$\langle B_i B_k \rangle = h_{i,k}(\{\lambda\})$$

(2.27)

and must be evaluated to obtain the explicit value of a generic spin correlation function. Because the models are invariant under spatial translation, also these functions hold the same property and hence they have not to depend on the particular choice of the spin $i$ and $k$ but only on their relative distance $r = i - k$. Therefore, $f_{i,k}(\{\lambda\}) \equiv f_r(\{\lambda\})$, $g_{i,k}(\{\lambda\}) \equiv g_r(\{\lambda\})$ and $h_{i,k}(\{\lambda\}) \equiv h_r(\{\lambda\})$. By substituting the expression of $A_i$ and $B_i$ given in Eq. (2.25), it follows

$$g_r(\{\lambda\}) = \langle B_r A_0 \rangle = \langle \psi_\lambda | (c_r - c_r^\dagger)(c_0 + c_0^\dagger) | \psi_\lambda \rangle$$
$$f_r(\{\lambda\}) = \langle A_r A_0 \rangle = \langle \psi_\lambda | (c_r + c_r^\dagger)(c_0 - c_0^\dagger) | \psi_\lambda \rangle$$
$$h_r(\{\lambda\}) = \langle B_r B_0 \rangle = \langle \psi_\lambda | (c_r - c_r^\dagger)(c_0 + c_0^\dagger) | \psi_\lambda \rangle$$

(2.28)

With a straightforward calculations, one obtains, in the thermodynamic limit, that

$$g_r(\{\lambda\}) = \frac{1}{\pi} \int_0^\pi \left[ (|\tilde{\beta}_r(\lambda)|^2 - |\tilde{\alpha}_r(\lambda)|^2) \cos(kr) + i(\tilde{\alpha}_r(\lambda) \tilde{\beta}_r^*(\lambda) - \tilde{\alpha}_r(\lambda) \tilde{\beta}_r(\lambda) \tilde{\beta}_r^*(\lambda) \sin(kr) \right] dk$$

(2.29)

$$f_r(\{\lambda\}) = \delta_{r,0} + \frac{i}{\pi} \int_0^\pi (\tilde{\alpha}_r(\lambda) \tilde{\beta}_r^*(\lambda) + \tilde{\alpha}_r(\lambda) \tilde{\beta}_r(\lambda) \tilde{\beta}_r^*(\lambda)) \sin(kr) dk$$
$$h_r(\{\lambda\}) = -\delta_{r,0} + \frac{i}{\pi} \int_0^\pi (\tilde{\alpha}_r^*(\lambda) \tilde{\beta}_r(\lambda) \tilde{\beta}_r^*(\lambda) + \tilde{\alpha}_r^*(\lambda) \tilde{\beta}_r(\lambda) \tilde{\beta}_r^*(\lambda)) \sin(kr) dk$$

(2.30)

where $\delta_{r,0}$ is the Kronecker delta that is different from zero only for $r = 0$.

In all the models analyzed, $\alpha_{\{\lambda\}}$ is an imaginary number while $\beta_{\{\lambda\}}$ is real, as one can see in Eq. (2.22). Therefore, in the static case, the integrals in the definition of both $f_r(\{\lambda\})$ and $h_r(\{\lambda\})$ are all zero and $f_r(\{\lambda\}) = h_r(\{\lambda\}) = \delta_{r,0}$. On the contrary, the functions $g_r(\{\lambda\})$ are all reals.
With the knowledge of \( g_r(\{ \lambda \}) \), \( f_r(\{ \lambda \}) \) and \( h_r(\{ \lambda \}) \), one can evaluate all the spin correlation functions. However, the approach to the evaluation is different, depending on the fact that the spin operators commute or anti-commute with the parity \( P_z = \bigotimes_{i=1}^{M} \sigma_i^z \).

In the case of operators that commutes with \( P_z \), the correlation functions can be evaluated directly. In the following, I just limit to describe the characteristic examples of the symmetric spin correlation functions that enter in the reduced density matrix of two spin at a generic distance \( r \). With some algebra, it is easy to show that

\[
\langle \sigma_i^z \rangle = -g_0(\{ \lambda \}) \tag{2.31}
\]

\[
\langle \sigma_i^z \sigma_{i+r}^z \rangle = g_0(\{ \lambda \})^2 - g_r(\{ \lambda \})g_{-r}(\{ \lambda \}) \tag{2.32}
\]

\[
\langle \sigma_i^x \sigma_{i+r}^x \rangle = \begin{vmatrix}
g_{-1}(\{ \lambda \}) & g_{-2}(\{ \lambda \}) & \cdots & g_{-r}(\{ \lambda \}) 
g_0(\{ \lambda \}) & g_{-1}(\{ \lambda \}) & \cdots & g_{1-r}(\{ \lambda \}) 
\vdots & \vdots & \ddots & \vdots 
g_{r-2}(\{ \lambda \}) & g_{r-3}(\{ \lambda \}) & \cdots & g_{-1}(\{ \lambda \})
\end{vmatrix} \tag{2.33}
\]

\[
\langle \sigma_i^y \sigma_{i+r}^y \rangle = \begin{vmatrix}
g_{1}(\{ \lambda \}) & g_{2}(\{ \lambda \}) & \cdots & g_{r}(\{ \lambda \}) 
g_0(\{ \lambda \}) & g_{1}(\{ \lambda \}) & \cdots & g_{r-1}(\{ \lambda \}) 
\vdots & \vdots & \ddots & \vdots 
g_{2-r}(\{ \lambda \}) & g_{3-r}(\{ \lambda \}) & \cdots & g_{1}(\{ \lambda \})
\end{vmatrix} \tag{2.34}
\]

Unfortunately, the way to obtain the spin correlation functions associated to operators that do not commute with the parity \( P_z \) is much more complex. In the next section, I illustrate in details the trick used to the evaluation.

### 2.3 Symmetry-breaking ground states

The Hamiltonians under analysis \( H_{\{ \lambda \}} \), all satisfy the parity symmetry respect to a spin direction, regardless the values of the Hamiltonian parameters \( \{ \lambda \} \). This means that \( H_{\{ \lambda \}} \) commutes with the parity operator

\[
P_\nu = \bigotimes_{i=1}^{M} \sigma_i^\nu \tag{2.35}
\]

where \( M \) is the total number of spins in the system. For sake of simplicity and without losing of generality, one can fix \( \nu = z \). Because \( [H_{\{ \lambda \}}, P_z] = 0 \), the Hamiltonian and the parity operator admit a complete set of eigenstates in...
common. However, in the case in which the Hamiltonian shows degenerated spectrum, there exist eigenstates of the Hamiltonian that are not eigenstates of the parity. When this happens at the level of the ground state, the phenomenon is known as a spontaneous symmetry breaking, of which the magnetically ordered phases are the most known examples.

In the magnetically ordered phases of one dimensional spin-1/2 systems, the Hamiltonian admits a twofold degenerated ground states \[ |e_{\{\lambda\}}\rangle (P_z|e_{\{\lambda\}}\rangle = |e_{\{\lambda\}}\rangle) \] and \[ |o_{\{\lambda\}}\rangle (P_z|o_{\{\lambda\}}\rangle = -|o_{\{\lambda\}}\rangle) \] ground states, form a complete orthonormal base for the ground space. Therefore, a generic ground state of the Hamiltonian \[ H_{\{\lambda\}} \] can be written as

\[ |g_{\{\lambda\}}(u,v)\rangle = u|e_{\{\lambda\}}\rangle + v|o_{\{\lambda\}}\rangle \] (2.36)

where \( u \) and \( v \) are complex superposition amplitudes that satisfy the normalization condition \( |u|^2 + |v|^2 = 1 \).

Consider an arbitrary bipartition \((S|R)\) of the system, such that the subsystem \( S = \{i_1, \ldots, i_L\} \) is any subset made by \( L \) spins, and subsystem \( R \) is the remainder. The projection of the state \[ |g_{\{\lambda\}}(u,v)\rangle \] into \( S \) is represented by the reduced density matrix \( \rho(u,v,S) \), obtained tracing out all the degrees of freedom that fall outside \( S \). The reduced density matrix \( \rho(u,v,S) \) can be expressed in terms of the \( L \)-points spin correlation functions \[ [97] \] as

\[ \rho(u,v,S) = \frac{1}{2L} \sum_{\{\mu_i\}} \langle g_{\{\lambda\}}(u,v) | \hat{O}_{S}^{\{\mu_i\}} | g_{\{\lambda\}}(u,v) \rangle \hat{O}_{S}^{\{\mu_i\}} \] (2.37)

In the above equation, \[ \hat{O}_{S}^{\{\mu_i\}} = \sigma_{i_1}^{\mu_1} \otimes \sigma_{i_2}^{\mu_2} \otimes \ldots \otimes \sigma_{i_L}^{\mu_L} \] is the tensor product of Pauli operators defined on the spins in \( S \), \( \{\mu_i\} \) is a set of \( L \) variables where any single element ranges across \( \mu_i = 0, x, y, z \), the sum runs on all possible \( \{\mu_i\} \) and \( \sigma_0^i \) stands for the identity operator on the \( i \)-th spin.

With respect to the parity operator \( P_z = \bigotimes_{i=1}^N \sigma_z^i \), any operator \( \hat{O}_{S}^{\{\mu_i\}} \) can be classified in two different families: the operators that commute or anti-commute with \( P_z \). It is well known that, in the thermodynamic limit, the expectation value of an operator that commutes with the parity is the same on even \( |e_{\{\gamma\}}\rangle \) or on odd \( |o_{\{\gamma\}}\rangle \) ground state \[ [113, 110] \]. As a consequence, the two symmetric ground states are always locally indistinguishable. On the contrary, any operator \( \hat{O}_{S}^{\{\mu_i\}} \) that anti-commutes with \( P_z \) drives even states in odd ones and, hence, its expectation value on a symmetric ground state vanishes.
With these considerations, the reduced density matrix \( \rho(u, v, S) \) of Eq. (2.37) can be rewritten as

\[
\rho(u, v, S) = \rho_{\text{sym}}(S) + \chi(u, v, S)
\]

(2.38)

The density matrix \( \rho_{\text{sym}}(S) \) is obtained projecting one of the two symmetric ground states into \( S \), and it is equal to

\[
\rho_{\text{sym}}(S) = \frac{1}{2L} \sum_{\{\mu_i\}} \langle \hat{O}_{S}^{[\mu_i]} \rangle \hat{O}_{S}^{[\mu_i]}
\]

(2.39)

where the sum extends over all the operators \( \hat{O}_{S}^{[\mu_i]} \) that commute with \( P_z \).

Vice versa \( \chi(u, v, S) \) is an Hermitian traceless matrix that depends on the superposition parameters and is made by the contributions of all the operators \( \hat{O}_{S}^{[\mu_i]} \) that anti-commute with \( P_z \). To evaluate \( \chi(u, v, S) \), I introduce, for a generic spin operator \( \hat{O}_{S}^{[\mu_i]} \) defined on \( S \) and that anti-commutes with \( P_z \), the operator \( \hat{W}_{S+S+R}^{[\mu_i]} = \hat{O}_{S}^{[\mu_i]} \otimes \hat{O}_{S+R}^{[\mu_i]} \) with \( \hat{O}_{S+R}^{[\mu_i]} = \sigma_{l+R}^{\mu_1} \otimes \sigma_{l+R}^{\mu_2} \otimes \ldots \otimes \sigma_{l+R}^{\mu_l} \), defined on a new subset \( S + R \), obtained from \( S \) by a rigid spatial translation of \( R \). Because both \( \hat{O}_{S}^{[\mu_i]} \) and \( \hat{O}_{S+R}^{[\mu_i]} \) anti-commutes with \( P_z \), \( \hat{W}_{S+S+R}^{[\mu_i]} \) commute with the parity operator and hence its expectation value on a symmetric ground state can be different from zero. Hence, the expectation value of a generic operator \( \hat{O}_{S}^{[\mu_i]} \) that anti-commutes with \( P_z \) and the spin correlation function associated, is recovered exploiting the property of asymptotic factorization of two local operators separated by an infinite distance, that yields to

\[
\langle \hat{O}_{S}^{[\mu_i]} \rangle = \sqrt{\lim_{R \to \infty} \langle \hat{W}_{S+S+R}^{[\mu_i]} \rangle}
\]

(2.40)

Starting from this state independent expression of the \( \langle \hat{O}_{S}^{[\mu_i]} \rangle \), the Eq. (2.38) can be written as

\[
\rho(u, v, S) = \rho_{\text{sym}}(S) + (u^* v + v^* u) \tilde{\chi}(S)
\]

(2.41)

where

\[
\tilde{\chi}(S) = \frac{1}{2l} \sum_{\{\mu_i\}} \langle \hat{O}_{S}^{[\mu_i]} \rangle \hat{O}_{S}^{[\mu_i]}
\]

(2.42)

and the sum is restricted to all the operators \( \hat{O}_{S}^{[\mu_i]} \) that anti-commute with \( P_z \).
2.4 Time evolution induced by a sudden quench

In this section, I illustrate in details the method used to evaluate the time-dependent spin correlation functions. Such approach can be used for all models that can be solved using Jordan-Wigner transformations and for all time-dependences that preserve the parity symmetry of the Hamiltonians.

I consider the following quench protocol. At time $t < 0$ the system is prepared in one of the possible ground state $\ket{\{\lambda_0\}, (u, v)}$ of the Hamiltonian $H_{\{\lambda_0\}}$. At time $t = 0$, the set of the Hamiltonian parameters are suddenly changed from $\{\lambda_0\}$ to $\{\lambda_1\}$ and the state starts to evolve under the action of the new Hamiltonian $H_{\{\lambda_1\}}$. Such approach

2.4.1 Time evolution of the ground state

After a sudden change of the Hamiltonian parameters from $\{\lambda_0\}$ to $\{\lambda_1\}$, the dynamics of the system, for any time $t \geq 0$, is described by the state

$$\ket{\psi_{\{\lambda_0, \lambda_1\}}(t)} = U(\{\lambda_1\}, t) \ket{\psi_{\{\lambda_0\}}}(2.43)$$

where $U(\{\lambda_1\}, t) = e^{-iH_{\{\lambda_1\}}t}$ is the time evolution unitary operator and $\ket{\psi_{\{\lambda_0\}}}$ is the ground state at $t < 0$ (initial state). Taken into account that:

1. Eq. (2.14) is still valid even for $\{\lambda\} = \{\lambda_1\}$,
2. the wave number $k$ does not depends on the set of the Hamiltonian parameters $\{\lambda\}$,
3. the initial state $\ket{\psi_{\{\lambda_0\}}}$ can be written as a tensor product of states defined on each single $k > 0$ (eq. (2.23)),

it follows that

$$\ket{\psi_{\{\lambda_0, \lambda_1\}}(t)} = \bigotimes_k \ket{\psi_{\{\lambda_0, \lambda_1\}, k}(t)} = \bigotimes_k U_k(\{\lambda_1\}, t) \ket{\psi_{\{\lambda_0\}, k}}(2.44)$$

where $U_k(\{\lambda_1\}, t)$ is a time evolution unitary operator that acts on a single $k$. The explicit expression of $U_k(\{\lambda_1\}, t)$ can be determined by the solution of the Heisenberg equation

$$i \frac{d}{dt} U_k(\{\lambda_1\}, t) = \tilde{H}_{\{\lambda_1\}, k} U_k(\{\lambda_1\}, t)(2.45)$$

that in matrix form reads
\[
\frac{d}{dt} \begin{pmatrix} U_{11,k}(t) & U_{12,k}(t) \\ U_{21,k}(t) & U_{22,k}(t) \end{pmatrix} = \begin{pmatrix} 2\varepsilon_{\{\lambda_1\},k} & 2i\delta_{\{\lambda_1\},k} \\ -2i\delta_{\{\lambda_1\},k} & -2\varepsilon_{\{\lambda_1\},k} \end{pmatrix} \begin{pmatrix} U_{11,k}(t) & U_{12,k}(t) \\ U_{21,k}(t) & U_{22,k}(t) \end{pmatrix}
\] (2.46)

From Eq. (2.46), one obtains two non trivial systems of first order coupled differential equations with constant coefficients. The first is given by

\[
\begin{align*}
&i\dot{U}_{11,k}(t) = 2\varepsilon_{\{\lambda_1\},k} U_{11,k}(t) + 2i\delta_{\{\lambda_1\},k} U_{21,k}(t) \\
&i\dot{U}_{21,k}(t) = -2i\delta_{\{\lambda_1\},k} U_{11,k}(t) - 2\varepsilon_{\{\lambda_1\},k} U_{21,k}(t)
\end{align*}
\]

while the second is

\[
\begin{align*}
&i\dot{U}_{12,k}(t) = 2\varepsilon_{\{\lambda_1\},k} U_{12,k}(t) + 2i\delta_{\{\lambda_1\},k} U_{22,k}(t) \\
&i\dot{U}_{22,k}(t) = -2i\delta_{\{\lambda_1\},k} U_{12,k}(t) - 2\varepsilon_{\{\lambda_1\},k} U_{22,k}(t)
\end{align*}
\]

These two systems can be solved by decoupling them into four second order differential equations, with constant coefficients and opportune boundary conditions.

It follows for \(U_{11,k}\)

\[
\begin{align*}
&\ddot{U}_{11,k}(t) + \omega_{\{\lambda_1\},k}^2 U_{11,k}(t) = 0 \\
&U_{11,k}(0) = 1 \\
&\dot{U}_{11,k}(0) = -2i\varepsilon_{\{\lambda_1\},k}
\end{align*}
\] (2.47)

for \(U_{12,k}\)

\[
\begin{align*}
&\ddot{U}_{12,k}(t) + \omega_{\{\lambda_1\},k}^2 U_{12,k}(t) = 0 \\
&U_{12,k}(0) = 0 \\
&\dot{U}_{12,k}(0) = 2i\delta_{\{\lambda_1\},k}
\end{align*}
\] (2.48)

for \(U_{21,k}\)

\[
\begin{align*}
&\ddot{U}_{21,k}(t) + \omega_{\{\lambda_1\},k}^2 U_{21,k}(t) = 0 \\
&U_{21,k}(0) = 0 \\
&\dot{U}_{21,k}(0) = -2i\delta_{\{\lambda_1\},k}
\end{align*}
\] (2.49)

and, at the end, for \(U_{22,k}\)

\[
\begin{align*}
&\ddot{U}_{22,k}(t) + \omega_{\{\lambda_1\},k}^2 U_{22,k}(t) = 0 \\
&U_{22,k}(0) = 1 \\
&\dot{U}_{22,k}(0) = 2i\varepsilon_{\{\lambda_1\},k}
\end{align*}
\] (2.50)
The matrix elements of the time evolution unitary operator can be derived by solving the above differential equations

\[
U_{11,k}(t) = \cos(\omega_{\{\lambda_1\}} k t) - i \frac{\epsilon_{\{\lambda_1\}} k}{\omega_{\{\lambda_1\}}} \sin(\omega_{\{\lambda_1\}} k t)
\]
\[
U_{12,k}(t) = i \frac{\delta_{\{\lambda_1\}} k}{\omega_{\{\lambda_1\}}} \sin(\omega_{\{\lambda_1\}} k t)
\]
\[
U_{21,k}(t) = -i \frac{\delta_{\{\lambda_1\}} k}{\omega_{\{\lambda_1\}}} \sin(\omega_{\{\lambda_1\}} k t)
\]
\[
U_{22,k}(t) = \cos(\omega_{\{\lambda_1\}} k t) + i \frac{\epsilon_{\{\lambda_1\}} k}{\omega_{\{\lambda_1\}}} \sin(\omega_{\{\lambda_1\}} k t)
\]

With the explicit expression of the elements of time-evolution unitary operator \( U_{k}(\{\lambda_1\}, t) \), one can obtain the image of the initial state \( |\psi_{\{\lambda_0,\lambda_1\}}(t)\rangle \), at a generic time \( t \) and for any wave number \( k \)

\[
|\psi_{\{\lambda_0,\lambda_1\}}(t)\rangle = \tilde{\alpha}_{\{\lambda_0,\lambda_1\},k}(t) |1_k, 1_{-k}\rangle + \tilde{\beta}_{\{\lambda_0,\lambda_1\},k}(t) |0_k, 0_{-k}\rangle
\]

where

\[
\tilde{\alpha}_{\{\lambda_0,\lambda_1\},k}(t) = \alpha_{\{\lambda_0\},k} \cos(\omega_{\{\lambda_1\}} k t) - i \frac{\epsilon_{\{\lambda_1\}} k \alpha_{\{\lambda_0\},k} - \delta_{\{\lambda_1\}} k \beta_{\{\lambda_0\},k}}{\omega_{\{\lambda_1\}}} \sin(\omega_{\{\lambda_1\}} k t)
\]
\[
\tilde{\beta}_{\{\lambda_0,\lambda_1\},k}(t) = \beta_{\{\lambda_0\},k} \cos(\omega_{\{\lambda_1\}} k t) - i \frac{\delta_{\{\lambda_1\}} k \alpha_{\{\lambda_0\},k} - \epsilon_{\{\lambda_1\}} k \beta_{\{\lambda_0\},k}}{\omega_{\{\lambda_1\}}} \sin(\omega_{\{\lambda_1\}} k t)
\]

In complete analogy with the stationary case, it follows from Eq. (2.44) that the global ground state is the tensor product \( |\psi_{\{\lambda_0,\lambda_1\}}(t)\rangle = \bigotimes_k |\psi_{\{\lambda_0,\lambda_1\}}(t)_k\rangle \).

### 2.4.2 Time-dependent fermionic correlation functions

The method illustrated in Sec. (2.2), for the stationary case, can be used to obtain the expression of the time-dependent fermionic correlation functions. In completely analogy, one have to evaluate five expectation values, that possess all the ingredients to determine each time-dependent spin correlation function. In completely analogy, it follows that
\[ \langle A_i \rangle_t = 0 \]
\[ \langle B_i \rangle_t = 0 \] (2.54)

and

\[ \langle A_i A_k \rangle_t = f_{i,k}(\{\lambda_0, \lambda_1\}, t) \equiv f_r(\{\lambda_0, \lambda_1\}, t) \]
\[ \langle B_i A_k \rangle_t = g_{i,k}(\{\lambda_0, \lambda_1\}, t) \equiv g_r(\{\lambda_0, \lambda_1\}, t) \]
\[ \langle B_i B_k \rangle_t = h_{i,k}(\{\lambda_0, \lambda_1\}, t) \equiv h_r(\{\lambda_0, \lambda_1\}, t) \] (2.55)

where \( \langle O \rangle_t \) is a shortcut for \( \langle \psi_{\{\lambda_0, \lambda_1\}}(t) | O | \psi_{\{\lambda_0, \lambda_1\}}(t) \rangle \).

The analytical expression of the three non-trivially zero time-dependent correlation functions can be obtained, with a straightforward calculation, by using the definition of Majorana fermions of Eq. (2.25) and the time-dependent amplitudes of Eq. (2.53). In the thermodynamic limit one obtains that

\[
g_r(\{\lambda_0, \lambda_1\}, t) = \frac{1}{\pi} \int_0^{\pi} \left[ \left( |\tilde{B}_{\{\lambda_0, \lambda_1\},k}(t)|^2 - |\tilde{a}_{\{\lambda_0, \lambda_1\},k}(t)|^2 \right) \cos(kr) ight. \\
+ \left. t \left( \tilde{a}_{\{\lambda_0, \lambda_1\},k}^* B_{\{\lambda_0, \lambda_1\},k}(t) - \tilde{a}_{\{\lambda_0, \lambda_1\},k} \tilde{B}_{\{\lambda_0, \lambda_1\},k}(t) \right) \sin(kr) \right] dk
\]

\[
f_r(\{\lambda_0, \lambda_1\}, t) = \delta_{r,0} + \frac{1}{\pi} \int_0^{\pi} \left( \tilde{a}_{\{\lambda_0, \lambda_1\},k}^* \tilde{B}_{\{\lambda_0, \lambda_1\},k} + \tilde{a}_{\{\lambda_0, \lambda_1\},k}^{\dagger} \tilde{B}_{\{\lambda_0, \lambda_1\},k}^* \right) \sin(kr) dk
\]

\[
h_r(\{\lambda_0, \lambda_1\}, t) = -\delta_{r,0} + \frac{1}{\pi} \int_0^{\pi} \left( \tilde{a}_{\{\lambda_0, \lambda_1\},k} \tilde{B}_{\{\lambda_0, \lambda_1\},k}^* + \tilde{a}_{\{\lambda_0, \lambda_1\},k}^* \tilde{B}_{\{\lambda_0, \lambda_1\},k} \right) \sin(kr) dk
\] (2.56)

where \( \delta_{r,0} \) is the Kronecker delta that is different from zero only when \( r = 0 \).

By using Eq. (2.53), for example, one can obtain the explicit expression of \( g_r(\{\lambda_0, \lambda_1\}, t) \), \( f_r(\{\lambda_0, \lambda_1\}, t) \) and \( h_r(\{\lambda_0, \lambda_1\}, t) \) in terms of the Hamiltonian parameters before \( \{\lambda_0\} = \{\gamma, h_0\} \) and after \( \{\lambda_1\} = \{\gamma, h_1\} \) the quench, for the XY model

\[
g_r(\gamma, h_0, h_1, t) = \frac{1}{\pi} \int_0^{\pi} \left( (\cos(k) - h_0)(\cos(k) - h_1) + \gamma^2 (\sin(k))^2 \right) \frac{\Delta(\gamma, h_1, k)^2 \Delta(\gamma, h_0, k)}{\Lambda(\gamma, h_1, k) \Lambda(\gamma, h_0, k)} dk \\
+ \frac{\gamma(h_1 - h_0)}{\pi} \int_0^{\pi} \frac{\cos(4t\Delta(\gamma, h_1, k)\sin(k))(\gamma \cos(k) \sin(k) + (\cos(k) - h_1) \sin(k))}{\Lambda(\gamma, h_1, k)^2 \Lambda(\gamma, h_0, k)} dk
\]

and

31
\[ f_r(\gamma, h_0, h_1, t) = \delta(r) + \frac{i\gamma(h_0 - h_1)}{\pi} \int_0^\pi \frac{\sin(k) \sin(\lambda) \sin(4t \Lambda(\gamma, h_1, k))}{\Lambda(\gamma, h_0, k) \Lambda(\gamma, h_1, k)} dk \]

\[ h_r(\gamma, h_0, h_1, t) = -\delta(r) + \frac{i\gamma(h_0 - h_1)}{\pi} \int_0^\pi \frac{\sin(k) \sin(\lambda) \sin(4t \Lambda(\gamma, h_1, k))}{\Lambda(\gamma, h_0, k) \Lambda(\gamma, h_1, k)} dk \]

where it has been defined

\[ \Lambda(\gamma, h, k) = \sqrt{(h - \cos(k))^2 + \gamma^2 \sin(k)^2} \]

To recover the well known static expression of the fermionic correlation functions, it is enough to take \( h_1 = h_0 \) or \( t = 0 \) equivalently. On the other hand, in the limit of diverging time, the time dependent integrals becomes integrals of rapidly oscillating functions that slowly go to zero. Therefore, in the limit \( t \to \infty \), the functions \( g_r(\gamma, h_0, h_1, \infty) \), \( f_r(\gamma, h_0, h_1, \infty) \) and \( h_r(\gamma, h_0, h_1, \infty) \) retrieve the same symmetries of the stationary case. In particular, \( f_r(\gamma, h_0, h_1, \infty) = -h_r(\gamma, h_0, h_1, \infty) = \delta_{r,0} \), while \( g_r(\gamma, h_0, h_1, \infty) \) becomes

\[ g_r(\gamma, h_0, h_1, \infty) = \frac{1}{\pi} \int_0^\pi \left( \frac{(\cos(k) - \cos(k) - h_1) + \gamma^2 \sin(k)^2}{\Lambda(\gamma, h_1, k)^2 \Lambda(\gamma, h_0, k)} \right) dk \]

Unfortunately, the analogous analytical expressions for the time-dependent correlation functions for the N-clusters Ising models and the N-cluster models in a transverse magnetic field are longer and more cumbersome to write. In any case, they can be recovered from Eq. (2.53) and Eqs. (2.17), (2.18), with \( \{\lambda_0\} = \{\phi_0, N\} \) and \( \{\lambda_1\} = \{\phi_1, N\} \). In complete analogy with the XY model, also in the N-cluster models, the \( g_r(\phi_0, \phi_1, \infty) \), \( f_r(\phi_0, \phi_1, \infty) \) and \( h_r(\phi_0, \phi_1, \infty) \) functions have the same symmetries of the static function \( g_r(\phi_0) \), \( f_r(\phi_0) \) and \( h_r(\phi_0) \). Therefore, it follows that \( f_r(\phi_0, \phi_1, \infty) = -h_r(\phi_0, \phi_1, \infty) = \delta_{r,0} \) while \( g_r(\phi_0, \phi_1, \infty) \neq 0 \) only for \( r = a(N + 2) + 1 \) or \( r = a(N + 1) \) (\( a \) is an integer) respectively for the N-cluster Ising models and N-cluster models in a transverse magnetic field [47, 118].

### 2.4.3 Time-dependent spin correlation functions

With the knowledge of \( g_r(\{\lambda_0, \lambda_1\}, t) \), \( f_r(\{\lambda_0, \lambda_1\}, t) \) and \( h_r(\{\lambda_0, \lambda_1\}, t) \), one can recover all the time-dependent spin correlation functions at any time. In com-
pletely analogy with the stationary case, the evaluation of the time-dependent spin correlation functions depends on the fact that the spin operators commute or anti-commute with parity operator $P_z$.

The time-dependent spin correlation function that commute with $P_z$ can be evaluated directly. I just limit the description to the characteristic examples of the time-dependent spin correlation functions that enter in the reduced density matrix of two spin at a distance $r = 1$

$$
\langle \sigma^z_i \rangle_t = -g_0(\{\lambda_0, \lambda_1\}, t)
$$
$$
\langle \sigma^z_i \sigma^z_{i+1} \rangle_t = g_0(\{\lambda_0, \lambda_1\}, t)^2 - f_{-1}(\{\lambda_0, \lambda_1\}, t)^2
$$
$$
- g_{-1}(\{\lambda_0, \lambda_1\}, t) g_1(\{\lambda_0, \lambda_1\}, t)
$$
$$
\langle \sigma^x_i \sigma^y_{i+1} \rangle_t = i f_{-1}(\{\lambda_0, \lambda_1\}, t)
$$
$$
\langle \sigma^y_i \sigma^y_{i+1} \rangle_t = g_{-1}(\{\lambda_0, \lambda_1\}, t)
$$
$$
\langle \sigma^y_i \sigma^x_{i+1} \rangle_t = g_1(\{\lambda_0, \lambda_1\}, t)
$$

(2.60)

Fermionic correlation functions that are identically zero in the stationary case become different from zero for $t > 0$. In Eq. (2.60), it is pointed out the case of $\langle \sigma^x_i \sigma^y_{i+1} \rangle_t$, and the fact that in the expression of $\langle \sigma^z_i \sigma^z_{i+1} \rangle_t$ appears the term $f_{-1}(\{\lambda_0, \lambda_1\}, t)$, identically zero in the stationary case.

Unfortunately, to evaluate the time-dependent correlation functions associated to spin operators $\hat{O}^{\mu_i}_S$ that do not commute with $P_z$, one needs to use the same trick discussed in Sec. (2.2), for which

$$
\langle \hat{O}^{\mu_i}_S \rangle_t = \sqrt{\lim_{R \to \infty} \langle W^{\mu_i}_{SS+R} \rangle_t}
$$

(2.61)

The expectation value in the r.h.s. of Eq. (2.61) can be evaluated by making use of the Pfaffians, that at $t = 0$ and $t \to \infty$ reduce to the standard determinant [10]. Usually, with the exception of some particular case at $t = 0$ or $t \to \infty$, in which one can use the Szegö theorem ([119]), it is not possible to evaluate analytically the limit of diverging $R$ of the Pfaffians and one is forced to make use of numerical evaluation.
3

Classical nature of ordered phases and origin of spontaneous symmetry breaking

In this chapter, I test the conjecture for which, among the locally inequivalent ground states of the symmetry-breaking ordered phases, the maximally symmetry-breaking ground states (MSBGSs) are the most classical ones, thus selected in real-world situations. I make the conjecture quantitatively precise by proving that the MSBGSs are the most classical ones with respect to three criteria of classicality:

- **Quantum correlations** – For all pairs of dynamical variables (e.g. spins) the MSBGSs are the only ground states that minimize pairwise quantum correlations, as measured by the quantum discord. Moreover, they are the only ground states whose pairwise quantum discord vanishes asymptotically as a function of the intra-pair distance;

- **Local convertibility** – All ground states are locally convertible into MSBGSs via local operations and classical communication (LOCC), while the reverse transformation is impossible;

- **Entanglement distribution** – The MSBGSs are the only ground states that minimize the residual tangle between a dynamical variable and the rest of the system, i.e. the only ground states that satisfy monogamy of entanglement, a quantum constraint on distributed correlations with no classical counterpart, at its minimum.

These three features imply that the mechanism of the spontaneous symmetry-breaking selects the most classical ground states associated to ordered phases of quantum matter.

As standard prototype, I investigate the $XY$ models in a transverse magnetic field $[113, 10]$, which Hamiltonian $H_{\{g,h\}}^{XY}$ I analyzed in chapter (2), obtaining
results of general validity for all systems that belong in the same universality class.

3.1 Pairwise quantum correlations

In this section, I analyze the behavior of one-way discord-type correlations and entanglement between any two spins, for symmetry-preserving and maximally symmetry-breaking ground states. Operationally, one-way discord-type correlations are defined in terms of the distance with respect to the classical-quantum states, i.e. quantum states that are invariant under the action of non trivial local unitary operations. In geometric terms, a bona fide measure of quantum correlations must quantify how much a quantum state discords from classical-quantum states and must be invariant under the action of all local unitary operations. A computable and operationally well defined geometric measure of quantum correlations is the discord of response [109, 50]. The pairwise discord of response $Q_r$ for a two-spin reduced density matrix is defined as:

$$Q_r(\rho_{ij}^{(r)}(u,v)) \equiv \frac{1}{2} \min_{U_i} d_x \left( \rho_{ij}^{(r)}(u,v), \tilde{\rho}_{ij}^{(r)}(u,v) \right)^2,$$  

where $\rho_{ij}^{(r)}(u,v)$ is the state of two spins $i$ and $j$ at a distance $r$, with arbitrary amplitudes as pointed out in Sec. (2.3), $\tilde{\rho}_{ij}^{(r)}(u,v) \equiv U_i \rho_{ij}^{(r)}(u,v) U_i^\dagger$ is the two-spin state transformed under the action of a local unitary operation $U_i$ acting on spin $i$, and $d_x$ is any well-behaved, contractive distance (e.g. Bures, trace, Hellinger) of $\rho_{ij}^{(r)}$ from the set of locally unitarily perturbed states, realized by the least-perturbing operation in the set. The trivial case of the identity is excluded by considering only unitary operations with harmonic spectrum, i.e. the fully non-degenerate spectrum on the unit circle with equispaced eigenvalues.

For pure states the discord of response reduces to an entanglement monotone, whose convex-roof extension to mixed states is the so-called entanglement of response $E_r$ [48, 91, 41]. Therefore, the entanglement and the discord of response quantify different aspects of bipartite quantum correlations, via two different uses of local unitary operations. The discord of response arises by applying local unitaries directly to the generally mixed state, while the entanglement of response stems from the application of local unitaries to pure states. By virtue of their common origin, it is thus possible to perform a direct comparison between these two quantities.

In terms of the trace distance, which will be relevant in the following, the two-body entanglement of response is simply given by the squared concurrence [128, 109], whereas the two-body discord of response relates nicely to the trace
3.1.1 Symmetry-preserving ground states

I first compare the two-body entanglement of response $E_r$ and the two-body discord of response $Q_r$ in symmetry-preserving ground states. In Fig. (3.1) I plot these two quantities, for two neighboring spins ($r = 1$), as functions of the external field $h$ and for different values of the anisotropy $\gamma$. By fixing an intermediate value of $\gamma$, $E_1$ and $Q_1$ exhibit very different behaviors. $E_1$ features two maxima at $h = 0$ and a $h > h_c$ and two minima at $h = h_c$ (factorization point) and $h \to \infty$ (saturation). On the contrary, $Q_1$ always features a single maximum, that can be either in the ordered phase ($h < h_c$) or in the paramagnetic one ($h > h_c$), depending on $\gamma$, and disappears for $h \to \infty$. Indeed, at the factorizing field $h = h_f$ and for any $\gamma \neq 0,1$, the symmetry-preserving ground state is not completely factorized but rather is a coherent superposition of the two completely factorized symmetry-breaking ground states. Consequently, while the two-body entanglement of response must vanish in accordance with the convex roof extension, the two-body discord of response remains always finite.
Figure 3.2: (Color online) Behavior of the two-body trace distance-based discord of response $Q_r$ (left panel) and two-body trace distance-based entanglement of response $E_r$ (right panel) for symmetry-preserving ground states, in the thermodynamic limit, as functions of the external field $h$, in the case of $\gamma = 0.4$, for different inter-spin distances $r$. Solid blue curve: $r = 2$; dashed red curve: $r = 3$; dot-dashed green curve: $r = 8$; dotted black curve: $r = \infty$. In both panels, the two solid vertical lines correspond, respectively, to the factorizing field (left) and to the critical field (right).

Moreover, in Fig. (3.2) I plot the behavior of $E_r$ and $Q_r$ for different inter-spins distances $r$, as a function of the external field and for a fixed value of $\gamma = 0.4$. Due to the monogamy of the squared concurrence [30, 98], $E_r$ dramatically drops to zero as $r$ increases, in agreement with Ref. [3]. On the contrary, while in the disordered and critical phases $Q_r$ vanishes as $r$ increases, in the ordered phase $Q_r$ remains different from zero, even in the limit of infinite $r$. Indeed, in both the disordered and critical phases, the only non-vanishing spin correlation functions are $\langle \sigma^z_i \rangle$ and $\langle \sigma^z_i \sigma^z_{i+r} \rangle$, so that the two-body reduced state can be written as a classical mixture of eigenvectors of $\sigma^z_i \sigma^z_{i+r}$. In the ordered phase, also the two-body correlation function $\langle \sigma^x_i \sigma^x_{i+r} \rangle$ appears, thus preventing the two-body ground state from being a mixture of classical states.

3.1.2 Maximally symmetry-breaking ground states

In this section, I compare the two-body entanglement of response and discord of response for maximally symmetry-breaking ground states.

In Fig. (3.3), I plot $E_1$ and $Q_1$ for two neighboring spins, as a function of the external field and for different values of the anisotropy $\gamma$. It is evident that only the two-body discord of response is affected by the symmetry-breaking. In fact, according to Ref. [100], the concurrence and, consequently, the two-body entanglement of response, attains the same value for any $h \geq h_f$ both in the
Figure 3.3: (Color online) Behavior of the nearest-neighbor trace distance-based discord of response $Q_1$ (left panel) and nearest-neighbor trace distance-based entanglement of response $E_1$ (right panel) for maximally symmetry-breaking ground states, as functions of the external field $h$ and for different values of the anisotropy $\gamma$. Solid blue curve: $\gamma = 0.2$; dashed red curve: $\gamma = 0.4$; dot-dashed green curve: $\gamma = 0.6$; double-dot-dashed black curve: $\gamma = 0.8$; dotted orange curve: $\gamma = 1$. In both panels, to each curve there corresponds a vertical line denoting the associated factorizing field $h_f$. The rightmost vertical line denotes the critical field $h_c = 1$.

symmetry-preserving and the symmetry-breaking ground states. Otherwise, if $h < h_f$, there is a slight enhancement in the pairwise entanglement of response in the symmetry-breaking ground states compared to the corresponding symmetry-preserving ones. On the contrary, the two-body discord of response undergoes a dramatic suppression in the entire ordered phase $h < h_c$, when moving from symmetry-preserving to symmetry-breaking ground states.

Moreover, in Fig. (3.4), I plot the behavior of $E_r$ and $Q_r$ for different inter-spins distances $r$, as a function of the external field and for a fixed value of $\gamma = 0.4$. Moving from symmetry-preserving to maximally symmetry-breaking ground states, both the two-body entanglement of response and the two-body discord of response vanish asymptotically with increasing inter-spin distance $r$. The behavior of the two-body entanglement of response is again due to the monogamy of the squared concurrence [30, 98]. The behavior of the two-body discord of response, instead, is due to the fact that also $\langle \sigma_i^x \rangle$ and $\langle \sigma_i^x \sigma_{i+r}^z \rangle$ are nonvanishing in the limit of infinite inter-spin distance $r$. This feature allows to write any two-spin reduced density matrix obtained from the symmetry-breaking ground states as a classical mixture of eigenvectors of $O_i O_{i+r}$, where $O_i$ is an Hermitian operator defined on the $i$-th site as $O_i = \cos \beta \sigma_i^z + \sin \beta \sigma_i^x$, with $\tan \beta = \langle \sigma_i^x \rangle / \langle \sigma_i^z \rangle$.

It can be concluded that the pairwise quantum correlations between any two
spins, as quantified by the two-body discord of response and two-body entanglement, decreases significantly in the entire ordered phase, when symmetry breaking is taken into account. In particular, these two-body correlations measures are minimized and disappear in the limit of infinite intra-pairs distance \( r \) only for maxymally symmetry-breaking ground states. Thus, the MSBGSs are the only ground states that satisfy the first criterion of classicality.

### 3.2 Global properties of quantum correlations

I now investigate the nature of quantum ground states in the ordered phase, with respect to the properties of local convertibility and entanglement distribution.

#### 3.2.1 Local convertibility

In general, given two pure bipartite quantum states, \( |\psi_1\rangle \) and \( |\psi_2\rangle \), one says that \( |\psi_1\rangle \) is locally convertible into \( |\psi_2\rangle \), if \( |\psi_1\rangle \) can be transformed into \( |\psi_2\rangle \) by using only local quantum operations and classical communication (LOCC), and the aid of an ancillary entangled system [71, 72].

This concept of local convertibility can be formalized in terms of the entire hierarchy of the Rényi entanglement entropies \( S_\alpha(\rho_A) = \frac{1}{1-\alpha} \log_2 \left[ Tr(\rho_A^\alpha) \right] \) of
the reduced density operator $\rho_A$ of a subsystem $A$, which provides a complete characterization of the entanglement spectrum and its scaling behavior in different quantum phases [49]. The necessary and sufficient condition for a bipartite state $|\psi_1\rangle$ to be locally convertible into another state $|\psi_2\rangle$ is that the inequality $S_\alpha(\psi_1) \geq S_\alpha(\psi_2)$ holds for all bipartitions and for all $\alpha > 0$ [122]. Local convertibility has been recently applied to the characterization of topological ordered phases and to the computational power of different quantum phases [56, 33, 32].

It was previously shown that symmetric ground states are always locally convertible among themselves for $h_f < h < h_c$, and never for $h < h_f < h_c$ [49]. Here, I extend the results, by investigating the local convertibility property of all quantum ground states in the ordered phase. In Fig. (3.5), I report the behavior of the Rényi entropies $S_\alpha$, as functions of the different ground states and for a subsystem $A$ made of $\ell$ contiguous spins, while in Fig. (3.6) I report it for a

Figure 3.5: (Color online) Behavior of the Rényi entropies $S_\alpha(\rho_A)$ as functions of the different ground states in the ordered phase $h < h_c$, for a subsystem $A_\ell$ made of $\ell$ contiguous spins. Each line stands for a different value of $\alpha$. Black dotted line: $\alpha = 0.5$. Green solid line: $\alpha \to 1^+$ (von Neumann entropy). Blue dot-dashed line: $\alpha = 3$. Red dashed line: $\alpha \to \infty$. The different ground states are parameterized by the superposition amplitudes $u = \cos(\theta)$ and $v = \sin(\theta)$. The two vertical lines correspond to the two MSBGSs, respectively obtained for $\theta = \pi/4$ and $\theta = 3\pi/4$. The Hamiltonian parameters are set at the intermediate values $\gamma = 0.5$ and $h = 0.5$. 
3.2.2 Entanglement distribution

I now compare symmetry-breaking and symmetry-preserving ground states with respect to entanglement distribution. The monogamy inequality imposes how bipartite entanglement may be distributed among many parties [30, 98].
For a given system of $N$ spins-1/2 it reads:

$$\tau(i|N-1) \geq \sum_{j=1}^{N-1} \tau(i|j) \; j \neq i, \; \forall \; i . \tag{3.2}$$

In the above expression, $\tau = C^2$ is known as the tangle, where $C$ is the concurrence $[62, 128]$. The l.h.s. quantifies the bipartite entanglement between one particular reference spin $i$, arbitrarily chosen in the system, and all the remaining $N-1$ spins. The r.h.s. is the sum of all the pairwise entanglements between the reference spin and each of the remaining $N-1$ spins. The inequality implies that entanglement cannot be freely distributed among multiple quantum parties $N \geq 3$.

The residual tangle $\tilde{\tau}$ is the positive semi-definite difference between the l.h.s and the r.h.s in Eq. (3.2). It measures the amount of entanglement not quantifiable as elementary bipartite spin-spin entanglement. Its minimum value, compatible with monogamy, provides yet another quantitative criterion for classicality.

In the $XY$ models, since the expectation value of $\sigma^y_i$ vanishes on each element of the ground space, the expressions of the tangle $\tau$ and the residual tangle $\tilde{\tau}$ for any arbitrarily chosen spin in the chain respectively read

$$\tau = 1 - m_z^2 - (u^*v + v^*u)^2m_x^2 , \tag{3.3}$$

$$\tilde{\tau} = \tau - 2 \sum_{r=1}^{\infty} C_r^2(u,v) \geq 0 , \tag{3.4}$$

where $m_z = \langle e|\sigma^z_i|e \rangle = \langle o|\sigma^z_i|o \rangle$ is the on-site magnetization along $z$, $m_x = \langle e|\sigma^x_i|o \rangle = \langle o|\sigma^x_i|e \rangle$ is the order parameter, and $C_r(u,v)$ stands for the concurrence between two spins at a distance $r$, for an arbitrary ground state $|g(u,v)\rangle$, Eq. (2.36).

By comparing all ground states (symmetric, partially symmetry-breaking, maximally symmetry-breaking), if $h < h_f < h_c$ the spin-spin concurrences are maximum in the MSBGSs [100]. If $h_f < h < h_c$, they are equal on each ground state, because they do not depend on the superposition amplitudes $u$ and $v$. It immediately follows that the sum in the r.h. of Eq. (3.4) is maximized by the MSBGSs, i.e. the residual tangle is minimized by the MSBGSs. Therefore, the MSBGSs are the only ones that satisfy the third quantitative criterion of classicality.
4

Quench of a symmetry-breaking ground state

In this chapter, I analyze how evolves the distinguishability between locally inequivalent ground states, i.e. ground states that differ for expectation values of some local physical observable defined on a finite subset, after a quench of the Hamiltonian parameters. It has been observed, in chapter (3), that, among locally distinguishable ground states, the MSBGSs are the most classical ones and thus the only ones selected in real-world situations. It is therefore natural to wonder if the image of an integrable system, that starts in one of its distinguishable ground states of a symmetry-breaking ordered phase, after a sudden change of the Hamiltonian parameters, still preserves any information about the particular initial ground state. I introduce a way to quantify the local distinguishability in terms of the trace distance between reduced density matrices, obtained projecting on the same subset different ground states, and I prove that, for several integrable models, with different classes of symmetry, the local distinguishability exponentially disappears in time [51].

4.1 A quantitative approach to the distinguishability

In this section, I provide a quantitative approach to the distinguishability between two different ground states, in a symmetry-breaking ordered phase. I consider the XY models in a transverse magnetic field and the N-cluster Ising models, one dimensional systems of spin-1/2, described by the translational invariant Hamiltonians \( H_{XY}^{\{\gamma,h\}} \) and \( H_{CI}^{\{\phi\}} \) of Eqs. (2.1) and (2.2) respectively, that satisfy the parity symmetry respect to a spin direction, regardless the values of the Hamiltonian parameters \( \{\lambda\} \).

The reduced density matrix \( \rho(u,v,S) \), obtained projecting a generic ground state in a generic finite subset \( S \), according with Sec. (2.3), is the tool to deal with the problem of the local distinguishability. For a block \( S \) made by \( L \) spins
(S = \{i_1, \cdots, i_L\}), it can be expressed as the sum of a symmetric part \(\rho_{\text{sym}}(S)\), i.e. the reduced density matrix obtained from the even \(|\varepsilon_{\{\lambda\}}\rangle\) or the odd \(|\theta_{\{\lambda\}}\rangle\) ground states, that commute with the parity operator, and a traceless matrix \(\tilde{\chi}(S)\), that includes all the symmetry-breaking correlation functions, i.e. all the terms that are nonvanishing only in presence of a symmetry-breaking, as in Eq. (2.41)

\[
\rho(u, v, S) = \rho_{\text{sym}}(S) + (u^*v + v^*u)\tilde{\chi}(S) \tag{4.1}
\]

Two state are locally distinguishable if there exist a finite subset \(S\) for which the two reduced density matrices are different. Hence, a quantity measure of the distance between two reduced density matrices, it is also a measure of their distinguishability. For sake of simplicity, I work with the trace distance [94] that allows to simplify our analysis. From the definition, the maximum distance between two reduced density matrices is reached when the two states are the symmetric ground state and the maximally symmetry-breaking ground state respectively. Named \(\rho_{\text{max}}(S)\) the reduced density matrix obtained projecting the maximally symmetry-breaking ground state on \(S (u = v = 1/\sqrt{2})\)

\[
\rho_{\text{max}}(S) = \rho_{\text{sym}}(S) + \tilde{\chi}(S) \tag{4.2}
\]

and \(D_S\) the maximum of the local distinguishability

\[
D_S = \|\rho_{\text{max}}(S) - \rho_{\text{sym}}(S)\| \tag{4.3}
\]

it follows that

\[
D_S = \frac{1}{2} \sum_{i=1}^{2^L} |v_i| \tag{4.4}
\]

where the \(\{v_i\}\) is the set of the eigenvalues of the traceless matrix \(\tilde{\chi}(S)\), that are functions of the symmetry-breaking spin correlation functions with support in \(S\).

In static conditions, for a system in a magnetically ordered phase, \(D_S\) is always different from zero, because there exist a magnetic order parameter, regardless the choice of \(S\). For other kind of orders, as the nematic one [78, 47], in which the symmetry-breaking order parameter has a support greater than one single spin, \(D_S\) is different from zero or not depending on the fact that \(S\) has a dimension comparable with the order parameter or not.

What happens when one introduces the time dependence? The results can be easily generalized to the time dependent situations, for which the evolution is due to a sudden quench of the Hamiltonian parameters \(\{\lambda\}\), from \(\{\lambda_0\}\) to \(\{\lambda_1\}\). In such cases \(H_{\{\lambda_0\}}, H_{\{\lambda_1\}}\) and also the time-evolution unitary operator
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$U_{\{\lambda_1\}} = \exp(-tH_{\{\lambda_1\}}) t$ will commute with the parity. This implies that the time evolution induced by $U_{\{\lambda_1\}}$ does not change the superposition coefficient in Eq. (2.36). Therefore, to evaluate the time dependent distance between the two reduced density matrices, it is enough to determine the set of the eigenvalues of time-dependent traceless matrix $\tilde{\chi}(S, t)$. Hence, one can generalized the maximum of the distinguishability of Eq. (4.4) to the dynamic case $D_S(t)$ as

$$D_S(t) = \frac{1}{2} \sum_{i=1}^{2^d} |v_i(t)|$$  \hspace{1cm} (4.5)

where $v_i(t)$ are the time dependent eigenvalues of $\tilde{\chi}(S, t)$, defined as

$$\tilde{\chi}(S, t) = \rho^{max}(S, t) - \rho^{sym}(S, t)$$  \hspace{1cm} (4.6)

In Eq. (4.6), $\rho^{max}(S, t)$ and $\rho^{sym}(S, t)$ are the straightforward generalization to the dynamic case of the reduced density matrices $\rho^{max}(S)$ and $\rho^{sym}(S)$.

### 4.2 Numerical results for the XY model

In this section, I apply the quantitative approach to local distinguishability described in the previous section to the XY model in a transverse magnetic field, the well known one-dimensional spin-1/2 model described by the Hamiltonian $H^{XY}_{\{\gamma, h\}}$ of Eq. (2.1)

$$H^{XY}_{\{\gamma, h\}} = -\frac{1}{2} \sum_j \sigma^x_j \sigma^x_{j+1} - \frac{1}{2} \sum_j \sigma^y_j \sigma^y_{j+1} - h \sum_j \sigma^z_j \hspace{1cm} (4.7)$$

where the two Hamiltonian parameters are respectively the anisotropy $\gamma$ and the transverse external field $h$.

The XY models satisfy the hypothesis considered in the previous section, i.e. the Hamiltonian in eq. (4.7) always commutes with the parity operator along $z$ direction, $P_z = \bigotimes_i \sigma^z_i$, and it shows a magnetically ordered phase for $\gamma \in (0, 1)$ and $h < h_c \equiv 1 \{13, 10\}$, in which the parity symmetry is broken by an order parameter equal to

$$\langle \sigma^x_i \rangle = \frac{\gamma^2 (1 - h^2)^{1/8}}{2(1 + \gamma)^{1/2}}. \hspace{1cm} (4.8)$$

The order parameter $\langle \sigma^x_i \rangle$ never vanishes in the magnetically ordered phase, regardless the choice of $S$. Consequently, the maximum of the distinguishability in the static condition $D_S$ never vanishes. On the contrary, for the dynamic situation there is no closed formula. However, by applying the methods described
Figure 4.1: (Color online) Behavior of the time-dependent distinguishability for two different sudden quenches of the Hamiltonian parameter for the $XY$ model. Fixing the anisotropy $\gamma = 0.5$, in the left panel I report the results for the external field quenched from $h_0 = 0.2$ to $h_1 = 0.8$, while in the right panel, the external field is quenched from $h_0 = 0.4$ to $h_1 = 1.2$. In both cases, in the main plot one can observe the behavior of the maximal distinguishability $D_S(t)$ as a function of the time $t$, for subsystem $S$ made by one single spin (Black dotted line), two neighbors spins (Blue dot-dashed line), two next neighbor spins (Red dashed line) and three spins (Green lines). In the inset at the top right, it is plotted a zoom of the main inset for very short times, in which the transient is highlighted. In the inset at the bottom left, it is plotted the behavior of the absolute value of the magnetizations $\langle \sigma^x_i \rangle$ along the $x$ (Black line) and $\langle \sigma^y_i \rangle$ along the $y$ (Red line) axes respectively.

In the Sec. (2.4), it can be derived the behavior of $D_S(t)$, as a function of time, for several choice of initial and final Hamiltonian parameters. In Fig. (4.1) I plot $D_S(t)$ for a fixed value of the anisotropy $\gamma$ and for two quenches of the external field $h_0 = 0.2$, $h_1 = 0.8$ and $h_0 = 0.4$, $h_1 = 1.2$ in the left and right panels respectively. After a short transient, in which the maximum of the time-dependent local distinguishability can increase with respect to the static case, $D_S(t)$ shows an exponential decay $e^{-t/\tau}$, which a common time scale $\tau$. The presence, duration and relevance of the transient depend on the difference between the initial and final sets of the Hamiltonian parameters and on the choice of $S$: it becomes more and more relevant as the size of $S$ increase and the distance between the initial and final Hamiltonian parameters decreases. The time scale $\tau$, instead, does not depend on $S$ but depends on the parameters of the system before and after the quench: it increases as the two sets become closer and closer. As en example, in Fig. (4.2) I report the behavior of the time scale $\tau$ as function of the external field $h_1$, in the $XY$ model, for several sets of the initial parameters $\gamma_0 = \gamma_1$ and $h_0$. 
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Figure 4.2: (Color online) Behavior of time scale $\tau$, as a function of the final external field $h_1$, in the $XY$ models, for several sets of the initial parameters and for different quenches that involve only the external field. Black circles represent the case in which $\gamma_0 = \gamma_1 = 0.8$ and the initial value of the external field is $h_0 = 0.2$; red squares stand for the case in which $\gamma_0 = \gamma_1 = 0.5$ and $h_0 = 0.5$; blue stars represent the case in which $\gamma_0 = \gamma_1 = 0.2$ and $h_0 = 0.8$.

The exponential decay of $D_S(t)$ is a consequence of the exponential decay that characterizes all the symmetry-breaking correlation functions with support included in $S$. In the bottom left insets of Fig. (4.1), I plotted some of these correlation functions. It is evident that the time evolution induced by a sudden quench of the Hamiltonian parameters forces a magnetization along $y$ direction that in the static condition is equal to zero and that vanishes in the limit of large times. A similar behavior is also shared by all the other symmetry-breaking correlation functions, that in the static condition vanish, and also by the correlation functions which operators commute with the parity, that in static condition vanish and that in the steady state disappear with a behavior slower than an exponential one. This fact immediately implies that, regardless the choice of $S$, the steady state, realized in the limit of diverging time, has no memory about the superposition of the initial ground states, i.e. for any subset $S$, the reduced density matrix of the steady state $\rho(u, v, S, t \to \infty)$ holds the same symmetries of the reduced density matrix obtained from the symmetric ground state in the stationary condition $\rho_{\text{sym}}(S)$.

However, the two states show very different physical properties, due to the disappearance of the order parameter and the associated long range order. The most relevant example of such differences is the value of the mutual information between two macroscopically separated spins. In fact, it is known [57] that the symmetric ground states in a ferromagnetic phase are characterized by a non vanishing mutual information between two very far spins, associated to the presence of a non zero order parameter $m_x$. 
Figure 4.3: (Color online) Behavior of the absolute values of the differences $\Delta$ for four symmetry-breaking correlation functions, obtained choosing $R_{\text{MAX}} = R + \Delta R$ and $R_{\text{MAX}} = R$, as function of time, for a fixed set of the Hamiltonian parameters $\gamma = 0.8$, $h_0 = 0.2$ and $h_1 = 0.8$. I have arbitrarily chosen $\Delta R = 10$. The different curves stands for: black circles (left-most curve) $R = 20$; red squares $R = 40$; blue stars $R = 60$; green upward triangles $R = 80$; orange downward triangles (right-most curve) $R = 100$; From the top left ,in the clockwise order, I have plotted the difference for the following correlation functions $\langle \sigma_i^x \rangle$, $\langle \sigma_i^y \rangle$, $\langle \sigma_i^x \sigma_{i+1}^x \rangle$ and $\langle \sigma_i^z \sigma_{i+1}^z \rangle$. The lines at $10^{-9}$ indicate the computational noise upper limit at which the differences become significant.

\[
\mathcal{I}_2(\infty) = \log_2 \left[ 1 + \frac{m_x^4(1 - (uv^* + vu^*)^4)}{(1 + m_z^2 + m_x^2(\nu v^* + vu^*)^2)^2} \right]
\]  

(4.9)

However, after the quench, all the correlation functions that break the parity symmetry, including also the order parameter $m_x$, go rapidly to zero, implying the disappearance of the mutual information. This represent a further proof of the fragility of the states with global entanglement, detected by the persistence of a non vanishing mutual information in the limit of large distance between the spins [57].

I want to point out that the expectation values of the operators that anticommutes with $P_z$, i.e. $\langle \mathcal{O}^{[\mu]}_S \rangle_t = \sqrt{\lim_{R \to \infty} \langle W^{[\mu]}_{S \cup S + R} \rangle_t}$, cannot be evaluated
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analytically, with the exception of some particular case at $t = 0$ or $t \to \infty$, in which one can use the Szegö [119] theorem, as pointed out in Sec. (2.4) This forces to make numerical evaluations, that limits the use of a value of $R$, named $R_{\text{MAX}}$, large but finite. In which limit this approximation is valid? In Fig. (4.3), I report the differences between evaluations of four symmetry-breaking correlation functions, made with two different $R_{\text{MAX}}$ ($R_{\text{MAX}}$ and $R_{\text{MAX}} + \Delta R$ with $\Delta R = 10$), for the $XY$ models. If the difference is greater than the computational noise, set arbitrarily to $10^{-9}$, the estimation of $\langle \hat{O}_A^{\{\mu_i\}} \rangle$ with that $R = R_{\text{MAX}}$ is not accurate. All the curves have a very similar pattern. Up to a certain time $t^*(R_{\text{MAX}})$, that grows with the increase of $R_{\text{MAX}}$, the difference is comparable with the computational noise. When $t$ becomes greater than $t^*(R_{\text{MAX}})$, it can be observed a coherent increment of the difference, that saturates to a small threshold value, but nonetheless significant and not negligible with workable value of $R_{\text{MAX}}$. For this reason, all the results showed in the main text are obtained considering $t$ always less that $t^*(R_{\text{MAX}})$.

4.3 Numerical results for the $N$-cluster Ising models

In the previous section, in the framework of the $XY$ models, I proved that the maximum of the local distinguishability, after a sudden quench of the Hamiltonian parameters, goes to zero exponentially in time, regardless the particular choice of the initial and final set of Hamiltonian parameters, and of the subset $S$. As a consequence, in the limit of very large time, the system loses completely any information about the particular initial ground state. The question that naturally arises is: how general is this picture?

In the attempt to provide an answer to this question, I extend the analysis to different models with a symmetry-breaking ordered phase, the well known $N$-cluster Ising models [118, 46, 47], described by the Hamiltonian $H_{\{{\phi}\}}^{cI}$ of Eq. (2.2)

$$H_{\{{\phi}\}}^{cI} = -\cos(\phi) \sum_j \sigma_j^x Z_j^N \sigma_{j+N+1}^x + \sin(\phi) \sum_j \sigma_j^y \sigma_{j+1}^y \quad (4.10)$$

where $\phi$ is the phase parameter, that controls the relative weight of the cluster and Ising interaction terms and $Z_i^N = \bigotimes_{k=1}^N \sigma_{i+k}^z$

This family of models is relevant for the analysis, because it includes different Hamiltonians that fall into different classes of symmetry, that are not violated in the symmetry-breaking ground states, with the only exception of the parity along the $z$ direction, with an order parameter for $\phi > \phi_c = \pi/4$ equal to 51
Figure 4.4: (Color online) Behavior of the time-dependent distinguishability for two different sudden quenches of the Hamiltonian parameters for the $N$-cluster Ising models, with $N = 1$. In the left panel, I report the results for the phase parameter $\phi$ quenched from $\phi_0 = \frac{5}{16}\pi$ to $\phi_1 = \frac{7}{16}\pi$, while in the right panel, $\phi$ is quenched from $\phi_0 = \frac{3}{8}\pi$ to $\phi_1 = \frac{1}{8}\pi$. In both cases, in the main plot one can see the behavior of the maximum of the distinguishability $D_S(t)$ as a function of the time $t$, for subsystem $S$ made by one single spin, two neighbors spins and two next neighbor spins (Black dotted line), and three spins (Red solid line). In the inset, it is plotted a zoom of the main inset for very short times, in which the transient is highlighted.

\[
(-1)^i \langle \sigma_i^y \rangle = \left(1 - \tan(\phi)\right)^{-\frac{N+2}{8}}
\]  

(4.11)

I extend to these models the same analysis made for the $XY$ models in the previous section. In Fig. (4.4), I plot the numerical results for the maximum of the time-dependent distinguishability $D_S(t)$ as a function of the time $t$, for two different quenches of the parameter $\phi$. Comparing the results for the $N$-cluster Ising models with the results for the $XY$ models in Fig. (4.1), one can see several analogies and differences.

In completely analogy with the $XY$ models, also for the $N$-cluster Ising models $D_S(t)$, after a transient in which it may increase, shows an exponential decay, which time scale does not depend on $S$ but only on the values of $\phi$ before and after the quench. Therefore, the steady state, realized at a very large time, loses all the informations about the particular initial ground state.

On the contrary, the presence of other symmetries that are preserved in the symmetry-breaking ground states plays an extremely important role. In fact, if one takes a look at the two-body fermionic correlation functions $g_r(\phi_0, \phi_1, t)$, $f_r(\phi_0, \phi_1, t)$ and $h_r(\phi_0, \phi_1, t)$ of the $N$-cluster Ising models, one notes that, in the stationary case, $f_r(\phi_0) = -h_r(\phi_0) = \delta_{r0}$, in completely analogy with the $XY$ models, and $g_r(\phi_0) = 0 \forall r \neq a(N + 2) + 1$, whith $a$ an integer [118, 47], differently from the $XY$ models, where all the $g(\gamma, h_0, r) \neq 0$. Such a difference
implies that the only spin correlation functions, which support is included in a subsystem $S$ with a size $L < N + 2$, different from zero in static conditions can be $\langle \sigma^y_i \rangle$. Consequently, $D_{S_1} = D_{S_2}$ if $L_{S_1}, L_{S_2} < N + 2$.

After the quench, instead, the two-body fermionic correlation functions depend on time. But, independently of the parameters before and after the quench, at any time $t > 0$, $g(\phi_0, \phi_1, r, t) = 0 \forall r \neq a(N + 2) + 1$ and $f(\phi_0, \phi_1, r, t) = -h(\phi_0, \phi_1, r, t)$ with $f(\phi_0, \phi_1, r, t) = 0 \forall r \neq a(N + 2)$. As a consequence, all the symmetry-breaking spin correlation functions, which operators have a support in a subsystem $S$ with a size $L < N + 2$ remain zero also after the quench. In completely analogy with the stationary case, this results is due to the presence of residual symmetries of the system that are not violated by the ground states that break the parity symmetry. Consequently, $D_{S_1}(t) = D_{S_2}(t)$ if $L_{S_1}, L_{S_2} < N + 2$, as a generalization to the time dependence of the stationary results.
In this chapter, following the great interest of the scientists towards systems with orders that do not have classical counterparts, I analyze a family of fully analytical solvable spin-1/2 models, named \( N \)-cluster models in a transverse magnetic field, in which a many-body cluster interaction competes with a uniform transverse magnetic field. These models, independently by the cluster size \( N + 2 \), exhibit a quantum phase transition, that separates a paramagnetic phase from a cluster one, that corresponds to a nematic ordered phase or a symmetry protected topological ordered one for even or odd \( N \) respectively. I analytically solve the models and derive all the spin correlation functions, with which I reconstruct the reduced density matrix and different entanglement properties. In particular, I prove that, in contrast with the models analyzed in Ref. [47], for any value of \( N \) there is a region of the parameter \( \phi \) for which the entanglement between a pair of spins, as quantified by the concurrence, does not vanish. Moreover, by analyzing the relation between conformal field theory [64] and the divergence of the block entanglement, at a quantum critical point \( \phi = \phi_c = \pi/4 \), I prove that all different models fall in different classes of symmetry, because the central charge turns out to be dependent on \( N \).

### 5.1 Solution of the models

The Hamiltonian of equation (2.3) for the \( N \)-cluster models in a transverse magnetic field reads

\[
H^\text{ch}_{\{\phi,N\}} = -\cos(\phi) \sum_j \sigma_j^x Z^N_j \sigma_{j+N+1}^x + \sin(\phi) \sum_j \sigma_j^z \tag{5.1}
\]

where \( \sigma_j^x (x = 0, x, y, z) \) are the Pauli matrices, \( Z^N_j = \otimes_{k=1}^N \sigma_{j+k}^z \) and \( \phi \) is the phase parameter that controls the relative weight of the interacting terms.
In these models a many-body cluster interaction term competes with an external magnetic field that acts uniformly on all spins of the system. Independently by the cluster size $N + 2$, these models exhibit a quantum phase transition at $\phi_c = \pi/4$, that separates a paramagnetic phase from a cluster phase, that corresponds to a nematic ordered phase or a symmetry protected topological ordered one for even or odd $N$ respectively.

By following the well-known approach based on the Jordan-Wigner (JW) transformations [73] and illustrated in the Sec. (2.1), the one dimensional spin-1/2 Hamiltonian $H^{ch}_{\{\phi,N\}}$ can be mapped into a non-interacting spinless fermions Hamiltonian, freely moving along the chain [84, 9, 10, 118, 47], where, thanks the non locality of the JW, the cluster term, involving an interaction among $N + 2$ spins, is mapped into a two body fermionic term, involving an interaction between sites at distance $N + 1$. Thanks to a Fourier transform on the fermionic operators, one can solve the problem and derive the exact ground state $|\psi_{\{\phi,N\}}\rangle$ and the associated energy density $E_{\{\phi,N\}}$, in the thermodynamic limit, as in Eqs. (2.23) and (2.24) respectively. 

Explicitly, the expression of the energy density is given by 

$$E_{\{\phi,N\}} = -\frac{2}{\pi} \int_0^{\pi} \sqrt{1 + \cos((N + 1) k) \sin(2\phi)} dk \quad (5.2)$$

According to the general theory of the continuous phase transitions at zero
temperature \([113]\), the divergence of the second derivative of the energy density, with respect to the Hamiltonian parameters, signals the presence of a quantum critical point. In Fig. (5.1), I plot the second derivative of the energy density as a function of the phase parameter \(\phi\). It clearly shows a divergence at \(\phi = \phi_c \equiv \pi/4\), independently by \(N\). The singularity corresponds to the vanishing energy gap between the ground and the first excited state with modes \(k = j\pi N + 2\), where \(j\) runs from 0 to \(N + 1\).

### 5.2 The spin correlations functions

With the analytic expression of the ground state \(|\psi_{\{\phi,N\}}\rangle\) of the Hamiltonian \(H_{\{\phi,N\}}\), all the spin correlation functions can easily be derived. By following the method illustrated in Sec. (2.2), it immediately follows that

\[
\begin{align*}
\langle A_i \rangle &= 0 \\
\langle B_i \rangle &= 0 \\
\langle A_i A_k \rangle &= \delta_{ik} \\
\langle B_i B_k \rangle &= -\delta_{ik} \\
\langle B_i A_k \rangle &= g_{i,k}(\phi,N) \equiv g_r(\phi,N)
\end{align*}
\]

with \(r = i - k\). The explicit expression of the non-trivially zero fermionic correlation function \(g_r(\phi,N)\) can be obtained from the explicit expression of \(a_{\{\phi,N\},k}\) and \(b_{\{\phi,N\},k}\) of Eq. (2.22), in terms of the \(e_{\{\phi,N\},k}\) and \(\delta_{\{\phi,N\},k}\) of Eq. (2.18)

\[
g_r(\{\phi\}, N) = \frac{1}{\pi} \int_0^{\pi} \frac{\cos(k(N + 1 + r))\cos\phi + \cos(kr)\sin\phi}{\sqrt{1 + \cos((N + 1)k)\sin(2\phi)}} \, dk .
\]

Solving this integral, one note that if \(r \neq l(N + 1)\), where \(l\) is an integer number that runs from \(-\infty\) to \(\infty\), then the \(g_r(\phi,N)\) vanishes for all values of \(\phi\). This fact, plays a fundamental role in the behavior of the entanglement property among different spins.

From Eqs. (5.3) and (5.4), one can recover all the spin correlation functions of interest, and I point out some interesting results about some specific ones.

The presence of the external field along the \(z\) axis forces a magnetization along the \(z\) direction, i.e. \(\langle \sigma_j^z \rangle\), that it equals to

\[
\langle \sigma_j^z \rangle = -g_0(\phi,N)
\]
and, therefore, it is always different from zero for all possible values of \( \phi \neq 0 \) and for all possible \( N \).

The two-body spin correlation functions, instead, can be written as \( \langle \sigma_1^\mu \sigma_1^\nu \rangle \) with \( \mu = x, y, z \). If \( \mu \equiv z \), the correlation function \( \langle \sigma_1^z \sigma_1^z \rangle \) have a very simple expression in terms of \( \hat{g}_r(\phi, N) \)

\[
\langle \sigma_i^z \sigma_i^z \rangle = g_0(\phi, N)^2 - g_r(\phi, N)g_{-r}(\phi, N)
\]

(5.6)

In the case of \( r \neq l(N + 1), \forall l \in \mathcal{I} \), it follows that

\[
\langle \sigma_i^z \sigma_i^z \rangle = g_0(\phi, N)^2 \equiv \langle \sigma_i^z \rangle^2
\]

(5.7)

Otherwise, if \( \mu = x, y \), the spin correlation functions are given by the Slater determinant expressed in Eqs. (2.33) and (2.34). Taking into account that \( \hat{g}_r(\phi, N) \) vanishes for all \( r \neq l(N + 1) \), it follows that

\[
\langle \sigma_i^x \sigma_i^x \rangle = \langle \sigma_i^y \sigma_i^y \rangle = 0 \quad \forall r \neq l(N + 1)
\]

(5.8)

In the very relevant case in which \( r = N + 1 \), one can note that

\[
\begin{align*}
\langle \sigma_i^x \sigma_{i+N+1} \rangle &= (-1)^N g_{-(N+1)}(\phi, N) g_0(\phi, N)^N \\
\langle \sigma_i^y \sigma_{i+N+1} \rangle &= (-1)^N g_{N+1}(\phi, N) g_0(\phi, N)^N
\end{align*}
\]

(5.9)

### 5.3 The order parameters

As pointed out in Sec. (5.1), the behavior of the second derivative of the ground state energy density shows that the system undergoes a quantum phase transition at \( \phi = \phi_c \equiv \pi/4 \), regardless the value of \( N \). However, the divergence of the free energy is not a detector of the kind of phases realized below and above a quantum critical point. In this section, I determine the nature of the two phases, for all possible value of \( N \), by studying the behavior of the order parameters that characterize them.

In the phase dominated by the many-body cluster interaction terms, i.e. when \( \phi < \phi_c \), one can apply the results obtained in Ref. [47]. In fact, for \( \phi = 0 \) the two models coincide and hence also the order parameters are the same, for any \( N \). When \( \phi \geq 0 \), until \( \phi_c \) is reached, the same order parameters are different from zero, for the adiabatic deformation of the ground state [74].

Therefore, the many-body cluster phase is characterized by two different kind of orders, depending on \( N \). For odd values of \( N \), the system is in a symmetry protected topological ordered phase, characterized by a string order parameter while, for even values of \( N \), the system is in a nematic phase, characterized
by an order parameter defined on a block of spins with dimension greater than one single spin. Hence, one can define two operators, for odd and even values of $N$ respectively

\begin{align}
O_j^{(N)} &= \left( \prod_{k=1}^{j-N-1} \sigma_k^z \right) \sigma_{j-N}^y \sigma_{j-N+1}^x \cdots \sigma_j^x & \text{odd } N \\
O_j^{(N)} &= \sigma_j^x \sigma_{j+1}^y \sigma_{j+2}^x \cdots \sigma_{j+N}^x & \text{even } N
\end{align}

(5.10)

in such a way to rewrite the Hamiltonian of Eq. (5.1) as follows

\begin{equation}
H_{\{\phi,N\}}^{ch} = -\cos(\phi) \sum_j O_j^{(N)} O_{j+r}^{(N)} + \sin(\phi) \sum_j \sigma_j^z
\end{equation}

(5.11)

The the string order parameter $S_j^{(N)}$ and the nematic order parameter $B_j^{(N)}$ are defined as follows

\begin{align}
S_j^{(N)} &= \sqrt{\lim_{r \to \infty} \langle O_j^{(N)} O_{j+r}^{(N)} \rangle} & \text{odd } N \\
B_j^{(N)} &= \sqrt{\lim_{r \to \infty} \langle O_j^{(N)} O_{j+r}^{(N)} \rangle} & \text{even } N
\end{align}

(5.12)
Figure 5.3: (Color online) In the left panel, I plot the behavior of the string order parameter $S_j^{(N)}$ for $N = 1, 3, 5, 7, 9$, as a function of the phase parameter $\phi < \phi_c$: green dots (upper curve) $N = 1$, blue up-triangles $N = 3$, red down-triangles $N = 5$, magenta squares $N = 7$ and black stars (lower curve) $N = 9$. In the right panel, I plot the behavior of the nematic order parameter $B_j^{(N)}$ for $N = 2, 4, 6, 8, 10$, as a function of the phase parameter $\phi < \phi_c$: green dots (upper curve) $N = 2$, blue up-triangles $N = 4$, red down-triangles $N = 6$, magenta squares $N = 8$ and black stars (lower curve) $N = 10$. The dots represent the numerical results of the order parameters $S_j^{(N)}$ and $B_j^{(N)}$ of Eqs. (5.12), whereas the curves correspond to analytical fits $S^{(N)}$ and $B^{(N)}$ defined in Eq. (5.13).

In Fig. (5.3), I plotted the expectation values $\langle O_j^{(N)} O_j^{(N)} \rangle$ for odd $N = 1$ (left panel) and even $N = 2$ (right panel) respectively, as a function of the phase parameter $\phi$, by varying $r$. It is evident that, as $r$ increases, these expectation values tend to disappear in the paramagnetic phase, while remain finite in the cluster phase, by making $O_j^{(N)}$ a candidate for the order parameter. In Fig. (5.3), in fact, I plotted $S_j^{(N)}$ (left panel) and $B_j^{(N)}$ (right panel), for a sufficiently large value of $r$ and for different values of $N$. It is evident that they capture perfectly the nature of the cluster phase, because they remain different from zero below the critical point and disappear above.

Analyzing the numerical data obtained for both defined order parameters, $S_j^{(N)}$ and $B_j^{(N)}$, I find finally the same dependence on $N$ and $\phi$, i.e.

\[
S^{(N)} = \left(1 - \tan(\phi)^2\right)^{\frac{N+1}{4}}
\]
\[
B^{(N)} = \left(1 - \tan(\phi)^2\right)^{\frac{N+1}{8}}
\]

(5.13)
From the Eq. (5.13), it follows that critical exponent $\beta$ depends on $N$

$$\beta(N) = \frac{N + 1}{8}$$  \hfill (5.14)

Comparing these results to the equivalent expression in Ref. [47], it is evident that the critical exponents for two models are different: in the $N$-cluster models in a transverse magnetic field the critical exponent is $\frac{N + 1}{8}$, while in the $N$-cluster Ising models it is equal to $\frac{N + 2}{8}$. One can then conclude that, by fixing $N$, the two families of models fall in different classes of symmetry. Moreover, by fixing $N$ and $\phi < \phi_c$, the order in the $N$-cluster models in a transverse magnetic field is stronger than the order in the $N$-cluster Ising models. It follows that an external uniform magnetic field affects the cluster phase less than a short range magnetic Ising-like interaction.

On the contrary, above the quantum critical point, i.e. for $\phi > \phi_c$, the models show a phase dominated by the external magnetic field. In such a phase, there is no order parameter and the system is in a typical paramagnetic phase.

### 5.4 The entanglement properties

In this section, I analyze the entanglement properties between spins in a block as well as between a block of spins and the rest of the chain. Despite the complexity of the class of models under investigation, I obtain general results showing the relevance of the entanglement features in these systems. To study the entanglement properties, I focus on the reduced density matrix of $m$ spins, which is obtained by tracing out all the degrees of freedom of the remaining spins of the system, according with Sec. (2.3). The reduced density matrix of $m$ adjacent spins can be expressed in terms of the $m$-points spin correlation functions as in Eq. (2.37)

$$\rho^{(m)} = \frac{1}{2^m} \sum_{\alpha_1, \ldots, \alpha_m} \langle \sigma^{\alpha_1}_{1} \sigma^{\alpha_2}_{2} \cdots \sigma^{\alpha_m}_{m} \rangle \sigma^{\alpha_1}_{1} \otimes \sigma^{\alpha_2}_{2} \otimes \cdots \otimes \sigma^{\alpha_m}_{m}$$  \hfill (5.15)

To obtain the expression of the $m$-point spin correlation functions, I used the results obtained in Sec. (5.2).

I focused the attention on three different entanglement measures: the concurrence [128], that quantifies the entanglement between two spins in the chain, the genuine multipartite entanglement [61, 58, 86] between spins in a block of the dimension of the cluster interaction and the von Neumann entanglement entropy between a block of adjacent spins and the rest of the chain, because of its relevant relation with the central charge at a quantum critical point [64].
5.4.1 Pairwise entanglement

Taking into account the properties of the spin correlation functions derived in Sec. (5.2), I prove the following theorem:

**Theorem 1.** If the distance \( r \) between the two spins cannot be written as \( r = l(N + 1) \), with \( l \in \mathbb{I} \), then the two spins are not entangled

**Proof:** The proof is based on the results obtained in Sec. (5.2) for the spin correlation functions. In fact, in agreement with Eq. (5.15), the reduced density matrix of 2 spins can be written as a linear composition of single body and two body spin correlation functions. For what concern the single body spin correlation function, from the symmetry properties of the fermionic correlation function \( g_{r}(\phi, N) \), it follows that

\[
\langle \sigma_{x}^{i} \rangle = 0 \quad \langle \sigma_{y}^{i} \rangle = 0
\]

because of \( \langle A_{i} \rangle = \langle B_{i} \rangle = 0 \) (see Eq. (5.3)). On the other hand, for what concern the two body spin correlation functions, all the functions that involve different spin operators vanish in agreement with the fact that \( \langle A_{i} \rangle = \langle B_{i} \rangle = 0 \) and \( \langle A_{i}A_{j} \rangle = \langle B_{i}B_{j} \rangle = 0 \) if \( i \neq j \) (see Eq. (5.3)). Thus, the two spins reduced density matrix depends on four different correlation functions only: \( \langle \sigma_{z}^{i} \rangle, \langle \sigma_{x}^{i} \sigma_{x}^{i+r} \rangle, \langle \sigma_{y}^{i} \sigma_{y}^{i+r} \rangle \) and \( \langle \sigma_{z}^{i} \sigma_{z}^{i+r} \rangle \).

If \( r \neq l(N + 1) \), with \( l \in \mathbb{I} \), it follows that

\[
\langle \sigma_{x}^{i} \sigma_{x}^{i+r} \rangle = 0 \quad \langle \sigma_{y}^{i} \sigma_{y}^{i+r} \rangle = 0
\]

The reduced density matrix depends only on \( \langle \sigma_{z}^{i} \rangle \) and \( \langle \sigma_{z}^{i} \sigma_{z}^{i+r} \rangle \) and, therefore, is diagonal in the basis of the eigenstate of \( \sigma_{z}^{i} \) and \( \sigma_{z}^{i+r} \). This fact is the proof that the reduced density matrix is classical and no entanglement arises between \( i \)-th and \( i + r \)-th spins. Q.E.D.

On the contrary, when \( r = l(N + 1) \), \( \langle \sigma_{x}^{i} \sigma_{x}^{i+r} \rangle \neq 0 \) and \( \langle \sigma_{y}^{i} \sigma_{y}^{i+r} \rangle \neq 0 \). The reduced density matrix is not classical and it exists a region of the Hamiltonian parameters for which spins are entangled.

It is possible to quantify such entanglement in terms of the concurrence \( C(\rho) \) [128]. In Fig. (5.4), it is plotted the concurrence as a function of the phase parameter \( \phi \), for two spins at the endpoints of the cluster, i.e. \( l = 1 \) and \( r = (N + 1) \),
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and for different values of $N$. It is evident that there exists a region of $\phi$ for which the concurrence does not vanish.

The concurrence shows a similar behavior with $N$: it is different from zero in a region confined in the paramagnetic phase, with the only exception of $N = 1$; by increasing $N$, the concurrence becomes smaller and smaller and the relative maximum goes towards higher value of $\phi$. However, at $\phi = \pi/2$, regardless the value of $N$, the systems admit a factorization point [42, 43, 44], with a single factorized ground state, in which all entanglement quantities vanish.

On the other hand, for all $l > 1$ all the concurrences are identically zero. Therefore, the entanglement is always limited between spins at the endpoints of the clusters.

### 5.4.2 Genuine multipartite entanglement

For what concerne the genuine multipartite entanglement, I prove the following theorem

**Theorem 2.** For each block made by $m$ adjacent spins, with $m \leq N + 2$, there is no genuine multipartite entanglement

**Proof:** The proof is based on the fact that, following the definition of the genuine multipartite entanglement for a mixed state, it must be impossible to find a decomposition of the reduced density matrix in states that show only entanglement between a couple of spins.
The reduced density matrix of a block made by \( N + 2 \) adjacent spins can be written, as in Eq. (5.15), in terms of the spin correlation functions and, in turn, all the spin correlation functions can be written in terms of the \( g_r(\phi, N) \) functions. Taking into account the results shown in Sec. (5.2) and the fact that the maximum distance between two spins in the block is \( N + 1 \), the reduced density matrix depends only on three different functions: \( g_0(\phi, N) \), \( g_{N+1}(\phi, N) \) and \( g_{-N-1}(\phi, N) \). Therefore the only spin correlation functions different from zero are that diagonal in the natural basis or that associated to an inversion of the two spins at the endpoints of the block. With this result, in the natural basis, the reduce density matrix can be written as a linear convex combination

\[
\rho_{N+2} = \sum_i p_i \left( \bigotimes_{k=2,N+1} \chi_i^{(k)} \right) \otimes \chi_i^{(1,N+2)}
\]  

(5.18)

where \( \chi_i^{(k)} \) is a state defined on the \( k \)-th spin (\( k \) runs from 2 to \( N + 1 \)) of the block and \( \chi_i^{(1,N+2)} \) is a state (entangled or not) defined on the two endpoints spins of the block. In other words, the reduced density matrix can be written as a sum of states that, with the only exception of a possible bipartite entanglement between the two endpoints spins, are fully factorized. In such state, it comes immediately that any multipartite entanglement vanishes.

If now one considers a block made by \( m = N + 1 \) adjacent spins, it follows that the reduced density matrix can be obtain by Eq. (5.18), tracing out one of the two endpoints spin. Thus, the reduced density matrix becomes a linear convex combination of fully disentangled states. Hence, also any subsystem cannot show any multipartite entanglement. Q.E.D.

It is interesting to make a comparison with the results reported in Ref. [47] where, on the contrary, there is no bipartite entanglement but a significant value of genuine multipartite entanglement, confined in the anti-ferromagnetic phase, with the only exception of \( N = 1 \). Comparing these two results, and taking into account the proof of the presence of the genuine multipartite entanglement in the XY-models [45, 63], it can counter-intuitively be concluded that a fundamental requirement to have genuine multipartite entanglement is the presence, in the Hamiltonian, of a simple Ising-like interaction.

### 5.4.3 Block entanglement

Another important entanglement property in multipartite systems concerns the entanglement between a block of \( m \) spins and the rest of the chain and how it relates to the holomorphic and anti-holomorphic sectors in conformal field
theory [64].

For this purpose, I compute the Von Neumann entropy of the reduced density matrix of $m$ spins

$$S^{(m)} = -\text{Tr} \left( \rho^{(m)} \log_2(\rho^{(m)}) \right)$$  \hspace{1cm} (5.19)

Using the methods developed in Ref. [125, 80], it follows that

$$S^{(m)} = \sum_{i=1}^{m} H_{\text{Shannon}} \left( \frac{1 + \nu_i}{2} \right)$$  \hspace{1cm} (5.20)

where $H_{\text{Shannon}}(x)$ is the Shannon entropy

$$H_{\text{Shannon}}(x) = -x \log_2(x) - (1 - x) \log_2(1 - x)$$  \hspace{1cm} (5.21)

and $\nu_i$ are the imaginary part of the eigenvalues of the matrix $\Gamma'$ given by

$$(\Gamma')_{ij} = \delta_{ij} - i \left( \Gamma^{(m)} \right)_{ij}$$  \hspace{1cm} (5.22)

with

$$\Gamma^{(m)} = \begin{pmatrix}
\Pi_0 & \Pi_{-1} & \cdots & \Pi_{-m+1} \\
\Pi_1 & \Pi_0 & \cdots & \Pi_{-m+2} \\
\vdots & \vdots & \ddots & \vdots \\
\Pi_{m-1} & \Pi_{m-2} & \cdots & \Pi_0
\end{pmatrix}$$  \hspace{1cm} (5.23)

and

$$\Pi_r = \begin{pmatrix}
0 & g_r(\phi, N) \\
-g_{-r}(\phi, N) & 0
\end{pmatrix}$$  \hspace{1cm} (5.24)

I evaluate numerically the von Neumann entropy for blocks of length ranging from 1 to 200 spins, at the critical point $\phi_c = \pi/4$, for $N$ that runs from 1 to 8 and plot the results in Fig. (5.5).

Analyzing the numerical data, it can be deduced that

$$S^{(m)} \simeq 0.17(1 + N) \log_2 m + \text{const}(N)$$  \hspace{1cm} (5.25)

The multiplicative constant in front of the logarithmic term is known to be related to the central charge of the $1 + 1$ dimensional conformal field theory, that describes the critical behavior of the chain via the relation [64]

$$S_m = \frac{c + \tau}{6} \log_2 m$$  \hspace{1cm} (5.26)
Figure 5.5: (Color online) Behavior of the von Neumann entropy $S^{(m)}$ as a function of the block size $m$, for different cluster sizes $N$, at the critical point $\phi_c = \pi/4$. The value of $N$ runs from 1 lowest (black) curve to 8 the highest (violet) curve.

where $c$ and $\overline{c}$ are the central charges of the so-called holomorphic and anti-holomorphic sectors of the conformal field theory. Due to the existence of a duality in the system under investigation, it follows that $c = \overline{c}$ and hence

$$c = c(N) \simeq 0.51(1 + N) \quad (5.27)$$

Two quantum one-dimensional systems belong to the same universality class if they have the same central charge. In this case, the central charge, as well as the critical exponent $\beta$ of Eq. (5.14), depends on $N$. This implies that the $N$-cluster models in a transverse magnetic field fall into different classes, with respect to their symmetries.
Minimal set of nonlinear ground-states functionals to detect 1-D quantum orders

Traditionally, the characterization of phase transitions in strongly correlated systems has been based on the “standard” Gizburg-Landau scenario of second order phase transitions. The order, associated to the breaking of some symmetry of the Hamiltonian, is characterized by local order parameters $O$, whose expectation values are different from zero in the whole ordered phase. However, there are important cases where an order parameter is not available, as in presence of topological phases, or more simply where a local parameter is intrinsically difficult to construct or measure, as in presence of nematic phases. A similarly challenging situation realizes whenever the phase diagram of the material under investigation is not known at all. In all these cases a major problem is to identify a quantity able to detect a certain phase or phase transition. The question spontaneously arises is: could one find an alternative approach to complete characterize all the phases for which the Gizburg-Landau paradigm fails?

In this chapter, I provide an answer to this question, by proving that the von Neumann entropy, the Schmidt gap and the mutual information identify the minimal set of nonlinear ground-states functionals that completely characterize all kind of orders in 1-D quantum systems of spin-1/2 and fermions.

6.1 Models

In this section, I briefly review both the 1-D spin-1/2 models, i.e. the XY models in a transverse magnetic field, the $N$-cluster Ising model and the $N$-cluster models in a transverse magnetic field, and the 1-D fermionic models, i.e. the Kitaev chain, that I have considered.
The Hamiltonian of the \(XY\) models in Eq. (2.1) reads

\[
H_{\{\gamma,h\}}^{\text{XY}} = -\frac{1 + \gamma}{2} \sum_j \sigma^x_j \sigma^x_{j+1} - \frac{1 - \gamma}{2} \sum_j \sigma^y_j \sigma^y_{j+1} - h \sum_j \sigma^z_j
\]

(6.1)

where \(\gamma\) is the anisotropy parameter and \(h\) the external uniform magnetic field, that control the relative weight of the interacting terms. Regardless of the value of \(\gamma\), in the thermodynamic limit, these models feature a quantum phase transition at \(h = h_c = 1\). For \(h > h_c\) and for any value of \(\gamma\), the ground state space is non-degenerate and there is a finite gap in the energy spectrum between the ground state and the first excited state. On the other hand, for \(h < h_c\), two different cases arise: for \(\gamma = 0\), the ground state space remains non-degenerate while the energy spectrum becomes gapless and this corresponds to the isotropic, gapless \(XX\) model, whereas for \(\gamma > 0\) the ground state space becomes two-fold degenerate, the energy spectrum is gapped, and the system can be characterized by a non vanishing local order parameter.

The Hamiltonian of the \(N\)-cluster Ising models in Eq. (2.2) reads

\[
H_{\{\phi,N\}}^{\text{cI}} = -\cos(\phi) \sum_j \sigma^x_j Z^N_j \sigma^x_{j+N+1} + \sin(\phi) \sum_j \sigma^y_j \sigma^y_{j+1}
\]

(6.2)

where \(\phi\) is the phase parameter that controls the relative weight of the interacting terms and \(Z^N_j = \bigotimes_{k=1}^{N} \sigma^z_{j+k}\). Regardless the value of \(N\), in the thermodynamic limit, these models feature a quantum phase transition at \(\phi = \phi_c = \pi/4\). For \(\phi > \phi_c\), the ground state space is two-fold degenerate, the energy spectrum is gapped, and the system can be characterized by a non vanishing local order parameter. On the other hand, for \(\phi < \phi_c\), the systems exhibit a cluster phase, the ground space becomes \(2^{N+1}\) degenerate, the energy spectrum is gapped, and the system can be characterized by a non vanishing block order parameter (nematic phase) or a non vanishing string order parameter (topological phase) for even or odd \(N\) respectively.

The Hamiltonian of the \(N\)-cluster models in a transverse magnetic field in Eq. (2.3) reads

\[
H_{\{\phi,N\}}^{\text{ch}} = -\cos(\phi) \sum_j \sigma^x_j Z^N_j \sigma^x_{j+N+1} + \sin(\phi) \sum_j \sigma^z_j
\]

(6.3)

where \(\phi\) is the phase parameter that controls the relative weight of the interacting terms and \(Z^N_j = \bigotimes_{k=1}^{N} \sigma^z_{j+k}\). Regardless the value of \(N\), in the thermodynamic limit, these models feature a quantum phase transition at \(\phi = \phi_c = \pi/4\). For \(\phi > \phi_c\), the ground state space is non-degenerate and there is a finite gap in the energy spectrum between the ground state and the first excited state. On
the other hand, for \( \phi < \phi_c \), the systems exhibit a cluster phase, the ground space becomes \( 2^{N+1} \) degenerate, the energy spectrum is gapped, and the system can be characterized by a non-vanishing block order parameter (nematic phase) or a non-vanishing string order parameter (topological phase) for even or odd \( N \) respectively.

The Hamiltonian of the Kitaev chain \([75]\) reads

\[
H^K_{\{\phi\}} = \sin(\phi) \sum_j (c_j c_{j+1} - c_j^+ c_{j+1} + \text{h.c.}) - \cos(\phi) \sum_j (c_j^+ c_j - \frac{1}{2}) \tag{6.4}
\]

where \( \phi \) is the phase parameter that controls the relative weight of the interacting terms and \( c_j^+, c_j \) are the creation and annihilation fermionic operators. In the thermodynamic limit, this model feature a quantum phase transition at \( \phi = \phi_c = \pi/4 \). For \( \phi < \phi_c \), the ground state space is non-degenerate and there is a finite gap in the energy spectrum between the ground state and the first excited state. On the other hand, for \( \phi > \phi_c \), the ground state space is two-fold degenerate, the energy spectrum is gapped, and the system can be characterized by a non-vanishing string order parameter, defined on the whole system.

These 1-D models are useful for the analysis, because, despite their complexity, they can be exactly diagonalized by following the method illustrated in Sec. (2.1) and they span, by varying the Hamiltonian parameters, all possible kind of orders in 1-D quantum systems.

### 6.2 Von Neumann entropy

First attempts within an alternative approach to understanding quantum many-body systems and their simulatability \([116]\), focused on the study of quantum phase transitions (QPT) in spin chains \([97, 99]\), by exploiting the entanglement content of the ground states of such systems. A good figure of merit to measure the bipartite correlations embedded in the ground state of a spin chain, is the von Neumann entropy \( S \). For a bipartite quantum system \((A|B)\) in a pure state, the von Neumann entropy is calculated from the reduced density matrix \( \rho_A \) or \( \rho_B \) according to the formula (1.21)

\[
S(\rho_A) = -\text{Tr}(\rho_A \log \rho_A) = - \sum_{i=1}^L \lambda_i \log \lambda_i \tag{6.5}
\]

where \( L \) is the number of spins in the subsystem \( A \) and \( \lambda_i \) are the eigenvalues of the reduced density matrix \( \rho_A \). Its finite size scaling, i.e., the dependence of \( S \) with the size of the subsystem \( L \), shows remarkable properties \([125]\). At
Figure 6.1: (Color online) Behavior of the von Neumann entropy $S(\rho_L)$, as a function of the size $L$ of the subsystem. Purple club refer to 1-cluster model in a transverse magnetic field with $\phi = 3\pi/8$ (paramagnetic phase); yellow dots refer to Kitaev chain with $\phi = \arctan(0.5) - 0.1$ (paramagnetic phase); pink spade refer to Kitaev chain with $\phi = \arctan(0.5) + 0.1$ (topological phase); orange empty squares refer to XY model with $h = 0.5$ and $\gamma = 0.5$ (ferromagnetic phase); brown triangles refer to 1-cluster Ising model with $\phi = \pi/8$ (topological phase); blue diamonds refer to Kitaev chain with $\phi = \arctan(0.5)$ (critical point); light-blue triangles refer to XY model with $h = 1$ and $\gamma = 0.5$ (critical point); red empty circles refer to XY model with $h = 0.5$ and $\gamma = 0$ (critical phase); black stars refer to 1-cluster Ising model with $\phi = \pi/4$ (critical point).

criticality, where the system is gapless, the von Neumann entropy $S$ diverges logarithmically as $S \sim c \log L$ [125, 59, 64, 77, 18], where $c$ is the so-called central charge of the corresponding QPT as provided by the conformal field theory (CFT). This universal logarithmic behavior of the entanglement entropy at criticality underpins the conformal invariance of QPT in 1-D, and leads also to a universal - depending asymptotically only on $c$ - distribution of the eigenvalues of the reduced density matrix [23]. On the other hand, outside but close to criticality, when the system is gapped, the von Neumann entropy $S$ scales as $S \sim c \log \xi$ [18], being $\xi$ the correlation length that sets the relevant scale for long-distances physics.

The logarithmic divergence of $S$, with the size $L$ of the system, can be explained because when a system approaches a critical point a fundamental change in the ground state and in the structure of entanglement in the ground state occurs: the transition is governed by a change in the spatial extent of the entanglement. The entanglement between a block of spins and the rest of the lattice away from the critical point is bounded in a finite region because the correla-
tions are damped exponentially in the separation. At the critical point, the correlations, and hence entanglement, develop on all length scales. In some sense, at the critical point the state is delocalized, compared to the local nature of the entanglement away from the criticality.

In fig. (6.1), I report the behavior of the von Neumann entropy $S$ as a function of the size $L$ of the subsystem, for all the models considered in Sec. (6.1) and for a certain values of the Hamiltonian parameters that span all possible phases for these quantum systems. It is evident that, at a quantum critical point, where the system is gapless and the correlations develop at all length scale, $S$ diverges logarithmically as $L$ increases, according to $S \sim c \log L$, while, away from the critical point, where the system is gapped and the correlation length $\xi$ is bounded in a finite region, $S$ saturates a constant value very quickly, according to $S \sim c \log \xi$.

Therefore, the von Neumann entropy $S$ can be unambiguously used to distinguish a critical system from a non critical one.

### 6.3 Schmidt gap

Away from criticality, when a system is gapped, the von Neumann entropy is not suitable to characterize quantum phases, because it saturates to a constant value, independently of the size $L$, for all 1-D gapped systems.

It is in this away-from-criticality regime that further informations, not included in the entanglement entropy, can be obtained from the entanglement spectrum, i.e. the set of eigenvalues $\{\lambda_i\}$ of the reduced density matrix $\rho_A$. Indeed, it is known that the (topological) Haldane phases, appearing for integer spin chains [104], and non-Abelian fractional quantum hall effect states [83] are characterized by a double (or higher) degeneracy of the entire entanglement spectrum. Moreover, for several 1-D spin systems [34, 82], the finite-size scaling (FFS) argument shows a complete characterization of the critical points and mass scaling exponents in terms of the scaling properties of the Schmidt gap $\Delta \lambda(\rho)$, i.e. the difference between the the two largest non trivially degenerated eigenvalues of the reduced density matrix $\rho$. Recent studies in 2D systems also show the scaling of the entanglement spectrum near phase transitions [2, 70].

The question spontaneously arises is then: could entanglement spectrum provide a complete characterization of quantum matter phases away from criticality? I provide an answer to this question, by proving that the Schmidt gap $\Delta \lambda(\rho)$ completely identifies paramagnetic phases. Indeed, in the paramagnetic phases, characterized by a non-degenerate state space and a finite gap in the energy spectrum between the ground state and the first excited state, the Schmidt gap $\Delta \lambda(\rho)$ saturates at a finite value, while otherwise it goes rapidly to zero, as
Figure 6.2: (Color online) Behavior of the Schmidt gap $\Delta \lambda (\rho_L)$, as a function of the size $L$ of the subsystem. In the left panel, I plot the results for both topological and symmetry-breaking ordered phases. Red dots refer to Kitaev chain with $\phi = \arctan(0.5) + 0.1$ (topological phase); blue triangles refer to 2-cluster Ising model with $\phi = \pi / 8$ (nematic phase); light-blue squares refer to 1-cluster Ising model with $\phi = \pi / 8$ (topological phase); orange club refer to 1-cluster model in a transverse magnetic field with $\phi = \pi / 8$ (topological phase); black strars refer to XY model with $h = \gamma = 0.5$ (ferromagnetic phase). In the right panel, I plot the results for paramagnetic phases and criticality. Red dots refer to 1-cluster model in a transverse magnetic field with $\phi = 3\pi / 8$ (paramagnetic phase); green squares refer to XY model with $h = 1.1$ and $\gamma = 0.5$ (paramagnetic phase); black triangles refer to Kitaev chain with $\phi = \arctan(0.5) - 0.1$ (paramagnetic phase); light-blue squares refer to Kitaev chain with $\phi = \arctan(0.5)$ (critical point); blue club refer to XX model with $h = 0.5$ (critical phase); magenta strars refer to 1-cluster Ising model with $\phi = \pi / 4$ (critical point).

An arbitrary vector $|\psi\rangle$, for a bipartite quantum system $AB$, can be written in the Schmidt decomposition $|\psi\rangle = \sum_k \lambda_k |\psi^A_k\rangle \otimes |\psi^B_k\rangle$ as in Eq. (1.10), where $|\psi^A_k\rangle$ (or $|\psi^B_k\rangle$) is the $k$th eigenvector of the reduced density matrix $\rho_A$ ($\rho_B$) of the subsystem $A$ ($B$) and $\lambda_k$, the $k$th eigenvalue of the reduced density matrix, represents the entanglement spectrum that satisfies $\lambda_k \geq 0$ and $\sum_k \lambda^2_k = 1$. By assuming that $\lambda_k$ is arranged in a descending order with $k$, the Schmidt gap is defined as [34, 82]

$$\Delta \lambda (\rho_A) = \lambda_1 - \lambda_2 \quad (6.6)$$

with $\lambda_1$ and $\lambda_2$ the two largest non-trivially degenerate eigenvalues.

By following the results obtained in Ref. [34, 82], I extended the analysis to a
wide range of exactly-solvable models of spin-1/2 and fermions, that show ex-
otic phases, such as nematic and topological ones, in addition to the tradit-
ionally symmetry-breaking ordered paramagnetic ones, and that fall in different
classes of symmetry.

In fig. (6.2), I report the behavior of the Schmidt gap $\Delta \lambda$ as a function of the
size $L$ of the subsystem, for all the models considered in Sec. (6.1) and for a
certain values of the Hamiltonian parameters that span all possible phases for
these quantum systems. It is evident that, in the paramagnetic phases, where
the ground state is unique and there is a finite gap with the first excited state,
the Schmidt gap saturates very quickly to a constant value, as the size $L$ of
the system increases. Otherwise, it goes rapidly to zero. At a criticality, the en-
tanglement spectrum tends to a continuum distribution, in the thermodynamic
limit, that implies the closure of the Schmidt gap as the size $L$ of the system
increases. In the ordered phases, characterized by degenerate ground states in
the thermodynamic limit, the Schmidt gap tends to disappears as the size $L$ of
the system increases.

According with Ref. [34, 82], it follows that the Schmidt gap $\Delta \lambda$ can be iden-
tified as a non-local parameter, that unambiguously capture the nature of para-
magnetic phases.

6.4 Mutual information

The von Neumann entropy and the Schmidt gap unambiguously detect the crit-
icality and the disorder of 1-D quantum systems, but are not suitable to provide
a complete characterization of the ordered ones. In this scenario, further infor-
mations can be obtained from the mutual information, a bona fide measure of
total correlations (classical plus quantum) [96]. I prove, indeed, that the mu-
tual information, between two macroscopically separated subsystems $A$ and $B$,
completely identifies symmetry-breaking ordered phases, because it saturates
to a finite value when it is possible to define a finite order parameter and goes
rapidly to zero otherwise.

For a bipartite quantum system $(A|B)$, made by two subsystems $A$ and $B$ at
a distance $r$, the mutual information is defined as [94]

$$ I_r(A|B) = S(\rho_A) + S(\rho_B) - S(\rho_{AB}) \quad (6.7) $$

where $S(\rho_X)$ is the von Neumann entropy of the density matrix pertaining
to subsystem $X$. If for two arbitrary subsystems $A$ and $B$, spatially separated
by arbitrarily large distances $r$, the mutual information $I(A|B)$ is vanishing,
it is assured that there are no macroscopic correlations and, in particular, no
macroscopic entanglement and no macroscopic quantum correlations. Otherwise, taking into account that the total system is in a global pure state, the two subsystems must be macroscopically entangled and quantum correlated.

In the XY model in a transverse magnetic field, that shows a quantum phase transition between a magnetically ordered phase and a paramagnetic one, it has been demonstrated that, in the entire phase with symmetry-breaking, the maximally symmetry-breaking states have vanishing long-distance mutual information \( I_\infty(A|B) \), while the latter remains finite for any non maximally symmetry-breaking superposition, attaining a maximum for the totally symmetric states. On the contrary, in the paramagnetic phase, \( I_\infty(A|B) \) identically vanishes for any state \([57]\). These results can be extended to the \( N \)-cluster models, that
exhibit non-trivially ordered phases, such as nematic and topological ones. I proved that, for dimensions of the subsystems $A$ and $B$ comparable with the size of the order parameters, the mutual information vanishes for the maximally symmetry-breaking states, while attains the maximum value for the totally symmetric ones, in completely agreement with Ref. [57]. In particular, it is possible to derive an analytical expression for the maximum (totally symmetric states) 2-Rényi based mutual information $I_\infty(A|B)$, that is a functional of the order parameter

$$I_\infty(A|B) \sim \log_2 (1 - C \cdot O^\alpha)$$

(6.8)

where $C$ is a constant that depends on certain correlation functions, $\alpha$ is a certain power law and $O$ is the order parameter. For the 2-cluster Ising model of Ref. [47] and for the 2-cluster models in a transverse magnetic field of chapter (5), that exhibit a nematic phase ($N = 2$, odd) for $\phi < \phi_c = \pi/4$, the corresponding expression of the 2-Rényi based mutual information $I_\infty(A|B)$ is given by

$$I_\infty(3|3) = \log_2 \left[ 1 + \frac{\mathcal{G}_{xy}^2(1 - (uv^* + vu^*)^4)}{(1 + \mathcal{G}_{xy}^2)(uv^* + vu^*)^2} \right]$$

2-cluster Ising

$$I_\infty(3|3) = \log_2 \left[ 1 + \frac{\mathcal{G}_{xy}^2(1 - (uv^* + vu^*)^4)}{(1 + m^2 z^3 + \mathcal{G}_{xy}^2)(uv^* + vu^*)^2} \right]$$

2-cluster field

(6.9)

where $\mathcal{G}_{xy} = \langle \sigma_x \sigma_y \sigma_x \rangle$ is the nematic order parameter and $u, v$ the superposition amplitudes, according with Sec. (2.3). The only non-vanishing 2-Rényi based mutual information $I_\infty(A|B)$ is obtained for subsystems $A$ and $B$ made by 3 or more spins, i.e. subsystems on which the order parameter $\mathcal{G}_{xy}$ is different from zero. Due to the normalization constraint, $|u|^2 + |v|^2 = 1$, the fractions in Eq. (6.9) are semi-definite positive and vanish only either at $\mathcal{G}_{xy} = 0$, i.e. away from the cluster ordered phase, or when $(uv^* + u^*v) = 1$. Therefore, in the cluster phase, the only ground states with vanishing long-range mutual information are the maximally symmetry-breaking ground states ($u = v = 1/\sqrt{2}$) and the maximum is achieved in the totally symmetric ($u = 1, v = 0$) or anti-symmetric ($u = 0, v = 1$) ones.

Therefore, I applied these results, for the symmetric ground states, to all models considered in Sec. (6.1), for certain values of the Hamiltonian parameters, that span all possible phases for these quantum systems, and for different sizes of the subsystems $A$ and $B$, and reported in Fig. (6.3) the scaling of the mutual information $I_\infty(A|B)$ as the distance $r$ between $A$ and $B$ increases. It is evident that the mutual information saturates to a finite constant value very
Disorder, Critical, Ordered, Topological

<table>
<thead>
<tr>
<th></th>
<th>Disordered</th>
<th>Critical</th>
<th>Ordered</th>
<th>Topological</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \lambda(\rho_L)$</td>
<td>$\mathop{\longrightarrow} \neq 0$</td>
<td>$\mathop{\longrightarrow} 0$</td>
<td>$\mathop{\longrightarrow} 0$</td>
<td>$\mathop{\longrightarrow} 0$</td>
</tr>
<tr>
<td>$S(\rho_L)$</td>
<td>$\mathop{\longrightarrow} \neq 0$</td>
<td>$\sim \log(L)$</td>
<td>$\mathop{\longrightarrow} \neq 0$</td>
<td>$\mathop{\longrightarrow} \neq 0$</td>
</tr>
<tr>
<td>$I_r(A</td>
<td>B)$</td>
<td>$\mathop{\longrightarrow} 0$</td>
<td>$\mathop{\longrightarrow} 0$</td>
<td>$\mathop{\longrightarrow} \neq 0$</td>
</tr>
</tbody>
</table>

Table 6.1: Behavior of the Schmidt gap, the von Neumann entropy, and the mutual information for all possible 1-D quantum phases. The Schmidt gap $\Delta \lambda(\rho_L)$ detects the disorder of a system, because it saturates a finite constant value in a disordered phase and goes rapidly to zero otherwise, as $L$ increases; the von Neumann entropy $S(\rho_L)$ distinguishes a critical system from a non-critical one, because of the logarithmic scale with the size $L$ of the system at a critical point; the symmetry-breaking ordered systems, instead, is characterized by the mutual information $I_r(A|B)$, because it saturates a constant value in the ordered phases and disappears otherwise, as the distance between two subsystems $A$ and $B$ increases. Topological ordered phases, moreover, can be detected by analyzing all three nonlinear ground-states functionals.

quickly for models that exhibit quantum symmetry-breaking ordered phases, if the dimensions of the subsystems $A$ and $B$ are comparable with the size of the order parameters, and goes rapidly to zero otherwise.

Therefore, it follows that the mutual information can be unambiguously used to distinguish symmetry-breaking ordered phases from others.

How about the topological ordered phases? The topological ordered phases, via their deeply non-local quantum order, need all three functionals to be completely characterized. In fact, whenever the von Neumann entropy saturates to a constant value and the Schmidt gap and the mutual information disappear, in the limit of increasing size $L$ and distance $r$, the system unambiguously shows topological order.

In Tab. (6.4), I summarized the results.
The aim of this thesis focused on the investigation of two open problems of complex quantum systems: the “real-world” selection of the maximally symmetry-breaking ground states and the classification of all 1-D quantum orders in systems for which the Gizburg-Landau approach fails.

In the first direction, I investigated the classical nature of local inequivalent, i.e. distinguishable for the expectation value of some symmetry operators, quantum ground states associated to a symmetry-breaking ordered phase, by introducing three independent quantitative criteria of classicality. According to these three criteria, I found that the maximally symmetry-breaking ground states are the most classical ones, i.e. the only ones that: i) minimize pairwise quantum correlations, as measured by the quantum discord; ii) are always local convertible, by only applying LOCC transformations; iii) minimize the residual tangle, satisfying at its minimum the monogamy of entanglement. This result strongly supports the intuitive idea that the physical mechanism which selects the maximally symmetry-breaking ground states is due to the unavoidable presence of environmental perturbations, such as local fields, which in real-world experiments necessarily drive the system into the most classical among all possible ground states.

Furthermore, I analyzed how evolves the local distinguishability between these inequivalent ground states, after a quench of the Hamiltonian parameters, in the framework of two integrable models that fall into different classes of symmetry, i.e. the XY models in a transverse magnetic field and the N-cluster Ising models. Despite the integrability that avoids the thermalization, I demonstrated that the local distinguishability disappears exponentially in time, independently of the models and the parameters before and after the quench. Hence, in the steady state, all the informations about the particular initial ground state are completely erased by the time evolution. Moreover, I proved that an unitary time evolution induced by a sudden quench, for models with only magnetic order, forces the rise of long-range correlation functions also in the direction of minimum asymmetry. These long-range correlation functions may
induce interesting phenomena, such as the amplification of the entanglement between two neighbors spins, with relevant applications for the quantum information and computation [12]. I also provided further evidence of the fragility of the states that show a nonzero global entanglement. It follows that these states are unstable, not only from a point of view of interactions with an external environment, as shown by the behavior of the local convertibility or of the mutual information [57], but also in a presence of a unitary evolution, typical of a closed system.

In this sense, the work can be seen as a generalization of some previous results, concerning the analysis of the time evolution of the order parameter, obtained, in the framework of the XY model, by the group leaded by P. Calabrese [20, 21, 22], providing a more general approach based on all the correlation functions that break the symmetry. It is important to remember that these results concerned short-range one-dimensional models, which not allow phase transitions at temperatures different from zero [90]. In a future work, the aim is to generalize these results to models that show ordered phases even at temperatures different from zero and to other types of time evolution, that could preserve the quantumness of a state.

In the second direction, I deeply analyzed the properties of a family of fully analytical solvable models, named the N-cluster models in transverse magnetic field. These models are characterized by a \(N + 2\) body cluster interaction term, competing with a spatially uniform transverse magnetic field. Using the Jordan-Wigner transformations, I diagonalized the models and proved that their classes of symmetry depend on \(N\). However, in these models a phase transition always occurs exactly when both terms are equally weighted, regardless the value of \(N\). The paramagnetic phase, realized for \(\phi > \phi_c\), shows a very similar aspect, for all \(N\). On the contrary, the cluster phase, realized for \(\phi < \phi_c\), exhibits two different orders, depending on \(N\). For odd or even cluster size \(N + 2\), the models exhibit a symmetry protected topological order or a nematic order respectively, in agreement with the results obtained in Ref. [47]. I also investigated how the apparent complexity of the orders translates to the amount of entanglement shared among spins in a block or among a block of spins and the rest of the system. Surprisingly, in completely contrast with the results obtained for the \(N\)-cluster Ising models [47], any possible multipartite entanglement vanishes, while the bipartite entanglement, as quantified by the concurrence, between two spins at distance \(N + 1\) has a non-vanishing value in a region confined in the paramagnetic phase, with the only exception of the \(N = 1\). The remarkable importance of this family of fully analytical solvable models is the presence of exotic phases, such as nematic and topological phases. Hence, they may become a good testing ground for non-trivial spin orderings and serve as a prototype
for studying the possible applications of quantum information tasks.

Furthermore, I investigated the quantum phase transitions of a wide range of one dimensional models of spin-1/2 and fermions and I provided the minimal set of nonlinear ground-states functionals to detect all kind of orders in 1-D. This approach is particularly useful in systems for which the Gizburg-Landau approach fails, because an order parameter is not available, as in presence of topological phases, or more simply because it is difficult to construct or measure, as in presence of nematic phases. In particular, I considered the XY models in a transverse magnetic field, the $N$-cluster Ising models, the $N$-cluster models in a transverse magnetic field and the Kitaev chain, all exactly-solvable models that span, by varying the Hamiltonian parameter, all 1-D quantum orders. By studying the scaling with the size $L$ of the system, I proved that the von Neumann entropy unambiguously characterize the criticality of a system, the mutual information unambiguously detect the ordered phases and the Schmidt gap unambiguously identify the disordered ones. The topological ordered phases, instead, via their deeply non-local quantum order, need all three functionals to be completely characterized. In fact, whenever the von Neumann entropy saturates to a constant value and the Schmidt gap and the mutual information disappear, in the limit of increasing size $L$ and distance $r$, the system unambiguously shows topological order.

In this sense, the work can be seen as a generalization of results also known in the framework of some 1-D systems [34, 82], to a wide range of exactly-solvable models of spin-1/2 and fermions, that show exotic phases, such as nematic and topological ones, in addition to the traditionally symmetry-breaking ordered and paramagnetic ones, and that fall in different classes of symmetry. In a future work, the aim is to make this picture more general, by extending the analysis to the case of higher dimensional systems (both in space and degrees of freedom).
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