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Abstract 

 

 

 

 
The current reality is characterized by a solid technological and pervasive 

component. These elements are expressed through smart devices, which make 

the environments we live in pervasive and able to exchange information. An 

example is represented by Smart Cities, complex environments able to 

leverage large amounts of data from sensors based on the Internet of Things 

(IoT) paradigm. One of the current challenges is using this information to 

transform scenarios from complex to helpful for increasing human well-being. 

This objective can be achieved by acquiring Context-Awareness, analyzing 

information, and managing the environment through the Situation-Awareness 

paradigm. 

This Thesis aims to introduce a methodology with predictive capabilities 

and context adaptability for managing complex scenarios. The added value of 

the proposed approach is the introduction of the semantic value acquired from 

the Context and Situation Awareness through graph approaches, which, unlike 

many strategies used, leads to better integration of knowledge, obtaining 

higher system performance. In particular, a methodology for merging 

Ontologies, Context Dimension Trees, and probabilistic approaches based on 

Bayesian Networks will be presented to help experts and end-users handle 

events and provide suggestions for improving the liveability of smart complex 

scenarios. The proposed methodology has been validated and applied to 

several complex scenarios based on the IoT paradigm obtaining promising 

results. 
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Introduction 

 

 

 

 
Modern reality is characterized by a vital technological component 

oriented to provide intelligent and pervasive services. Through modern 

smartphones, people are always connected to the Internet, accessing and 

exchanging considerable information. Even the environments and the services 

are managed, sometimes autonomously, through technological and pervasive 

systems. This concept has led to modern complex environments, one of which 

is represented by Smart Cities. Smart Cities arise from the dream of 

optimizing resources in terms of economic development, environmental 

efficiency, and stability through integrated technologies. Such modern 

environments are able to use data, i.e., traffic congestion, power consumption 

statistics, and public safety events, in order to upgrade the city services. A 

fundamental paradigm contributing to the generation of these complex 

scenarios is the Internet of Things (IoT). IoT refers to the concept that objects 

or "devices" are connected and able to exchange information among them and 

with humans. One of the goals of the IoT is to provide a digital copy of the 

real environment. However, this paradigm, oriented to exchanging 

information, allows information generation according to the Big Data 

phenomena. In fact, ever-increasing digitization and the attempt of IoT to 

represent those complex scenarios involve producing specific data that 

conventional methods cannot process. 

This scenario leads through several questions about exploiting this data and 

the ability to process it to improve the livability of environments. Would it be 

possible to use such information to turn scenarios from complex to useful for 

humans? 

Properly filtered data can be used to achieve the Context-Awareness. A 

deep understanding of context is critical to choosing or designing a suitable 

model, which allows extracting relevant information to process data, model 

reality, and provide answers. However, describing the context is not enough 

because it is necessary to perform actions able to improve the environment's 

livability. For this reason, it is possible to exploit the Situation Awareness 

paradigm. This concept refers to systems able to extract and understand 

environmental information and predict the occurrence of certain events. This 

paradigm can be improved by artificial intelligence techniques oriented to 



 

 X 

machine learning models, leading systems to perform autonomous decisions. 

Many approaches in the scientific literature address the management of 

complex scenarios in which several machine learning and deep learning 

techniques are employed. However, many of these approaches are complex, 

and in many cases, even if the algorithms provide understandable results, it is 

difficult for users to visualize and understand the actual processes that lead to 

the resolution of the problem. In this scenario, it would be interesting to 

introduce a methodology that integrates contextual data and manages analysis 

and prediction processes available to users. 

This Thesis aims to develop a methodology with predictive capabilities and 

context adaptability for the management of complex scenarios. The proposed 

approach added value would be introducing the semantic value provided by 

graph approaches, which, unlike many used approaches, could lead to better 

integration of knowledge, achieving improved system performance.  

In addition, these approaches allow the understanding of what is happening 

in the System at a given time, allowing the manipulation and integration of 

semantic information. The graph approaches chosen for this purpose are 

Ontologies, Context Dimension Trees, and Bayesian Networks. Ontologies 

allow providing a formal representation of a specific domain, which allows 

humans and machines cooperation. A Context Dimension Tree is a specific 

model for context representation, representing all possible contexts. Bayesian 

networks are a probabilistic graph model able to predict specific events' 

occurrence. In summary, the proposed approach, defined as the Multilevel 

Graphical approach or MuG approach, exploits three graphical approaches: 

Ontology, Context Dimension Tree, and Bayesian Networks. The System's 

goal is to provide answers and applications that can impact the real 

environment, helping the end-user or expert user manage complex scenarios. 

The proposed methodology has been validated and applied to several complex 

scenarios based on the IoT paradigm obtaining promising results. 

The document is organized as follows. The first three chapters introduce 

the fundamental paradigms on which the proposed methodology is based. In 

particular, the first chapter discusses the paradigm of the Internet of Things, 

the second and the third Context Awareness and Situation Awareness, 

respectively. In the fourth chapter, the proposed approach is presented. In 

particular, the interaction between graph structures is described, and a 

system's general architecture is presented. The fifth chapter reports case 

studies. In particular, in the first section, a methodology validation case study 

related to London Smart City is presented. Subsequently, several case studies 

in real scenarios of the system interaction with humans are described. Future 

developments and conclusions are discussed at the end of this work. 

 

 



 

 

Chapter 1 

Internet of Things 

 

 

 

 
The Internet of Things (IoT) Paradigm refers to a system of devices, 

interconnected with each other, with computational capability, identifiable 

and enabled to transfer data over a network, without necessary human 

interaction (Aazam, Zeadally and Harras, 2018). The concept behind this 

paradigm is the pervasive presence of intelligent devices that cooperate with 

each other and interact with humans to achieve common goals. (Atzori, Iera 

and Morabito, 2010). 

Although this technology has been widely used in recent years, it was 

already present many years ago, even with theoretical hints. For example, in 

1991, Mark Weiser, in an article on Ubiquitous computing, introduced a 

model of human-computer interaction in which information processing is 

integrated with everyday objects rather than individual personal computers. 

(Weiser, 1991). One of the first real applications of a system described above 

can be found in the industrial sector, where machines are made capable of 

exchanging information about their state autonomously. These systems were 

called Machine to Machine (M2M). In this paradigm, the machines can 

establish a closed system in which the main purpose of information exchange 

is to monitor and manage machines more efficiently and less expensive. 

Compared to the current meaning of IoT, there is a lack of awareness that data 

could provide when reused in a broader context, for example, when 

aggregated with other systems connected through the Internet (Anand, 2016). 

The term "Internet of Things" was first used in 1999 by Kevin Ashton 

during a Procter & Gamble presentation. (Ashton, 2009). During this 

presentation, Ashton explained the possible benefits of RFID technology in 

merchandise management. By equipping goods with specific devices, they 

could "communicate" information of interest (status, tracking, etc.). In this 

way, "things" and people could efficiently provide information about their 

status and the world around them. The actual birth of the IoT dates back, 

according to Cisco estimates, between 2008-2009, when for the first time, the 

number of connected objects exceeded the world's population. By 2010, the 

number of such objects had almost doubled from that period, reaching about 
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12.5 billion. Since those years, IoT has become more and more widespread in 

everyday life thanks to continuous technological developments and significant 

investments by companies. According to IoT-analytics estimates, there are 

currently about 20 billion connected objects globally, and the IoT industry 

generates a market of about $150 billion. By 2024, connected objects will 

exceed 30 billion, and the market value will be about 1 billion. As with any 

new technology trend, there are three possible categories of challenges for IoT 

to overcome: business, society, and technology (Shukla and Munir, 2017; 

Meneghello et al., 2019). 

One of the main challenges in technology to promote IoT systems 

implementation is defining a reference architecture that supports current 

functionalities and future extensions. Such architecture must include some key 

features (Abdmeziem, Tandjaoui and Romdhani, 2016). In particular, it must 

be scalable, in order to handle the growing number of devices and services 

without reducing their performance; interoperable, the devices from different 

vendors can cooperate to achieve common goals; distributive, to allow the 

creation of a distributed environment in which, after being collected from 

different sources, data are processed by different entities in a distributed way; 

able to operate with few resources, since objects generally have little 

computing power; secure so as not to allow unauthorized access. Currently, 

there is no single reference architecture, and creating it could be very 

complicated despite many standardization efforts. The main problem lies in 

the natural fragmentation of possible applications, each of which depends on 

many variables and design specifications that are very often different. This 

problem must be added to the tendency of each vendor to propose its platform 

for similar applications. (Al-Fuqaha et al., 2015; Čolaković and Hadžialić, 

2018). Figure 1.1 shows the most commonly used architectures. 

 

 

Figure 1.1 Most common IoT architectures 
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The most commonly used architecture is considered the most generic and 

high-level architecture consisting of three layers: Perception, Network, and 

Application. (Al-Fuqaha et al., 2015).  

The Perception layer represents the physical level of the objects and 

interacts with the surrounding environment collecting and processing 

information. This layer includes objects that, being able to interact with the 

external world and being equipped with computational ability, become 

somewhat "smart" (or "intelligent"). (Al-Fuqaha et al., 2015; Abdmeziem, 

Tandjaoui and Romdhani, 2016). These smart objects, which represent the 

fundamental building blocks on which the IoT is based, can be ordinary 

objects (a refrigerator, a TV, a car, etc.) or simple devices equipped with 

sensors and computational capabilities. In general, smart objects are provided 

with some essential properties such as communication, i.e., the ability to 

connect to each other and autonomously access resources over the Internet to 

use data and services, update their status and cooperate to achieve common 

goals. Identification, i.e., the characteristic of being uniquely identified 

(Mattern and Floerkemeier, 2010; Taivalsaari and Mikkonen, 2018). 

Depending on the specific application, it is also possible for smart devices to 

have one or more properties such as Addressability, Sensing and Actuation, 

Embedded Information Processing, and User Interface. Addressability refers 

to the ability of objects to be directly reachable, with the ability to be remotely 

queried or managed. Sensing and Actuation refer to the ability of objects to 

collect information about the surrounding environment and manipulate it 

through the use of sensors and actuators. Embedded Information Processing 

is represented by the computational capacity to process the results of the 

sensors and operate the actuators. Localization represents the ability of objects 

to be aware of their physical location or the possibility of being located. User 

Interface refers to the ability of the devices, in addition to cooperating, to 

appropriately communicate with users through displays or other human-

friendly interfaces. 

The Network layer has the task of transporting the data provided by the 

perception layer to the application layer. It includes all the technologies and 

various protocols that make this possible. Figure 1.2 shows some of the most 

commonly used protocols, grouped according to the TCP/IP model. Each 

protocol has pros and cons, and its use must be evaluated based on the 

application. One of the most widely used protocols for data transmission in 

the application layer is MQTT (Message Queue Telemetry Transport). MTTQ 

is a lightweight, publish-subscribe messaging protocol designed for situations 

where low power consumption is required, and the available bandwidth is 

limited (Thangavel et al., 2014). 

In the Network layer, wireless protocols play a crucial role. Wireless 

sensors can be installed in hard-to-reach environments and require less 

material and human resources for installation than those requiring cables. 

Moreover, in a wireless sensor network, the various nodes can be added or 
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removed easily, and their locations can be changed without reconsidering the 

structure of the entire network. The protocol depends on the size of the 

network, each node's power consumption, and the throughput required in a 

given application. However, building a wired network in several applications 

may be necessary. The latter has more excellent reliability and higher 

transmission speeds. (Sharma and Gondhi, 2018). 

 

 
 

Figure 1.2 Main protocols used in the IoT environment 

The Application layer includes all the software needed to provide specific 

services. In this layer, data from previous layers are stored, aggregated, 

filtered, and processed using databases, analytics software, etc. As a result of 

this processing phase, the data is made available to different IoT applications 

(i.e., Smart Cities, Smart Cars, Smart Home, and Smart Agriculture). This 

phase is often performed using software-defined middleware, which is 

responsible for hiding the heterogeneity of the underlying layers. Some 

software technologies currently widely used to manage the large amount of 

data provided by devices are represented by Cloud Computing and Edge 

Computing. In Cloud Computing, services such as data storage or processing 

are provided by a set of pre-existing, configurable, and remotely available 

resources in the form of a distributed architecture. In Edge computing, data 

processing is partially distributed on secondary network nodes to increase the 

performance of IoT systems. 

Another type of architecture that is very commonly used is Service-

oriented Architecture (SoA). This model is component-based; it can connect 

different functional applications units through interfaces and protocols (Ilie-

Zudor et al., 2011; Xu, 2011). SoA is designed to coordinate services and 
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reuse software and hardware components. SoA can be easily integrated into 

the IoT architecture by extending the three-layer architecture and adding a 

new layer between the network, the application layers called the Service layer, 

which provides services to support the application layer. This layer represents 

the four-layer SoA-Based IoT architecture, in which there is the perception 

layer, the network layer, the service layer, and finally, the application layer. 

The service layer consists of service discovery, composition, management, 

and service interfaces (Ilie-Zudor et al., 2011; Han et al., 2013). Service 

discovery is used to discover service requests. Service composition interacts 

with connected objects and integrates services to obtain requests efficiently. 

Service management is used to manage and determine trust mechanisms to 

understand service requests, and service interfaces are used to support 

interactions between all services provided. 

Another essential and prevalent architecture in IoT is the middleware-

based IoT architecture or five-layer architecture (Ngu et al., 2017). In recent 

years, the proposed IoT architecture needs to address many factors such as 

scalability, interoperability, reliability, QoS, etc. In this regard, middleware 

based IoT architectures help create applications more efficiently; this layer 

acts as a link between applications, data, and users. In fact, the development 

of IoT depends on technological progress and the design of various new 

applications and business models (Gan, Lu and Jiang, 2011). A five-layer 

architecture has been proposed to enable these features and many others, 

composed of five layers: Perception layer, Network layer, Middleware layer, 

Application layer, and Business layer. In particular, the Middleware layer has 

some critical functionalities, such as aggregating and filtering data received 

from hardware devices, performing information discovery, and providing 

device access control for applications. In general, middleware is a software or 

programming service that can provide an interposed abstraction between IoT 

technologies and applications. In middleware, the details of different 

technologies are hidden, and standard interfaces are provided to allow 

developers to focus on application development without considering 

compatibility between applications and infrastructure. Middleware has been 

gaining more and more importance in recent years because of its central role 

in simplifying the development of new services and the integration of legacy 

technologies into new ones. 

The Internet of Things (IoT) paradigm is strongly oriented to exchanging 

data between devices and humans through the network. This permanent 

exchange of information generates another significant phenomenon in 

complex scenarios management: Big Data. In fact, an ever-increasing 

digitalization and the attempt of the IoT to represent all the reality in a digital 

way (Gubbi et al., 2013) involves the production of a large and valuable 

amount of data that conventional methods cannot process. (Sun et al., 2016). 

Developing solutions and algorithms able to interpret and interact with this 

vast amount of information is a crucial challenge that Big Data poses in today's 
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world. (Sivarajah et al., 2017). Data management has grown along three 

dimensions: volume, velocity, and variety. The so-called "3Vs" represent key 

elements regarding the characteristics of Big Data systems (Tole, 2013). 

Volume refers to the amount of structured or unstructured data generated, 

which is manipulated and analyzed in order to obtain the desired results. 

Commonly, this data is generated from heterogeneous sources such as 

traditional databases, social media, sensors, events, etc. Velocity refers to the 

speed of data generation and the need for this information to be processed in 

real-time. Variety deals with the different generated, collected, and used data 

types. This data, which belongs to the most different sources, suggests using 

different storage and retrieval approaches. During the last years, other 

dimensions were introduced, going from 3V to 5V (Demchenko et al., 2013) 

up to 7V (Sivarajah et al., 2017), adding Variability, Visualisation, Value, and 

Veracity. Variability is different from variety. Variability refers to data's 

ability to change constantly, significantly impacting data homogenization. 

Visualization represents a crucial aspect. Having the ability to correctly 

represents significant amounts of complex data could be more effective. Value 

is a key aspect of data, defined by the added value that the collected data can 

bring to the expected process, activity, or analysis/predictive hypothesis; 

obviously, this aspect is related to transforming data into Knowledge 

Database. The Veracity dimension of Big Data includes the consistency and 

reliability of the data, concerning several factors, including statistical 

reliability, data origin, processing methods, etc. It is crucial to ensure data 

reliability, considering that results can be generated on which significant 

decisions are made. Assigning a veracity index to the data on which the 

analyses are based is essential to measure the System's overall reliability. The 

above issues are crucial when dealing with data that can help handle complex 

scenarios.  

The main strength of the combination of IoT and Big Data paradigms 

represents the high impact on different aspects of the daily life and behavior 

of potential users (Atzori, Iera and Morabito, 2010). This aspect has led to the 

idea of managing and interpreting such data to achieve critical goals for 

humans, such as increased quality of life, economic development, and 

increased environmental efficiency and stability. The increase of these factors 

could be achieved by designing urban areas that take advantage of integrated 

technologies and optimization of resources in order to improve some key 

objectives such as mobility, communication, economy, work, environment, 

administration. In 2008 IBM, during the global financial crisis, suggested an 

intelligent approach to address the problems plaguing economic growth by 

launching the concept of a smarter planet introducing Smart Cities. Smart 

Cities are able to use data such as traffic congestion, energy consumption 

statistics, and public safety events in order to update city services through 

three basic concepts: instrumented, interconnected, and intelligent supplies. 

(Harrison et al., 2010). Instrumented refers to data sources from physical or 
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virtual sensors; Interconnected refers to integrating and managing such data 

in an enterprise computing platform and their communication; Intelligent 

refers to the ability of complex analysis, modeling, optimization, and 

visualization to make better operational decisions. Many applications on the 

smart city concept have been proposed in the literature. Many projects have 

been presented to make cities smart, such as Padova Smart City (Zanella et 

al., 2014). This project presents technical solutions, guidelines, and best 

practices concerning services made possible by integrating the IoT paradigm, 

such as waste management, noise monitoring, traffic congestion management, 

energy consumption, etc. There are many other applications in this field, such 

as Smart Parking, a service that citizens could find helpful and could reduce 

pollution. (Al-Turjman and Malekloo, 2019). To manage energy consumption 

in the city, particular attention has been paid to public lighting management 

through Smart Light services. (Lau et al., 2015; de Paz et al., 2016) but also 

the management of a Smart Traffic Light system. (Kanungo, Sharma and 

Singla, 2014). In fact, road traffic congestion management represents a 

significant issue within the use of the IoT paradigm in Smart Cities 

(Misbahuddin et al., 2016; Javaid et al., 2018). Many applications have been 

proposed to monitor and manage road traffic also in an automatic way, 

exploiting purpose-built devices (Chong and Ng, 2017) smart cameras (Frank, 

Khamis Al Aamri and Zayegh, 2019) and machine learning algorithms for 

event prediction. (Tang et al., 2018). Connected to this issue has arisen the 

need to manage urban public transport through integrated systems that exploit 

networks of IoT sensors. (Patel, Narmawala and Thakkar, 2019). The 

diffusion of such systems has generally influenced also the automotive 

industry. In fact, the last few years have been characterized by a rapid increase 

of technologies onboard cars both for control and assistance systems and for 

monitoring and diagnostic systems. In this scenario, IoT offers essential 

support for the automotive industry. It is possible to say that the Automotive 

Internet of Things (IoT) is an emerging field of research that applies IoT to 

intelligent transportation systems (Weyer et al., 2016). With the introduction 

of smartphones, cloud, edge computing, and mobile Internet, the automotive 

ecosystem is moving towards the Internet of Vehicles (IoV) (Ji et al., 2020). 

These technologies have led the car to become a more intelligent vehicle; thus, 

nowadays, cars are considered an integrated and complicated ecosystem of 

objects that cooperate autonomously. 

In addition to vehicles, which are considered an integral part of the Smart 

City ecosystem, buildings, and homes, have also been considered. A Smart 

Home is defined as a modern home, which includes appliances, lighting 

systems, and electronic devices that can be monitored and managed remotely 

through mobile applications (Yassine et al., 2019). In addition, fundamental 

applications have considered the IoT at the service of Smart Grid systems 

concerning efficiency and energy saving. (Saleem et al., 2019). The Smart 

Grid aims to use electricity safely and appropriately in which the power supply 
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system can distribute electricity avoiding waste. For these reasons, nowadays, 

Smart Grid and Smart Micro-Grid are very popular (Reka and Dragicevic, 

2018). An example of these applications concerns accurately systems able to 

manage energy in real-time through the use of different networks of Smart 

Meters. (Minoli, Sohraby and Occhiogrosso, 2017).  

Finally, another critical and fundamental field of applications in Smart City 

is the production field. Indeed, the advent of the fourth industrial revolution 

could not but include a stronger synergy between humans and machines (Lu, 

2017). In the modern 4.0 industries, all production processes are reconsidered 

thanks to the use of IoT. In particular, sensors allow monitoring and managing 

processes in real-time, inferring helpful information for supply, maintenance, 

and improvement of production (Khan et al., 2020),(Yin, Stecke and Li, 

2018). Machines will be increasingly dominant and present in production and 

cooperation with humans, and systems will be able to make autonomous 

decisions and provide operators with innovative problem-solving strategies. 

(Oztemel and Gursev, 2020). In this scenario, also agricultural production has 

had its development through the advent of IoT. In fact, Smart Agriculture 

evolved from the Precision Agriculture concept, defining an integrated system 

of methodologies and technologies designed to increase agricultural 

production, quality, and productivity in the fields and farms. (Elijah et al., 

2018). There are many works in the literature concerning intelligent systems 

and devices to support agriculture that can limit areas of intervention and 

suggest the right action at the right time concerning the real needs of crops. 

Solutions and applications are presented to monitor, manage, and optimize the 

various processes related to agriculture (Kamilaris and Prenafeta-Boldú, 2018; 

Muangprathub et al., 2019). Different approaches and devices have been 

proposed for agricultural fields remote control through Unmanned Aerial 

Vehicles (UAVs) or other devices oriented to controlling and protecting crops. 

(Chouhan, Singh and Jain, 2020; Radoglou-Grammatikis et al., 2020). Other 

studies are focused on the ability of systems to monitor and predict, in 

cooperation with humans, the progress of crops and the decisions to be taken. 

(Goap et al., 2018; Zhai et al., 2020). 

As can be seen, one of the added values of IoT in all these application areas 

also lies in the interaction with human beings. Particular attention is paid to 

those systems that interact with people by increasing the human ability to 

control, manage, and solve problems in complex environments. (Majid Butt 

et al., 2020). The importance of the IoT has been established over time, 

especially for those applications that are natively interconnected, such as 

mobile applications devoted to the monitoring, management, and processing 

of pervasive context-based scenarios. (Ponce and Abdulrazak, 2021). In fact, 

there is often confusion between the concept of IoT and Context-Aware 

Computing which are closely related. Although these two concepts are often 

used simultaneously, they remain two distinct concepts. IoT is one of the 

enabling technologies of context-aware computing, and, nowadays, many 



 Internet of Things 

 9 

pervasive IoT-based systems exploit Context-Awareness as a central feature 

(Ud Din et al., 2019). The Context-Awareness paradigm will be discussed in 

the next chapter, representing a fundamental topic for describing complex 

scenarios, such as those based on the Internet of Things (Sezer, Dogdu and 

Ozbayoglu, 2018). 
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Technology growth and the advent of the Internet of Things generated 

complex, data-driven environments. These environments, characterized by the 

continuous exchange of information, produce Big Data, data that cannot be 

processed conventionally. The possibility of acquiring a more significant 

amount of information than in the past has increased the necessity of solving 

problems such as the interpretation, integration, and processing of Big Data 

(Chen, Mao and Liu, 2014; Philip Chen and Zhang, 2014; Gandomi and 

Haider, 2015) through more performant methodologies. In such scenarios, it 

is necessary to avoid the possible confusion of vast amounts of data coming 

from different sources and adequately assembled to provide services. Context 

analysis is instrumental in this field, as it can support analysis by enhancing 

the filtering of data and services to improve the quality of support provided by 

applications. Moreover, the ability to model possible usage scenarios 

represents an added value in Big Data and new information systems such as, 

for example, mobile systems able to interact and support users (Torralba et 

al., 2003; Medjahed and Atif, 2007). The use of contextual techniques in user 

support management scenarios is possible due to integrating smart devices 

belonging to the Internet of Things paradigm (Atzori, Iera and Morabito, 

2010; Gubbi et al., 2013). These devices are able to acquire information and 

communicate with each other, creating a pervasive network consisting of 

active elements for the acquisition of helpful information to support users 

(Zanella et al., 2014). In this way, the user can deal with the so-called 

“information overload”, which consists of the inability to manage the 

cognitive overload produced by the number of resources available. In this 

direction, the synergy between contextual techniques and the Internet of 

Things has allowed a significant step forward in several areas (Xu, He and Li, 

2014; Alexopoulos et al., 2016; Peng and Jinqi, 2017; Aceto, Persico and 

Pescapé, 2020). 

Schilit and Theimer first defined context-aware systems as part of their 

research on distributed mobile computing (Schilit, Adams and Want, 1995). 

In particular, they defined a context-aware system as a system that “adapts 
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according to the location of use, the collection of nearby people, hosts, and 

accessible devices, as well as to changes to such things over time”. This 

definition shows the connection of context-aware systems with ubiquitous 

computing, which refers to human-machine interaction via smart tools 

(Hightower and Borriello, 2001) and IoT. Starting from Schilit and Theimer's 

definition, there have been several attempts to define context-aware 

computing. However, most definitions seem too specific and challenging to 

use in practice. In this regard, a more generic definition aimed at practical use 

is provided (Dey, 2001): 

“A system is defined as context-aware if it uses the context to provide 

relevant information and/or services to the user, where the relevance depends 

on the user's preferences and the tasks the user needs to perform.”  

Context-aware computing describes the development of technologies and 

applications capable of detecting data from the surrounding context and 

reacting accordingly with specific actions, reducing and simplifying the 

human-computer interaction process. Therefore, context awareness must be 

identified as technical features capable of adding value to data and services in 

different application segments. Moreover, functional to this definition, the 

definition of context is essential, which is not provided precisely and must be 

adapted to the different fields in which context-aware systems are applied.  

Initially, Pascoe et al. (Pascoe, Ryan and Morse, 1999) limited the 

definition of context to environmental characteristics related, for example, to 

meteorological factors. Their definition does not consider other factors related 

to devices capable of acquiring information through users and their activities 

pointed out by Schmidt et al. (Schmidt et al., 1999). A further step to delineate 

the concept of context was made by Chen and Kotz (Chen and Kotz, 2000), 

who emphasized the importance of temporal evaluation such as weekday, year 

season, or day time. According to Abowd et al., context is any information 

that can characterize an entity's situation. An entity could be a person, place, 

or object that is considered relevant to the interaction between a user and an 

application, including the user and applications themselves (Abowd et al., 

1999a). This last definition is similar to the field of pervasive computing 

(Satyanarayanan, 2001), closely related to the Internet of Things and 

Ubiquitous computing. This concept consists of acquiring knowledge through 

context and providing services to the user based on contextual information. 

Moreover, the generality of the definition of Abowd et al. allows 

specifying new contextual domains, unlike Schilit and Theimer's definition 

(Perera et al., 2014). However, it needs a classification or a model for concrete 

development. For this purpose, Abowd and Mynatt (Abowd and Mynatt, 

2000) created the method based on 5 W (Who, What, Where, When, Why) to 

which the 1H (How) component has been added (Pantic et al., 2007; Rudovic, 

Pavlovic and Pantic, 2015). The objective of the latter model is to determine: 
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• Who: identity of the user who represents one of the main categories 

of the context. This concept can be exploited both from an individual 

point of view and by other users interested in the user situation; 

• What: related to the activity in which the user is involved and 

represents a fundamental category for the different context models 

identification; 

• Where: indicates the location of the device or user. It constitutes the 

most common and analyzed form of context; 

• When: refers to the actual moment of action or duration in terms of 

the time interval. Temporal context is used to identify patterns in user 

behaviors and is used to identify changes in the categories that 

characterize the context. 

• Why: the motivations associated with a particular action are explored. 

For example, it can be related to the reason that led to a particular 

action or a particular position. It is the most complex context to define 

and analyze and requires the evaluation of the particular meaning of 

an action, intention, or sentiment.  

• How: manages modes linked to a specific contextual context. It can 

be linked to the necessary steps to take or to the objectives of a user. 

A deep understanding of context is crucial to choosing or designing a 

suitable model. In fact, the lack of a uniform approach for modeling the 

information associated with context makes it difficult to understand the 

requirements to be considered when proposing the adoption of a context 

model based on its central points. The subdivision of context can be done 

based on described features (Villegas et al., 2018): 

• The physical context: concerns information related to the physical 

environment, such as, i.e., geographical location (latitude, longitude, 

and altitude), temperature, humidity, noise, and light; 

• The temporal context: concerns information of a temporal nature that 

may affect a system; 

• The social context: concerns the direct or indirect interaction of an 

entity with people or objects present in the physical or virtual 

environment; 

• The computational context: concerns the resources available to the 

system, such as computing resources, communication bandwidth, 

storage resources, etc.; 

• The historical context: concerns the historical data that may condition 

the interpretation of information or the operation of a system; 

• The profile: concerns the preferences of an entity for different 

contextual dimensions. 
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The use of context within systems allows the development of context-

aware systems. The Active Badge Location System provides a first example 

of the context-aware system proposed by Want et al. (Want et al., 1992), 

where users' location is exploited to optimize communication strategies in an 

office environment. There are different ways to classify context-aware 

systems. A first subdivision is based on the context usage model (Hu, Indulska 

and Robinson, 2008; Perera et al., 2014): 

• No application-level context model: the application is intended to 

handle all the various steps, including context acquisition and 

preprocessing necessary to perform specific actions; 

• Implicit context model: the context is tied to the specific application 

and is defined through external resources such as, for example, APIs. 

The application manages the preprocessing and action management 

phase, built using standard paradigms. 

• Explicit context model: the context and its processing are 

independently performed outside the system. Context and system are 

separate entities, and the management of the context for an application 

is also usable for different applications that need to process contextual 

information. 

The introduced patterns are related to how context is acquired (Baldauf, 

Dustdar and Rosenberg, 2007). These factors are critical to designing a 

context-aware system based on the goals to be achieved or the means available 

to build context-aware systems. The different aspects that need to be 

considered to define the system tasks are diverse, and Perera et al. list some 

of them (Perera et al., 2014): 

• The ways in which the application is designed, considering the layers 

that compose it and define the degrees of autonomy of each action 

performed by the system. In addition, the hardware components that 

are exploited must be considered. In this phase, it will be fundamental 

to precisely define the model of introducing the context among those 

presented previously. 

• Hardware and software upgrades planning. It will be necessary to 

consider the future functionalities of the system based on the number 

of data to process in order to cope with the scalability issue. 

• Define the API (Application Programming Interface) to be used and, 

therefore, the information resources that the system will use. This 

phase is crucial for the definition of data preprocessing, where a 

representative standard for data can be defined. 

• Define tools for the recognition of malfunctions within the system. 

• Decide how to update contextual scopes within the system. It will 

have to be predisposed, therefore, if to consider a new context inside 
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the system based on data. For example, suppose in a system that uses 

the location context and the time context, it is necessary, based on data 

or information from experts in the field, the need to introduce a 

context related to the weather. In that case, the system must be 

prepared for this upgrade. 

• Provide for the support of tools related to the Internet of Things 

paradigm. 

The effectiveness of Context-Aware systems lies in the efficient 

management of the context, which is a difficult task due to the abstract 

concept's nature. The context-aware systems present in the literature propose 

different models that allow the collection and quantitative description of 

information related to the context in order to be ready for the processing phase. 

These models, although designed in different domains, have some standard 

features, such as: 

• The subdivision of the context into dimensions or attributes that 

identify the relevant operating elements of the system such as, for 

example, time, location, temperature, etc.; 

• The possibility to measure several dimensions defining parameters, 

unit of measure, and range of admissible values. 

One of the first basic models for context management is based on an agents 

model (Batet et al., 2012), where each contextual scope is processed 

independently and allows for the processing of contextual information 

appropriately for the specific system in which it is to be applied. This model 

is not specific to context management; however, it can be used to ensure the 

independence of different actions of the system through task division. Another 

feasible model is the "Context Space" which associates to each relevant 

characteristic of the context ("context attribute") a dimension, forming a 

multidimensional space that represents all possible scenarios in which the 

system can be found (Dominici, Pietropaoli and Weis, 2012). The current 

context, defined by the values assumed by the attributes, can be represented 

as a geometric point in this space. Besides being extremely intuitive, this 

model allows the use of geometric tools such as routes and distances to 

perform reasoning and operations on the system. One of the significant 

limitations of this approach, which affects its expressive capacity, is the 

impossibility of ordering the dimensions hierarchically or with a topology. In 

this way, the model is in stark contrast to ontological models and, in general, 

to models of knowledge organization. In fact, Ontologies represent a valuable 

tool for contextual representation (Papagiannakopoulou et al., 2013). 

Ontology is a formal representation model of reality and knowledge. It 

represents a data structure that allows describing entities and their 

relationships in a given domain. An ontology is the explicit formal description 

of the elements and concepts of a domain; in this sense, it is a model that 
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allows representing entities in the context where they are located (Rhayem, 

Mhiri and Gargouri, 2020). Furthermore, ontology-based contextual models 

effectively support context modeling and reasoning in pervasive computing 

environments (Wang et al., 2004). A further model of effective context 

representation and management in the graph approach field is represented by 

the Context Dimension Tree (CDT). In particular, the CDT is a tree composed 

of a triplet < 𝑟;  𝑁;  𝐴 >  where, with 𝑟 is indicated the root, with 𝑁 is 

represented the set of nodes of which it is composed, and with 𝐴 the set of arcs 

that join these nodes (Rauseo, Martinenghi and Tanca, 2013). The CDT is 

used to be able to represent, in a graphical way, all the possible contexts within 

an application domain. The current context, defined by the values assumed by 

the various dimensions, can be represented as a subgraph in which each 

dimension node is matched at most one value or parametric node: it is defined 

as an AND between different "context elements". Therefore, adopting a 

hierarchical structure, the CDT allows orthogonally separating the various 

context dimensions and using different levels of abstraction to specify and 

represent all possible and admissible contexts in a given application domain 

(Casillo et al., 2017). An additional context representation approach, exploited 

especially in particular recommender systems, is tensors. For example, 

Context-Aware Recommender Systems (Adomavicius et al., 2005, 2011; 

Verbert et al., 2012) exploit tensors (Kolda and Bader, 2009) in order to 

support users in making choices in the context of information overload 

generated by Big Data (Chen, Mao and Liu, 2014). Moreover, these systems 

are able to personalize the suggestions more than other types of Recommender 

Systems that do not exploit the context. Other ways to represent context 

include data structures based on the Key-Value model, Markup Scheme, 

object-oriented models, and logic models (Baldauf, Dustdar and Rosenberg, 

2007). 

In recent years, the concept of context has been extended to all aspects that 

characterize the user concerning the capabilities that an information system 

can deliver. For this reason, complex and general context models have been 

proposed to support context-aware applications, which leverage them, for 

example, to: adapt interfaces, tailor a set of application-relevant data (Orsi, 

Tanca and Zimeo, 2011), increase the accuracy of information retrieval, 

discover services and compose services (Furno and Zimeo, 2014), make user 

interaction implicit, and create intelligent environments (Casillo, Clarizia, 

D’Aniello, de Santo, et al., 2020). 

Consider the example of automated support for museum visitors, provided 

with a mobile device that reacts to a change in context. Such a system could 

adapt the user interface according to the different abilities of the visitor; 

provide different information content based on different visitor profiles and 

interests (students, journalists, archaeologists, etc. ) and location; learn, based 

on the previous choices made by the visitor, what information the user will be 

interested in later; provide appropriate services, e.g., to buy a ticket for a 
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temporary exhibition or to reserve a seat for the next exhibition on the life of 

the favorite author; provide active functions within the various areas of the 

museum, which indicate to visitors a series of hints and stimuli about what is 

happening in each particular environment (Colace et al., 2017). 

Several other examples of context-aware systems leverage different 

technologies for context management. In particular, Sarker et al. (Sarker, 

Kayes and Watters, 2019) examine the context in mobile services by 

proposing a comparison of supervised machine learning with the goal of 

classification with graphical techniques for context representation. This work 

emphasizes the importance of context-aware systems to provide personalized 

services to users exploiting mobile devices capable of managing contextual 

domains through acquired information. Ranganathan and Campbell 

(Ranganathan and Campbell, 2003) propose an infrastructure that acquires 

contextual information through sensors. The system processes the information 

through an ontology, which allows the management of the different 

information acquired. The proposed model allows, therefore, not only the 

acquisition of contextual information but also the processing of the context 

automatically. Gu et al. (Gu, Pung and Zhang, 2005) propose context 

management using ontologies. In particular, the goal is to provide 

personalized services to users based on processed contextual information. In 

this way, the SOCAM (Service-Oriented Context-Aware Middleware) 

architecture is designed that, through an additional property introduced in the 

ontology, allows the use of contextual information, distinguishing them in: 

sensed, defined, and deduced. Sensed refers to the context acquired through 

physical smart devices such as sensors. Defined refers to tailoring the specific 

user and designing to meet the user's particular needs. Finally, the deduced 

context is obtained by processing the direct context. 

On the other hand, Yoon et al. (Yoon et al., 2015) propose a Bayesian 

context-based approach that aims to handle multi-object tracking. Stenneth et 

al. (Stenneth et al., 2011) also exploit a Bayesian approach in the context of 

transportation mode detection. The location context is exploited to achieve 

better accuracy for detecting external services, e.g., public transportation. 

Kooij et al. (Kooij et al., 2014) exploit context-awareness computing in the 

context of modeling a Dynamic Bayesian Network that aims to predict path 

per pedestrian. Finally, Al-Sultan et al. (Al-Sultan, Al-Bayatti and Zedan, 

2013) propose a Bayesian approach to predict driver behavior in the context 

of intelligent transportation systems. Specifically, the system captures and 

then processes contextual information through sensors. This process allows 

the context-aware system to apply the appropriate solutions based on the 

specific contextual condition. In particular, the processing is performed by 

several Bayesian Networks, which, besides analyzing the information, allow 

the system to manage the evolution of the information over time. 

The examples provided by the literature allow us to state that the 

application of context-aware computing covers many domains (Almusaylim 
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and Zaman, 2019); however, often, such systems are assisted by tools capable 

of processing the context to perform actions. In fact, simply describing the 

context is not enough; one must also know the situation and perform actions 

by modifying the reference environment. For this reason, the next chapter will 

discuss the Situation Awareness paradigm. 

 

  



 

 

Chapter 3 

Situation Awareness 

 

 

 

 
Situation Awareness (SA) or Situational Awareness has been known in the 

literature, becoming a critical topic, since the 1980’ (Endsley, 2000). Ideally, 

this paradigm is related to the management of complex situations, even of a 

military nature, as reported by Oswald Boelcke: “the importance of gaining 

an awareness of the enemy before the enemy gained a similar awareness, and 

devised methods for accomplishing this.” (Gilson, 1995). 

Intuitively, SA can be interpreted as an awareness of what is happening in 

a domain around people (Endsley, 2000). There is no univocal definition of 

SA. As reported in the scientific literature, several definitions focus on 

different aspects encompassing many distinct aspects. Table 3.1 provides 

some of the main accepted definitions of SA (Stanton, Chambers and Piggott, 

2001). 

The diversity of definitions presented in Table 3.1 is due to different 

focuses on the concept of Situation Awareness. The first definition focuses on 

the perception and understanding of the environment; the second focuses on 

the interaction between the environment and humans; the third focuses on 

mental models (Stanton, Chambers and Piggott, 2001). In particular, the 

situation is understandable in reference to the main interpreters: human beings 

and the external environment. The former can be identified through 

Projection, Knowledge, Mental Models, Perception, and Reflection. It is 

evident how the presented definitions focus on different elements of 

identifying a user (human being) interacting with the external environment. 

Although the topic is the same, the way in which Situation Awareness is 

defined leads to different approaches and theories. 

Endsley focuses his theory on a three-level approach (Endsley, 1988, 2000; 

Endsley and Garland, 2000): 

• Level 1 - Perception: the first level is based on the acquisition of 

information by the user. This level is based on the perception of the 

surrounding environment by the individual; 
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• Level 2 - Comprehension: the level in which the individual acquires 

the information acquired through perception to be aware of the 

surrounding environment. Moreover, the degree of comprehension 

depends not only on the information but also on the individual 

interacting; 

• Level 3 - Prediction: the highest level in which the information 

acquired (level 1) and comprehended (level 2) is processed to 

predict future actions. Predicting is directly linked to the quality with 

which the previous levels are performed. 

Table 3.1 Definitions of Situation Awareness. 

N Definition Reference 

1 “Situational Awareness is the perception of the 

elements in the environment within a volume of time 

and space, the comprehension of their meaning and 

a projection of their status in the near future.” 

(Endsley, 

1988) 

2 “Situational Awareness is the conscious dynamic 

reflection on the situation by an individual. It 

provides dynamic orientation to the situation, the 

opportunity to reflect not only the past, present and 

future, but the potential features of the situation. The 

dynamic reflection contains logical-conceptual, 

imaginative, conscious and unconscious components 

which enables individuals to develop mental models 

of external events.” 

(Bedny and 

Meister, 

1999) 

3 “Situational Awareness is the invariant in the agent-

environment System that generates the momentary 

knowledge and behaviour required to attain the goals 

specified by an arbiter of performance in the 

environment.” 

(Smith and 

Hancock, 

1995) 

 

The degree of Awareness increases along with levels until it reaches its 

maximum in the ability to predict. In practical terms, this indicates the ability 

to prevent problems. This SA model has been applied more in aviation, and 

the three levels are related to the pilot’s ability to acquire, understand, and 

process the data acquired during the flight. The model also explains why the 

understanding degree is related to the user’s ability to take the data acquired 

during the first level. In particular, the Endsley situational awareness model 

also illustrates several variables that can influence the development and 

maintenance of situational Awareness, including user, activity, and 

environmental factors. For example, users vary in their ability to acquire 

situational Awareness; therefore, the provision of the same System and 

training does not ensure similar situational Awareness among different 
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individuals. The Endsley model shows how situational Awareness constitutes 

the primary basis for subsequent decision-making and performance in the 

functioning of complex and dynamic systems. As shown in Figure 3.1, 

Situation Awareness is determined by environmental monitoring followed by 

decision and action phases that influence the surrounding environment.  

 

 

Figure 3.1 Endsley’s model of Situation Awareness 

A second approach to Situation Awareness is proposed by Bedny and 

Meister  (Bedny and Meister, 1999) and is based on eight interacting sub-

systems. The sub-systems are functional blocks that aim to situational 

Awareness through their interaction. The modes of interaction between the 

functional blocks are described in Figure 3.2 and Table 3.2. Fundamental to 

the structure are functional blocks 8 (Model), 2 (Image), and 3 (Conditions). 

The first two blocks are fixed, while the last can be manipulated and adapted 

to different situations. 

 

 

Figure 3.2 Interactive Sub-Systems approach for Situation Awareness 

proposed by Bedny and Meister 

Another theory, called the perceptual cycle, was proposed by Smith and 

Hancock (Smith and Hancock, 1995). On the theory basis, there are perception 
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and acquisition activities of information by the person that allows the state of 

Awareness to be reached through how the subject processes information. This 

approach is based neither on the individual nor the environment but on the 

interaction between the two entities. In particular, in this approach, it is 

assumed that the possibility of acquiring and anticipating events allows the 

knowledge of the external environment through the continuous human-

environment interaction in a continuous cycle that will lead to the constant 

new information acquiring. 

Table 3.2 Summary of functional blocks in the Situation Awareness 

approach proposed by Bedny and Meister 

Block Function Input 

Block 

Role 

1 Meaning 0-2-5-7 Interpretation of information 

from world 

2 Image 1-4-5-8 Conceptual 'image' of 

information-task-goal 

3 Conditions 4-5 Dynamic reflection of 

situation and task 

4 Evaluation 3-6 Comparing motivation and 

performance 

5 Performance 3-4 Interacting with the world 

6 Criteria 4-5 Determining relevant criteria 

for evaluation 

7 Experience 6 Modify experience to 

interpret new information 

8 Model 7 Modify world model to 

interpret new information 

 

Referring to Endsley’s definition (Endsley, 1988, 2000), the Situation 

Awareness model is based on three levels: Perception, Comprehension, and 

Prediction. In other words, the SA can be interpreted through three different 

levels, which start from the information perception to arrive at the 

comprehension in order to be able to make predictions on what will happen. 

In this last concept, the introduction of time in Situation Awareness analysis 

is intuitive. It can be assumed to be a valuable time interval (Best et al., 2010; 

Lu, Coster and de Winter, 2017) or as system management in the evolution 

(Jones and Endsley, 2004). Therefore, the temporal aspect mainly concerns 

the levels relative to comprehension and forecasting. (Endsley, 2000). 

Situation Awareness covers many domains; for example, the predictive 

phase is closely linked to the problem of decision-making (Endsley, 1995; 

Nibbelink and Brewer, 2018). In particular, the predictions provided through 

Situation Awareness can be used for prevention. This assumption 

distinguishes the two concepts: Situation Awareness allows decision-making; 
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on the other hand, the latter is not included in the awareness process. In fact, 

it is impossible to make choices without a good knowledge of what is 

happening in the considered domain, but at the same time, wrong decisions 

can be performed despite a high level of Situation Awareness. 

Other features central to the achievement of Situation Awareness are 

Attention and Working Memory. Attention is related to appropriately 

acquiring information during the perception phase (Adams, Tenney and Pew, 

1995; Endsley, 2000; Underwood, 2007). Examples include drivers while 

driving or airplane pilots during a flight. Working memory is a limited human 

cognitive capacity divided between temporarily holding information and 

strategically manipulating that information for future action (Baddeley, 1992; 

Wimisberg, 2007). In fact, Working Memory (Gutzwiller and Clegg, 2013; 

Leu, Tang and Abbass, 2014) sometimes represents a bottleneck for the 

development of SA (Endsley and Robertson, 2000; Wimisberg, 2007). There 

are methods to decrease the amount of memory associated with Situation 

Awareness, such as chunking, justification of information, or restructuring the 

environment. (Endsley, 2000).  

The themes described allow the definition and improvement of SA, but 

they are not the only factors that influence the achievement of good 

Awareness. First, it is necessary to set the objectives to be reached; this phase 

is fundamental for developing Situation Awareness. (Endsley, 2000). In this 

way, it will be possible to acquire, during the Perception phase, the appropriate 

information to be processed in the second level and, therefore, to develop 

suitable forecasts according to the target. 

A further important aspect is an expectation, which, based on contextual 

information (Abowd et al., 1999b), allows to focus the perception phases 

anticipating the environmental context belonging to the individual, also 

facilitating the prediction phase. However, a perception of information 

anomaly, such as a not-expected event, can seriously undermine the 

effectiveness of Situation Awareness. Therefore, it is necessary to balance the 

expected information with a valuable capacity to react to non-predictable 

phenomena and adjust the prediction capacity associated with Level 3 

accordingly. 

Automaticity degree can also influence the SA (Endsley, 2000), allowing 

more accessible model building with a lower level of attention. Nevertheless, 

at the same time, this lower level of attention can affect the Situation 

Awareness concept since excessive automaticity can lead to a slow response 

to external information.  

From what has just been described, it is clear that obtaining Situation 

Awareness is a complex process that requires a considerable amount of 

theoretical knowledge and incorporates different concepts related to it. 

Endsley provides a summary of how to develop, and thus improve, situational 

Awareness through a list of steps (Endsley, 1995; Stanton, Chambers and 

Piggott, 2001): 
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1. Decrease the computational cost to users; 

2. Data structuring for optimizing the levels associated with 

understanding and prediction; 

3. Select information by integrating user's goals; 

4. Leverage system state descriptors for SA improvement; 

5. Provide critical signals during significant events; 

6. Provide support to the SA through reporting on the operator’s 

objectives; 

7. Support through predictions about future events or states; 

8. Leverage parallel processing to provide data from multiple sources. 

Those steps summarise the complexity associated with achieving Situation 

Awareness and, at the same time, allow us to understand the potential of a 

properly executed SA path. 

The concept of Situation Awareness covers many application areas and is 

exploited in diverse scenarios. The use cases are usually complex; one of the 

most popular is represented by aviation. In particular, in the aviation field, SA 

assumes a relevant role in the training of pilots (Nguyen et al., 2019). They 

must acquire information from the surrounding environment adequately, 

process this information, and predict what will happen in the short and long 

term. The most widely used formal models developed in SA were conceived 

in aviation. Gluck et al. propose a concurrent verbal protocol supported by 

eye movement data to determine the degree of identified Situation Awareness 

(Gluck, Ball and Krusmark, 2012). This approach has also been exploited in 

other areas, such as road vehicle driving. (Thomas et al., 2015). Hooney et al. 

(Hooey et al., 2011) construct a protocol for assessing SA in aviation by 

measuring different aspects of Situation Awareness. In particular, it aims to 

quantify the following parameters: 

• The measure of current SA at the time 𝑡𝑖 referred to the task 𝑖 

through the weights of the Situation Elements 𝑤𝑟 𝑟 = 1, … , 𝑚 and 

𝑤𝑑 𝑑 = 1, … , 𝑛 perception levels 𝑝𝑟 𝑟 = 1 … , 𝑚 and 𝑝𝑑 𝑑 = 1, … , 𝑛. 

 𝑆𝐴𝑎𝑐𝑡𝑢𝑎𝑙(𝑡𝑖) = ∑ 𝑤𝑟𝑝𝑟

𝑚

𝑟=1

+ ∑ 𝑤𝑑𝑝𝑑

𝑛

𝑑=1

 (3.1) 

• Measurement of optimal SA 
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 𝑆𝐴𝑜𝑝𝑡𝑖𝑚𝑎𝑙(𝑡𝑖) = ∑ 𝑤𝑟

𝑚

𝑟=1

+ ∑ 𝑤𝑑

𝑛

𝑑=1

 (3.2) 

It is optimal because the levels of perception 𝑝𝑟 𝑟 = 1 … , 𝑚 and 

𝑝𝑑 𝑑 = 1, … , 𝑛 belong to the range [0,1]. 
• A measure of the portion of the Situation Elements of which an 

individual is aware. 

 𝑆𝐴𝑟𝑎𝑡𝑖𝑜(𝑡𝑖) =
𝑆𝐴𝑎𝑐𝑡𝑢𝑎𝑙(𝑡𝑖)

𝑆𝐴𝑜𝑝𝑡𝑖𝑚𝑎𝑙(𝑡𝑖)
∈ [0,1] (3.3) 

 

The developed model is validated through a simulation in which two pilots 

interact while an airport landing is performed (Hooey et al., 2011).  

A model for quantitative analysis of Situation Awareness through 

probability theory, is defined as attention allocation model, which focuses on 

conditional probabilities of the Bayesian Theorem (Shuang, Xiaoru and 

Damin, 2014). The method involves defining the following parameters: 

• β𝑖 the frequency of occurrence of the Situation Element 𝑖 −element; 

• 𝑉𝑖 information priority indicator; 

• 𝑆𝑎𝑖 indicates the salient element; 

• 𝐸𝑖 amount of effort required to acquire the information; 

The attention resource 𝐴𝑖 associated with the Situation Element 𝑆𝐸𝑖 is 

defined as in (3.4): 

 𝐴𝑖 =
β𝑖𝑉𝑖𝑆𝑎𝑖

𝐸𝑖
 (3.4) 

It is possible to obtain the portion of attention allocation 𝑓𝑖 normalizing the 

element 𝐴𝑖 

 𝑓𝑖 =
𝐴𝑖

∑ 𝐴𝑗
𝑛
𝑗=1

∈ [0,1] (3.5) 

 

The value 𝑓𝑖 obtained is seen as the probability of occurrence of the event 

𝑎𝑖 at the time 𝑡: 

 𝑝(𝑎𝑖) = 𝑓𝑖 (3.6) 

 

By linking by dependency relations the highest levels of Awareness with 

the lowest levels, it is possible to define: 

• 𝑘𝑖 = 𝑝(𝑏𝑖|𝑎𝑖) the conditional probability on the occurrence of the 

event 𝑎𝑖 that the event 𝑏𝑖 occur, where the event 𝑏𝑖 indicates that the 

i-th Situation Element 𝑆𝐸𝑖 is not understood. 
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• 𝑝(𝑐𝑖|𝑎𝑖) = 1 − 𝑘𝑖 the conditional probability on the occurrence of 

the event 𝑎𝑖, of the occurrence of the event 𝑐𝑖or that the Situation 

Element i-th 𝑆𝐸𝑖 is understood. 

Thus, the level of knowledge of the i-th Situation Element is obtained from 

the formula (3.7). 

 𝑝̅𝑖 =
1

2
𝑝(𝑎𝑖𝑏𝑖) + 𝑝(𝑎𝑖𝑐𝑖) (3.7) 

 

Assuming that the coefficient 𝑒𝑖 associated with sensitivity, that is the level 

of understanding of 𝑆𝐸𝑖 on Situation Awareness, is equal to the coefficient 𝑢𝑖 

relative to the importance of each 𝑆𝐸𝑖, it is possible to obtain that at the time 

𝑡𝑗 the SA is expressed through the coefficient of attention allocation: 

 𝑆𝐴(𝑡𝑗) = ∑ 𝑢𝑖𝑝𝑖̅

𝑛

𝑖=1

=
∑ (1 −

1
2

𝑘𝑖) 𝑢𝑖𝐴𝑖
𝑛
𝑖=1

∑ 𝐴ℎ
𝑛
ℎ=1

 (3.8) 

 

This model was subsequently improved through cognitive process analysis 

(Liu, Wanyan and Zhuang, 2014), leading to empirical results that determined 

that the evolution of the SA model can be functional for the design of 

visualization interfaces that minimize pilot error (Wu et al., 2016; Nguyen et 

al., 2019). Several models related to the aviation field are based on a 

qualitative analysis of SA. These models cover flight phases and air traffic 

control from the ground. In this case, a good level of Situation Awareness can 

bring benefits by providing additional information about weather conditions 

or events that pilots cannot access at certain times. Vu et al. propose models 

in which pilots must avoid areas with adverse weather conditions through 

instructions provided by air-traffic controllers (Vu et al., 2010). However, in 

this way, air-traffic controllers are exposed to higher peak workloads, in some 

cases, than pilots. To cope with this issue, the concept of Situated SA aimed 

at obtaining and maintaining Situation Awareness through automated tools is 

introduced in (Chiappe, Vu and Strybel, 2012). These tools, avoiding memory 

overload, do not have to process complex information, which is functional to 

maintain SA. Blasch (Blasch, 2013), in this sense, proposes the use of 

automatic tools able to provide more support to the users through visualization 

systems of the collected information able to increase the SA. 

Like aviation, another widely used field of application of Situation 

Awareness is the identification of Maritime Anomaly (Riveiro, Pallotta and 

Vespe, 2018; Tu et al., 2018). The application in maritime safety has been 

made possible on the one hand by the amount of data collected and on the 

other by the techniques development data clustering and analysis. (Tu et al., 

2018). Among the types of data that can be found and are helpful for Maritime 

Anomaly Detection, and therefore of Situation Awareness, can be found 

contextual data related to location, weather conditions, or information related 
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to human activities. Several solutions have been proposed to address the 

heterogeneity and a large amount of data available. In particular, Rivero et al. 

(Riveiro, Falkman and Ziemke, 2008) propose a combined methodology of 

data visualization, interaction, and extraction techniques that filter out 

anomalies caused by the abundance of information with which operators 

interact. This methodology is based on two layers: the first one is aimed at the 

correct data visualization, while the second one allows the interaction with the 

data through data mining techniques.  

In an attempt to collect and organize knowledge efficiently, Brüggemann 

et al. (Brüggemann et al., 2016) propose an Ontology-based approach for 

understanding and processing real-time data in order to achieve Maritime 

Situational Awareness. The Ontology related to the Real-Time Maritime 

Situation Awareness System processes various data types, such as data stream, 

static data, and open data. Roy et al. (Roy and Davenport, 2010) present an 

Ontology approach that leverages expert knowledge and aims to support 

maritime personnel in anomaly detection. The proposed method has the 

ultimate goal of having automated reasoning capabilities through maritime 

Ontology (Roy and Davenport, 2010). The purpose of such studies is to fuse 

uncertain knowledge with known data in order to achieve Situation 

Awareness. In this direction, Fischer et al. (Fischer and Bauer, 2010) propose 

an approach that exploits data from objects to reach the third level of Situation 

Awareness, i.e., predicting security-threatening events. The System proposed 

by Fischer et al. is based on acquiring heterogeneous information from 

sensors. After the data acquisition phase, the representation and prediction 

model exploits Bayesian techniques, as also in the paper of Fooladvandi et al. 

(Fooladvandi et al., 2009). Van Den Broek et al. exploit both the information 

acquired from sensors and the context to identify possible threats and improve 

Situation Awareness (van den Broek et al., 2011). 

In this direction, the advent of the Internet of Things (IoT) (W. E. Zhang 

et al., 2020) contributes to environmental monitoring, fundamental to the 

determination of SA, more efficiently. Situation Awareness finds a significant 

advantage in working with the Internet of Things paradigm. In fact, the 

increasing use of smart devices and the development of wireless technology 

can represent an essential advantage for achieving the first two levels of SA 

naturally and efficiently. Many approaches in the literature leverage the 

potential of IoT in SA; for example, (Mozzaquatro, Jardim-Goncalves and 

Agostinho, 2018) and (Kolbe et al., 2017) proposed systems that can combine 

graph approaches for context representation, such as Ontologies, for 

knowledge construction. Other approaches can exploit Ontologies for user-

defined role construction to increase SA in this domain. In detail, after 

acquiring heterogeneous information provided by sensors, the data is 

processed and integrated into the ontology, making the System able to provide 

personalized alerts based on user-defined rules (Xu et al., 2017). In an attempt 

to support users in risk scenarios, Krytska et al. (Krytska, Skarga-Bandurova 
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and Velykzhanin, 2017) propose an IoT-based system that can handle 

dangerous scenarios by suggesting safe sites to people during an emergency. 

The System is based on IoT technologies that actively participate in the SA 

process. In this way, Glowacka et al. (Glowacka, Krygier and Amanowicz, 

2015) propose a model in which IoT-based Smart Devices are able to acquire 

Situation Awareness and ready to react to possible threats. This model consists 

of several modules: Information acquisition and analysis module; inference 

module that evaluates objects based on observations and recommendations; 

classification module aimed at the final evaluation; Reaction module that 

exploits previous modules to enable possible reaction threats. 

In this sense, due to the diffusion of the Internet of Things devices in urban 

areas, other complex scenarios, such as Smart Cities, have been investigated. 

In particular, Alamgir Hossain et al. propose a framework based on edge 

computing that is able to provide services of interest to residents and perform 

an appropriate decision-making phase through situation detection (Alamgir 

Hossain, Anisur Rahman and Hossain, 2018). This approach is based on 

multiple consecutive layers. In the primary layers, raw data are collected from 

smart objects, then the data representation is unified, and the data are 

aggregated to determine the situation. The last step deals with the 

representation of the situation. In (Li, Wu and Liu, 2013), an Ontology-based 

model is proposed to monitor traffic in Smart Cities; Lee et al. (Lee et al., 

2020) describe a service, functional to Situation Awareness, based on data 

from IoT sensors integrated with public applications proper to the Smart Cities 

paradigm. 

In an attempt to integrate the various systems that aim to achieve Context-

Awareness and Situation Awareness in IoT-based systems, Alvarez et al. 

(Alvarez, Morales and Kraak, 2019) propose an approach for information 

management and processing that has the following characteristics: 

• Collaboration between different sources for data acquisition; 

• Geographic event detection capability, where the term event is 

defined as “a formal representation of a relevant geographic event 

describing a set of attributive, spatial, and temporal characteristics” 

(Morales and Garcia, 2015); 

• Real-time processing capabilities to optimize the quality of service 

provided by reducing transfer and processing delays; 

• Scalability, in order to adequately deal with the amount of 

computation and processing power required. 

Situation Awareness, in the context of Smart Cities, can be leveraged for 

city planning and decision making. Again, one significant difficulty is 

working with heterogeneous data, which requires unification, filtering, and 

pre-processing steps to obtain SA (Eräranta and Staffans, 2015). 
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As can be seen from the different studies discussed in the previous 

chapters, the Internet of Things paradigm can be adequately exploited in order 

to achieve Context and Situation Awareness. The following section will 

discuss the proposed approach that aims at effective integration of the three 

paradigms presented in order to manage complex scenarios. 
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This research work aims to investigate new methodologies that can support 

users in managing complex scenarios based on IoT. This issue could be solved 

by developing a suitable methodology adaptable to the context and situation 

to perform predictions. This section will show in detail the proposed approach.  

Many of the approaches in the scientific literature rely on Machine 

Learning techniques to manage IoT-based complex scenarios. Among the 

most used methodologies include Support Vector Machine, K-Nearest 

Neighbors, Artificial Neural Network, and all the types related to Deep 

Learning (Akhter and Sofi, 2021; Ghazal et al., 2021; Kousis and Tjortjis, 

2021). 

However, these approaches often do not adequately exploit contextual 

information from the environment and use methodologies that can often be 

represented as black boxes where the user cannot intervene in decisions and 

choices (McGovern et al., 2019; Rudin, 2019; Janiesch, Zschech and 

Heinrich, 2021). In this field, the paradigms presented in the previous chapters 

related to the Internet of Things, Context Awareness, and Situation Awareness 

are crucial. In fact, through smart devices belonging to the Internet of Things 

paradigm, it is possible to acquire a wide range of information related to a 

user, domain, and environment. The Context Awareness could exploit the 

specific conditions acquired through the 5W+1H model to personalize further 

needs and actions related to the user. Finally, the models related to the Internet 

of Things and Context Awareness are integrated into perception and 

understanding phases typical of Situation Awareness. The latter provides the 

prediction assumptions to the System.  

In summary, the proposed methodology aims to exploit the IoT paradigm 

to monitor the reference environment and approaches based on Context-

Awareness and Situation Awareness, which are able to formally map the 

reference domain and provide answers in terms of predictions to support users 

in managing complex scenarios.  
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Information management environments, or more generally pervasive data 

contexts, can be supported by context representation approaches and enhanced 

by adopting probabilistic approaches such as Bayesian Network (BN) (Zhong 

et al., 2014; Colace et al., 2015; Goel, Chaudhury and Ghosh, 2017). BNs can 

offer an analysis framework that can adequately support users through their 

ability to model data. Some of the advantages of probabilistic approaches are 

the ability to model complex systems, make predictions and diagnoses, 

calculate the probability of an event, update probabilities based on evidence, 

represent multi-modal variables, and offer a user-friendly graphical and 

compact approach (Weber et al., 2012). As mentioned earlier, a further benefit 

could be provided by introducing methodologies capable of representing 

context, such as the Context Dimension Tree (CDT). The CDT represents a 

valuable tool used for applications that foresee the choice of places of interest. 

(Colace et al., 2014). Furthermore, the CDT, or more generally context-aware 

approaches, leads to the rationalization of the data provided to users and the 

personalized distribution of information (Panigati et al., 2012). A widely used 

method to represent reality is Ontologies. An Ontology can adequately support 

pervasive Context-Aware systems (Chen, Finin and Joshi, 2003a). Moreover, 

there is a strong connection between Ontology and Bayesian networks. 

(Trifonova et al., 2017). In particular, it is possible to build BNs through 

Ontologies (Helsper and L. C. Gaag, 2002), and vice versa, the construction 

of Ontologies is possible automatically through the use of BNs. (Colace and 

De Santo, 2010). 

Addressing the above context representation methodologies and the 

capability of BNs, which from experimental evidence and through 

probabilistic approaches are able to identify probable events, it is necessary to 

introduce techniques and methodologies that can manage the context in real-

time, to improve the management of complex scenarios. This work aims to 

introduce and explain a Multilevel Graph (MuG) Approach, a methodology of 

fusion between Ontologies, Context Dimension Trees, and Bayesian 

Networks to help expert and ordinary users manage their needs and provide 

suggestions to improve people's livability in complex people scenarios.  

In the following subsection, a general architecture for the inclusion of the 

presented System will be presented. Then, the graph structures used, 

Ontologies, Context Dimension Tree, and the Bayesian Networks will be 

introduced in detail. In the end, a formalization of the proposed MuG 

Approach will be reported. 

 

4.1 The Proposed Architecture 

Developing an architecture based on IoT systems able to integrate Context 

and Situation Awareness approaches for the management of complex 

scenarios is challenging. Based on IoT systems, the architecture must be 

supported by typical IoT paradigm multilayer architectures. In this case, the 
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proposed architecture will be based on the most generic and high-level 

architecture consisting of three layers: Perception, Network, and Application 

(Al-Fuqaha et al., 2015). The proposed architecture must be scalable, 

interoperable, distributive, and able to operate with low resources devices 

(Abdmeziem, Tandjaoui and Romdhani, 2016). In addition, it must be able to 

manage Big Data coming from different heterogeneous sources. Moreover, it 

must extract and manipulate semantic information using context and situation 

management tools. To this end, it is possible to refer to Endsley's model shown 

in figure 3.1 (Situation Awareness Analysis and Measurement, 2000), which 

represents a fundamental starting point concerning the characteristics of the 

presented System. The purpose of the System, in fact, is to acquire data from 

the surrounding environment, store, process, and use data by making it 

available to different categories of users. In particular, users can obtain 

applications from the System for data visualization and interaction with the 

System and the external environment. Enclosing the features of the proposed 

System in a general architecture, this can be represented in Figure 4.1. 

The proposed architecture provides several blocks with different 

functionalities. The top layer of the System is the Environmental Data 

Acquisition Layer. This layer collects methodologies and techniques for 

retrieving data from various sources. The purpose, at this stage, is to store and 

filter as much data as possible, homogenizing them and making them available 

to the System and users. Data acquisition sources are formed by IoT sensors 

and actuators and API or Open services. IoT sensor nodes are capable of 

acquiring information from the reference domain; these data are acquired by 

specific sensors that can report information about general environmental 

conditions or the asset under consideration, depending on the application 

cases. In the IoT sensor network, there are also actuators able to interact with 

the environment, i.e., interacting with environmental conditioning systems, 

triggering alarms, activating security actions remotely. The System is able to 

interact with API and Open data services, integrating data acquired from IoT 

sensors. These data enrich the System concerning different aspects, i.e., 

services that can provide information on events, weather, booking ticketing 

services, and descriptive insights into the assets under study. All data stored 

in the top layer are acquired, pre-processed, and transferred to the next layer: 

the Knowledge Database. In order to define the proper use of the acquired 

data, the information is structured in the Knowledge Database, making it 

valuable and ready for processing.  

The knowledge database represents the information core of the proposed 

architecture. In fact, the three phases of Situation Awareness proposed by 

Endsley (Situation Awareness Analysis and Measurement, 2000) are 

performed inside this layer. The KDB collaborates with the Inference Engine 

to construct and extract knowledge from the graph structures included in the 

database. In particular, the perception phase is developed through the 

mentioned graph structures, representing the structured knowledge base. In 
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addition, the comprehension phase is performed by building and exploiting 

graph structures able to interpret and manage the context, such as Ontologies 

and CDT. Ontologies allow the description of a domain of interest through a 

formal, shared, and explicit representation. 

 

 

Figure 4.1 General System Architecture 

More in detail, it is an axiomatic theory expressible in descriptive logic. 

The ontologies, especially in their graph form, can dialogue with tools such as 

the CDT and the Bayesian Networks (Pan et al., 2005). The CDT allows 

managing all the possible contexts through a representation tree. In particular, 

the nodes present within CDT are divided into two categories, namely 

dimensional nodes, and conceptual nodes. Dimension nodes describe the 
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possible dimensions of the application domain, and concept nodes collect all 

the possible values that a dimension can assume. This model is able to 

interface and query a database efficiently in order to select the right services 

based on the possible selected context. The third phase of SA, the projection 

phase, is performed through probabilistic graph structures: Bayesian 

Networks. This structure gives the System an additional fundamental 

capability: the predictive ability. The Bayesian Networks are graphical-

probabilistic models that represent a set of stochastic variables with their 

conditional dependencies through a direct acyclic graph (DAG). Such models 

exploit Bayes' Theorem and are able to predict the probability of occurrence 

of a given event. Moreover, thanks to their structure, the Bayesian networks 

are able to interface appropriately with the CDT and Ontologies (Helsper and 

L. C. van der Gaag, 2002). 

To understand in detail the interaction between the graph structures for the 

MuG Approach operation, it is possible to refer to Figure 4.2, where the 

workflow of the proposed methodology is shown. The workflow starts from 

the data from the domain of interest provided by the sensors spread in the 

environment. From the information collected, and through the contribution 

and comparison with experts, a Task Ontology can be developed (Ikeda et al., 

1998; Abrahao and Hirakawa, 2017). Subsequently, it is necessary to design 

a CDT that describes all the possible contexts within the reference domain. At 

this point, the Ontology and the CDT are combined to obtain semantic 

relations, which constitute semantic constraints valuable to build the Bayesian 

Network. The semantic constraints in combination with structural learning 

algorithms (Scutari, Graafland and Gutiérrez, 2019) and the available data 

develop the Bayesian Network to predict events. To summarize, in this way, 

the need to perform a decision in a given context can be satisfied by using the 

correct information provided by the architecture. This information is 

characterized by innovative elements based on knowledge management and 

organization, formal context representation, and inferential approaches. 

After the knowledge construction and organization phases, in which the 

KDB and the Inference Engine are involved, the acquired information is 

exploited by the Application block. The application layer contains all the 

possible applications that users can use. Different applications suitable for 

different user categories can coexist in this layer. In detail, expert users can 

benefit from technical and specific information provided and are able to 

interact with the System. In contrast, standard users can only access selected 

contents and cannot interact with the System to perform actions; however, on 

particular occasions, in order to enrich the KDB, the System is able to ask for 

feedback from standard users. 

All operations between the KDB, Inference Engine, and Applications layer 

are performed through the Services Module. This module collects all the 

services able to communicate through the different blocks allowing the 

various operations of the System, such as processing data between the 
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different layers within the KDB, providing predictions, representing 

information through applications etc. In addition, this module allows user 

interaction through actuators. 

 

 
 

Figure 4.2 Multilevel Graph Approach Workflow 

 

The following section will detail the graph structures and algorithms to 

achieve Context and Situation Awareness, which allow the System to perform 

predictions. 

 

4.2 Graph structures and Algorithm  

In this section, the graph structures used by the System will be presented. 

In particular, this section introduces the tools used to formalize the Multilevel 

Graph Approach. Therefore, the graph approaches used to build semantic 

relations will be introduced, such as Ontologies, Context Dimension Tree 

(CDT), and Bayesian Networks (BN). These approaches will be presented 

through their formalisms, present in scientific literature, thanks to which it 

will be possible to proceed to the formal implementation of the proposed 

methodology. Moreover, this section will introduce the structural learning 

algorithm, K2 (Cooper and Herskovits, 1992), which represents the central 

methodology on which will be based the formalization of the proposed 

approach for the construction of Bayesian Networks. 

 

4.2.1 Ontologies 

Ontology was introduced by Parmenides (505-504 BC) and later defined 

by Aristotle as the concepts such as existence, being, becoming, and reality. 

Nowadays, Ontology is a valuable tool to represent information to be 

interpreted, shared, and reused. In fact, Ontology represents a valuable tool 

able to limit conceptual or terminological confusion, generating, in other 

words, a "shared vocabulary", although more powerful. Let us consider 

ontology as a "shared vocabulary". It will not only be composed of a list of 



 Situation Awareness in IoT based Complex Systems 

 37 

terms, but it will also contain an unambiguous definition of the word that 

contains the meaning accessible, understandable, and shareable by anyone.  

Furthermore, unlike a "shared vocabulary", the Ontology contains the 

semantic relationships between the entities described. In other words, 

Ontology represents a classification able to define the relationships between 

domain elements (Guarino, Oberle and Staab, 2009). Ontological formalism 

represents the key to formalizing the environment surrounding us. This 

formalization could lead to communication between human beings and 

machines (Arp, Smith and Spear, 2016; Guzman, 2020). In this common and 

shared approach between humans and machines, the reality surrounding us 

must be formalized univocal and unambiguous. Due to this formalism, it is 

possible to imagine that each piece of information has a precise meaning 

related to the context, very similar to the association mechanism of the human 

mind. In this way, information can be shared among software systems, and, as 

it happens with human beings, it can be processed.  

Providing an elementary and unambiguous explanation of the concept of 

Ontology is still part of the scientific discussion. Some definitions that are 

widely accepted are as follows: 

- According to Neches et al. (Neches et al., 1991), an ontology 

identifies the basic terms and relationships of a given domain, 

defining the vocabulary and the rules in order to combine terms and 

relationships, going beyond the vocabulary itself. 

- An ontology is a set of words capable of describing a domain that can 

be used as a basis for knowledge (Swartout et al., 1996). 

- An ontology is a means of explicitly describing the conceptualization 

present behind the knowledge, which is represented in a knowledge 

base (Bernaras, Laresgoiti and Corera, 1996) 

The definition best suited to our case and complete is formalized by 

Gruber, where ontology is defined as a formal and explicit specification of a 

shared conceptualization (Gruber, 1995) by analyzing this definition, it is 

possible to infer that: 

- Conceptualization refers to obtaining an abstract model of a specific 

real-world phenomenon by identifying the relevant concepts that 

characterize it. 

- Explicit means that the concepts, properties, and constraints that 

characterize the phenomenon are explicitly defined clearly and 

univocal. 

- Shared is necessary because the ontology's knowledge is based not 

on an individual result but shared by a group. 
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- Formal indicates that an ontology is machine-processable. 

The so-described Ontology consists of concepts and attributes. The 

concepts represent the set of elements of reality to be described, and the 

attributes are related to these concepts, making them unique and unambiguous. 

Ontology also contains a set of hierarchical and semantic relationships 

between the various concepts. The formal concept can be summarized through 

a tuple, which represents a set of attributes X as a function that associates a 

value of the attribute domain with each attribute belonging to X. 

 𝑂 = 𝐶, 𝐴, 𝐻, 𝑅𝑇 , 𝐴𝑥 (4.1) 

 

The formula (4.1) formally describes the Ontology 𝑂, where: 

- 𝐶 is the set of concepts. 𝑐 𝜀 𝐶 expresses a concept, and in every 

ontology, there is always the root marked as "Thing". Each 𝑐 𝜀 𝐶 can 

have a set of descendant concepts (𝐶𝐷𝑁) and a set of ancestor concepts 

(𝐶𝐴𝑁); 

- 𝐴 is the set of attributes. For 𝑐 𝜀 𝐶 the set of attributes is expressed as 

𝐴𝐶 =  {𝑎1, . . . , 𝑎𝑛}; 

- 𝐻 expresses the hierarchy of concepts. This set contains the "is-a" 

relationships; 

- 𝑅𝑇  is the set of types of semantic relations. 𝑅𝑇  =  𝑅𝑇𝐷  ∪  𝑅𝑇𝑈. RTD 

is the set of predefined relationships (same_as, disjoint_with, 

equivalent), while RTU is the set of user-defined relationships types. 

- 𝐴𝑥  is the set of axioms, i.e., the primary relationships that do not 

consider semantic relations. 

Ontologies can be further classified in (Colace, Chang and De Santo, 

2010): 

- Lightweight: it represents taxonomies of concepts, in which there are 

simple relations between them (such as the specialization "is-a") and 

the properties that describe them; 

- Heavyweight: adds axioms and limitations to lightweight ontologies. 

In the case of lightweight ontologies, there are no 𝑅𝑇 and 𝑅 sets, therefore 

the Ontology is denoted by 𝑂𝐿 and is represented by formula (4.2). 

 𝑂𝐿 = 𝐶, 𝐴, 𝐻 (4.2) 

 

In those heavyweights, the semantic expressiveness is increased with the 

addition of 𝐴𝑥  axioms, then the Ontology, denotated by 𝑂𝐻, can be described 

as in formula (4.3). 
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 𝑂𝐻 = 𝐶, 𝐴, 𝐻, 𝑅𝑇 , 𝑅, 𝐴𝑥 (4.3) 

 

These formalization characteristics and potentials allow us to say that it is 

possible and convenient to use ontologies whenever necessary to share 

information. These are useful regardless of the technologies used, the 

information architecture, and the application domain. Barry Smith and 

Christopher Welty (Smith and Welty, 2001) identify three significant areas of 

application of ontologies in computer systems: knowledge engineering, which 

deals with the design of knowledge bases and systems based on them; 

conceptual modeling, which covers the initial phases of database design; and 

software engineering, concerning so-called object-oriented languages. 

Nowadays, it is possible to say that these applications are used in different 

fields such as semantic web, shared knowledge organization, collaborative 

engineering design, development of shared semantic applications, 

management of complex information environments, etc. (Hachem, Teixeira 

and Issarny, 2011; Munir and Sheraz Anjum, 2018). Those applications are 

possible through the versatility and the degree of generality of the Ontology. 

 

4.2.2 Context Dimension Tree 

In this section, the Context Dimension Tree (CDT) is presented in detail, 

as it is the representation model of the context that has been selected for the 

proposed approach. The CDT can be represented according to formula (4.4). 

 𝑇 = 〈𝑁; 𝐸𝑇;  𝑟〉 (4.4) 

 

This graph needs to satisfy the following properties (Bolchini et al., 2006): 

- 𝑁 = 𝑁𝐷 ∪ 𝑁𝐶 ∪ 𝑁𝐴 such that 𝑁𝐷, 𝑁𝐶 , and 𝑁𝐴  are pairwise disjoint. 

𝑁𝐷  represents the set of dimensions, 𝑁𝐶  the set of concepts, and 𝑁𝐴 the 

attributes. 

- 𝑟 ∈ 𝑁𝐶, i.e., the root of the tree is a concept node. 

- 𝐸𝑇 = 𝐸𝑅  ∪  𝐸𝐴such that 𝐸𝑅 ∩ 𝐸𝐴 = ∅. 𝐸𝑅 represents the sub-element 

of relationships, whereas 𝐸𝐴  represents the attribute of relationships. 

- ∀𝑒 = 〈𝑛, 𝑚〉 ∈ 𝐸𝑅either 𝑛 ∈  𝑁𝐷  ∧  𝑚 ∈  𝑁𝐶  or 𝑛 ∈  𝑁𝐶  ∧  𝑚 ∈

 𝑁𝐷; i.e., a dimension node has as children concept nodes and a 

concept node has as children sub-dimension nodes. 

- ∀𝑛 ∈ 𝑁𝐴, ∀𝑒 = 〈𝑛, 𝑚〉 ∈ 𝐸𝐴, 𝑚 ∈ 𝑁𝐷 ∪ 𝑁𝐶; i.e., an attribute node has 

a dimension node or a concept node as a father. 

- ∀𝑛 ∈  𝑁𝐴, ¬∃𝑒 = 〈𝑛, 𝑚〉 ∈ 𝐸𝑇; i.e., attribute nodes are leaves. 
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- ∀𝑛 ∈ 𝑁𝐴, ∀𝑒 = 〈𝑚, 𝑛〉 ∈  𝐸𝐴if ∃𝑒1 = 〈𝑚, 𝑛1〉 ∈  𝐸𝑇 then 𝑛 = 𝑛1; i.e., 

an attribute node is an only child. 

- ∀𝑛 ∈ 𝑁𝐷 such that ¬∃𝑒 = 〈𝑛, 𝑚〉 ∈ 𝐸𝑅  then ∃𝑒1 = 〈𝑛, 𝑚1〉 ∈ 𝐸𝐴; i.e., 

dimension nodes without concept children must have an attribute 

child. 

The CDT comprises a root 𝑟, a set of nodes 𝑁, and edges 𝐸. The nodes are 

divided into the subsets of the nodes dimension 𝑁𝐷, colored black, and into 

the concept node 𝑁𝐶 , colored white, representing the possible values that the 

dimensions can assume. The set of links between the nodes represents the edge 

set 𝐸. New edges on the Context Dimension Tree represent the set of 

constraints, which allows us to represent the possible contexts. 

 

 

Figure 4.3 Example of Context Dimension Tree 

The root r is a concept node representing the most general possible context, 

corresponding to the entire dataset. Direct descendant dimensions of the root 

are called principal dimensions because they define the user's different 

characteristics and contexts in which they act. In the example in Figure 4.3, 

relating to a real estate agency, the main dimensions are the role of the user, 

the interest topic, the situation, the time, and the place in which it is located. 

Moreover, each value can be further specialized through sub-dimensions, 

forming a subtree. (Parent et al., 2007). For example, the "estates" interest 

topic can be analyzed based on price, category, property type, and the number 

of rooms. Each node of the CDT is characterized by its typology, which can 

be dimension or concept, and its label; it can be uniquely identified by the only 

path connecting it to the root. The hypothesis is adopted that each label is 

unique in a tree; therefore, its label can identify each node. Links between 

nodes are not labeled. Alternating between dimension nodes and concept 

nodes allows for the creation of generations, each of which will be composed 

of nodes of the same color, and each color will be alternated as one proceeds 

down the tree. Therefore, each dimension node can have concept nodes as its 

only ones and vice versa. 
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Furthermore, it is possible to associate one or more parameters to tree 

leaves' concept nodes and dimension nodes. Each parameter allows to refine 

the data selection further and select a subset of the particular dataset. For 

example, the "val" parameter associated with the n_bedrooms dimension 

filters properties according to the number of rooms. For each dimension node, 

it is possible to select only one concept node among its members or, if it does 

not have any child node, only one parameter must be selected. The use of 

parameters increases the expressive power of the model, as it makes it easier 

for the designer to use. The introduction of the parameters is necessary 

because not all the concepts expressed by a dimension can be enumerated. 

 

4.2.3 Bayesian Network 

Bayesian Networks (BNs) belong to the probabilistic graphical models 

approach. According to Jordan, graphical models are a marriage between 

probability theory and graph theory (Jordan, 1998). They represent a natural 

tool for dealing with applied mathematics and engineering problems. In 

particular, they play an increasingly important role in designing and analyzing 

machine learning algorithms. In general, a complex system can be built by 

combining simpler parts. For this purpose is fundamental the notion of 

modularity. Probability theory provides the glue whereby the parts are 

combined, ensuring that the system is consistent, and providing ways to 

interface models to data. A considerable advantage is offered by the graph-

theoretic side of graphical models, which provides both an intuitively 

appealing interface by which humans can model highly interacting sets of 

variables and a data structure that lends itself naturally to the design of 

efficient general-purpose algorithms. 

Probabilistic graphical models are graphs in which nodes represent random 

variables, and the arcs represent conditional independence assumptions. 

Hence, they provide a compact representation of joint probability 

distributions. Bayesian Networks, also defined as Belief Networks, are direct 

acyclic graphs. (Friedman, Geiger and Goldszmidt, 1997). 

A graph can intuitively be considered as a set of linked points without any 

metrical description of distance among points (Karin R. SAOUB, 2021). The 

number of fields in which it is exploited proves the usefulness of graph theory. 

Indeed, there are applications in recommender systems (Valdiviezo-Diaz et 

al., 2019), cryptography, and web documents clustering (Majeed and Rauf, 

2020). 

A graph is defined as a sets couple as in (4.5), where 𝑁 is the set of graph 

nodes and 𝐸 is the set of graph edges. Figure 4.4 provides an example of a 

generic graph where the set of nodes is 𝑁 = { 1,2,3,4,5 } and the set of edges 

is 𝐸 = {𝑎, 𝑏, 𝑐, 𝑑, 𝑒, 𝑓, 𝑔 }. 

 𝐺 = (𝑁, 𝐸) (4.5) 
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Figure 4.4 Example of graph 

The following definitions are necessary to clarify the meaning of a direct 

acyclic graph. 

Definition. A walk of a graph 𝐺 = (𝑁, 𝐸) is a finite edge sequence  

 𝑒1𝑒2 ⋯ 𝑒𝑡   𝑒𝑖 ∈ 𝐸 ∀𝑖 = 1, … , 𝑡 (4.6) 

 

The edge 𝑒𝑖 = (𝑚𝑖𝑚𝑖+1) can be identified through the nodes 𝑚𝑖, 𝑚𝑖+1 ∈
𝑁 that are linked by the edge 𝑒𝑖 ∈ 𝐸. The walk 𝑒1𝑒2 ⋯ 𝑒𝑡 can be denoted with 

the following notation 

 𝑚1 → 𝑚2 → ⋯ → 𝑚𝑡+1  𝑚𝑗 ∈ 𝑁 𝑗 = 1, … , 𝑡 + 1 (4.7) 

 

Definition. A trail of the graph 𝐺 = (𝑁, 𝐸) is a walk in which all edges are 

different 

 𝑒𝑖 ≠ 𝑒𝑗  𝑖 ≠ 𝑗 (4.8) 

 

Definition. A path of the graph 𝐺 = (𝑁, 𝐸) is a route in which all nodes 

are crossed only once, except at most the first and last node. Indeed, in the 

path 𝑚1 → 𝑚2 → ⋯ → 𝑚𝑡+1, at most the equal nodes are 𝑚1 and 𝑚𝑡+1. 

Definition. A loop of the graph 𝐺 = (𝑁, 𝐸) is an edge that links the same 

node 

 (𝑚, 𝑚) ∈ 𝐸 𝑚 ∈ 𝑁 (4.9) 

 

An example of a loop is provided by the edge 𝑎 in Figure 4.5. 

Definition. A cycle of the graph 𝐺 = (𝑁, 𝐸) is a path 𝑚1 → 𝑚2 → ⋯ →
𝑚𝑡+1 where 𝑚1 = 𝑚𝑡+1. 

Definition. The graph 𝐺 = (𝑁, 𝐸) is an oriented (directed) graph if the 

edges (𝑚1, 𝑚2) and (𝑚2, 𝑚1) are different elements ∀𝑚1, 𝑚2 ∈ 𝑁 𝑚1 ≠
𝑚2. 

Definition. The oriented graph 𝐺 = (𝑁, 𝐸) is acyclic if there are no cycles. 
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These provided definitions allow conceptualizing the graph of a Bayesian 

Network. An example of an oriented acyclic graph is provided by Figure 4.5. 

Bayesian Networks, also called Belief Networks, are a probabilistic 

graphical model that represents a set of variables and their conditional 

dependencies via a directed acyclic graph (DAG), which take into account the 

directionality of the arcs. 

According to Kevin Murphy, graphical directed models are more prevalent 

in artificial intelligence and statistics due to several advantages (Murphy, 

2002). Most importantly, an arc from A to C indicates that A causes C. This 

information can be used to construct the graph structure. In addition, directed 

models can encode deterministic relationships and are easier to learn. In 

addition to the graph structure, it is necessary to specify the model's 

parameters. A directed model must specify the Conditional Probability 

Distribution (CPD) at each node. If the variables are discrete, this can be 

represented as a Conditional Probability Table (CPT), which lists the 

probability that the child node takes on each of its different values for each 

combination of parents’ values. 

 

 

Figure 4.5 Example of an oriented acyclic graph 

Despite the name, Bayesian networks do not necessarily imply a 

commitment to Bayesian statistics. Indeed, it is common to use frequentist 

methods to estimate the parameters of the CPDs. However, they are so-called 

because they use Bayes’ rule for probabilistic inference. Nevertheless, BNs 

are useful for hierarchical Bayesian models, which form the foundation of 

applied Bayesian statistics (Lunn et al., 2009). In such a model, the parameters 

are considered as any other random variable and become nodes in the graph. 

In order to clarify the theory that allows the construction of Bayesian 

Networks, some theoretical aspects of probability theory (Kass and Raftery, 

1995; Durrett, 2019) are discussed below. 
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Let be the sample space Ω and the 𝜎-algebra 𝐹 defined on the sample 

space; the probability is defined as a function 𝑃 that has as domain the 𝜎-

algebra and as codomain the set of real numbers (4.10). 

 𝑃: 𝐴 ∈ 𝐹 ↦ 𝑃(𝐴) ∈ ℛ (4.10) 

 

The properties that characterize the probability are: 

1. 𝑃(𝐴) ≥ 0  ∀𝐴 ∈ 𝐹; 

2. 𝑃(Ω) = 1; 

3. 𝑃(∪𝑛=1
+∞ 𝐴𝑛) = ∑ 𝑃+∞

𝑛=1 (𝐴𝑛) for all incompatible events sequence 

{𝐴𝑛 ∈ 𝐹: 𝑛 ∈ 𝒩, 𝐴𝑖 ∩ 𝐴𝑗 = ∅ ∀𝑖 ≠ 𝑗}. 

The tuple (Ω, 𝐹, 𝑃) is defined probability space. A probability space can be 

defined as conditional probability as follows. 

Definition. In the probability space (Ω, 𝐹, 𝑃), the probability of the event 

𝐴 conditioned by the event 𝐵 that has nonzero probability (𝑃(𝐵) ≠ 0) is 

defined as the ratio between the probability of the event 𝐴 ∩ 𝐵 and the event 

𝐵. 

 𝑃(𝐴|𝐵) =
𝑃(𝐴 ∩ 𝐵)

𝑃(𝐵)
 (4.11) 

The conditional probability satisfies the properties 1, 2, and 3 related to the 

definition of probability. This definition is fundamental in order to introduce 

the Bayes' Theorem that is discussed below 

Bayes' Theorem. Let the set of events {𝐵𝑛 ∈ 𝐹  : 𝑛 = 1, … , 𝑘} that satisfy 

the properties: 

1. 𝑃(𝐵𝑛) > 0 𝑛 = 1, … , 𝑘; 

2. 𝐵𝑖 ∩ 𝐵𝑗 = Ø  ∀𝑖, 𝑗 = 1, … , 𝑘 𝑖 ≠ 𝑗. 

Let the event 𝐴 ∈ 𝐹 that satisfies the properties: 

1. 𝑃(𝐴) > 0; 

2. 𝐴 ⊆ ∪𝑛=1
𝑘 𝐵𝑛; 

Then, it is possible to obtain the formula (4.12). 

 𝑃(𝐵𝑛|𝐴) =
𝑃(𝐵𝑛)𝑃(𝐴|𝐵𝑛)

∑ 𝑃𝑘
𝑖=1 (𝐵𝑖)𝑃(𝐴|𝐵𝑖)

  ∀𝑛 =  1, … , 𝑘 (4.12) 

 

The Bayes' Theorem allows taking into account cause-effect connection. 

In fact, the events {𝐵𝑛 ∈ 𝐹  : 𝑛 = 1, … , 𝑘} can be considered the causes of the 

event 𝐴 ∈ 𝐹. The probability 𝑃(𝐵𝑛) that the event 𝐵𝑛 happens independently 

of the occurrence of the event 𝐴, is defined 'a priori' probability and the 

probability 𝑃(𝐵𝑛|𝐴) that the occurrence of the event 𝐵𝑛 conditioned to the 

occurrence of the event 𝐴 is defined 'a posteriori' probability. Then the Bayes' 
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Theorem links the 'a priori' probability with the 'a posteriori' one and allows 

to obtain the relevant probabilities through a dataset of data (Tucker et al., 

2005). 

Then, BNs can be seen both as probabilistic and graphical approaches (Das 

and Ghosh, 2020). In the graph related to a Bayesian Network, the nodes 

represent the random variables, and the edges represent the probability 

dependencies. Then, to build the graph related to a Bayesian Network, 

knowledge of the probability dependencies is needed. The process that allows 

understanding how to obtain the edges set is defined as structural learning and 

is composed of two main strategies (Scutari, 2010): 

• Constraint-based algorithms. The graph structure is learned by the 

analysis of the probabilistic relations related to the assumption that 

each node 𝑚𝑖 ∈ 𝑁 depend only on its parents in the graph (Markov 

property) that are the nodes that are linked to 𝑚𝑖. These algorithms 

are based on Inductive Causation (Inoue, 2020; Okamura et al., 2020), 

aiming to create a graph skeleton and then correct the skeleton by 

eliminating cycles. 

• Score-based algorithms. These algorithms assign a score to each 

possible Belief Network built on the nodes considered. The most 

common algorithm exploited in this field is heuristic (k2, hill-

climbing, tabu search) (Cooper and Herskovits, 1992; Scutari, 2010). 

The provided dataset allows obtaining the joint probability distribution 

through the theorem of joint probability. This theorem states that the events 

𝐴1, … , 𝐴𝑛 ∈ 𝐹 such that 𝑃(𝐴1 ∩ … ∩ 𝐴𝑛) > 0, the probability of the 

intersection events can be obtained through formula (4.13). 

 𝑃(𝐴1 ∩ … ∩ 𝐴𝑛) = 𝑃(𝐴1)𝑃(𝐴2|𝐴1) ⋯ 𝑃(𝐴𝑛|𝐴1 ∩ … ∩ 𝐴𝑛−1) (4.13) 

 

The probability 𝑃(𝐴1 ∩ … ∩ 𝐴𝑛) can be denoted with the notation 

𝑃(𝐴1, … , 𝐴𝑛). Applying the Markov property, the formula (4.14) is valid 

where π𝑖 denotes the parents of the node 𝐴𝑖, that in the Bayesian Network 

graph are indicated through the edge directed to the node 𝐴𝑖 (Pearl, 1988; 

Kabir and Papadopoulos, 2019). 

 𝑃(𝐴1, … , 𝐴𝑛) = ∏ 𝑃

𝑛

𝑖=1

(𝐴𝑖|π𝑖) (4.14) 

 

Considering the example proposed in Figure 4.5, which shows a general 

Bayesian Network containing five variables, the Bayesian Network defines 

the distribution over those five random variables, the most common task to 

solve using Bayesian Networks is probabilistic inference. Instead of 

enumerating all possibilities of combinations of these five random variables, 
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the BN is defined by probability distributions that are inherent to each node, 

as detailed below: 

• The node A and B, noticed which have no incoming arcs, are 

independent variables, which have the probabilities: 

 𝑃(𝐴) (4.15) 

 𝑃(𝐵) (4.16) 

 

• The node C is defined by conditional distribution probability, 

conditioned on A and B: 

 𝑃(𝐶|𝐴, 𝐵) (4.17) 

 

• The node D and E probabilities are conditioned on C: 

 𝑃(𝐷|𝐶) (4.18) 

 𝑃(𝐸|𝐶) (4.19) 

 

The joint probability represented by a Bayesian Network is the product of 

various possibilities defined over individual nodes where each node's 

probability is only conditioned on the incoming arcs. 

 𝑃(𝐴, 𝐵, 𝐶, 𝐷, 𝐸) = 𝑃(𝐴) ∙ 𝑃(𝐵) ∙ 𝑃(𝐶|𝐴, 𝐵) ∙ 𝑃(𝐷|𝐶) ∙ 𝑃(𝐸|𝐶) (4.20) 

 

The definition of this joint distribution by using this methodology has a 

significant advantage. Considering that for simplification purposes, the five 

variables as Boolean variables, the complete joint distribution of probabilities 

are represented by 31 probably values. 

 25  − 1 =  31 (4.21) 

 

According to the probabilities (4.22), the defined Bayesian Network 

requires only ten probably values, as represented in Table 4.1. 

 𝑃(𝐴)    𝑃(𝐵)    𝑃(𝐶|𝐴, 𝐵)    𝑃(𝐷|𝐶)    𝑃(𝐸|𝐶) (4.22) 

 

Table 4.1 Probability values representation 
Probability 𝑷(𝑨) 𝑷(𝑩) 𝑷(𝑪|𝑨, 𝑩) 𝑷(𝑫|𝑪) 𝑷(𝑬|𝑪) 𝑷(𝑨, 𝑩, 𝑪, 𝑫, 𝑬) 

Probability 

values 
1 1 4 2 2 10 

 

The compactness of Bayesian Networks leads to significantly better 

representation at scale, especially for large networks. This feature is a crucial 

benefit of Bayesian Networks and is the reason they are used for all types of 

problems so extensively. Recalling the Bayes' Theorem concerning two 
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random variables for which the conditional probability is defined in formula 

(4.23). 

 𝑃(𝑋|𝑌) =
𝑃(𝑋, 𝑌)

𝑃(𝑌)
=

𝑃(𝑌|𝑋) ∙ 𝑃(𝑋)

𝑃(𝑌)
 (4.23) 

 

Considering a Bayesian Network, in which all Conditional Probability 

Distributions (CPDs) are defined at each node, it is possible to compute the 'a 

posteriori' probability through the Bayes' Theorem. For example, for node 𝐸: 

 𝑃(𝐸|𝐶) =
𝑃(𝐶|𝐸) ∙ 𝑃(𝐸)

𝑃(𝐶)
 (4.23) 

 

4.2.4 Structural Learning Algorithm 

The current section presents the structural learning approach developed by 

Cooper et al. (Cooper and Herskovits, 1992), whose purpose is to determine 

the most probable belief-network structure based on a known database. Note: 

• 𝐷 the database of 𝑚 cases; 

• 𝑍 the set of variables represented by 𝐷; 

• 𝐵𝑠, 𝐵𝑠𝑖
, 𝐵𝑠𝑗

 several belief networks containing all the 𝑍 

variables. 

The comparison between the various belief networks can be limited to the 

study of the joint probabilities 𝑃(𝐵𝑠 , 𝐷) based on formula (4.24). 

 
P(Bsi

|D)

P (Bsj
|D)

=

P(Bsi
, D)

P(D)

P (Bsj
, D)

P(D)

=
P(Bsi

, D)

P (Bsj
, D)

 (4.24) 

 

In order to calculate the joint probability 𝑃(𝐵𝑠, 𝐷) Cooper et al. suppose 

the following assumptions are valid: 

• HYPOTHESIS 1: The variables in database 𝑍 are discrete; 

• HYPOTHESIS 2: Given a belief network model, the cases are 

independent; 

• HYPOTHESIS 3: There are no cases where the variables have 

unknown values; 

• HYPOTHESIS 4: The density function 𝑓(𝐵𝑃 , 𝐵𝑠), which links the 

vector of conditional probabilities 𝐵𝑃 to the belief network structure 

𝐵𝑠 is uniform. 

From hypothesis 1, it is possible to obtain the formula (4.25), with 𝑃(𝐵𝑠) 

preference bias (Mitchell, 1980; Buntine, 1990), 𝑓(𝐵𝑃 , 𝐵𝑠) density function 

described in assumption 3, 𝑃(𝐷|𝐵𝑠, 𝐵𝑃) probability mass function that can be 
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used instead of the density function 𝑓(𝐷|𝐵𝑠, 𝐵𝑃) since the study is limited to 

discrete variables. Finally, the integral is a multiple integral since 𝐵𝑃 is a 

vector. 

 P(Bs, D) = ∫ P
BP

(D|Bs, BP)f(BP|Bs)P(Bs)dBP (4.25) 

 

From hypothesis 2, which assumes case independence among the dataset, 

the (4.25) becomes formula (4.26), with 𝐶ℎh-th database case D, ℎ =
 1, … , 𝑚. 

 P(Bs, D) = ∫ [∏ P

m

h=1

(Ch|Bs, BP)] f
BP

(BP|Bs)P(Bs)dBP (4.26) 

 

Exploiting hypothesis 3 and 4, Cooper et al. prove that the probability 

𝑃(𝐵𝑠, 𝐷) can be calculated through formula (4.27), where: 

• 𝑛 number of discrete variables 𝑋1, … , 𝑋𝑛 ∈ 𝑍; 

• 𝑟𝑖 number of possible values assigned to the variable 𝑋𝑖 variable among  

𝑣𝑖1, … , 𝑣𝑖𝑟𝑖
, 𝑖 =  1, … , 𝑛; 

• Defined π𝑖 the list of variables related to 𝑋𝑖 e 𝑤𝑖𝑗 the j-th unique instance 

of 𝜋𝑖 relative to the database D, 𝑞𝑖 indicates the number of instances; 

• 𝑁𝑖𝑗𝑘 number of cases in the database D where the variable 𝑋𝑖 variable 

takes value 𝑣𝑖𝑘 and the list of parents π𝑖 has to instance 𝑤𝑖𝑗; 

• 𝑁𝑖𝑗 = ∑ 𝑁𝑖𝑗𝑘
𝑟𝑖
𝑘=1 . 

 𝑃(𝐵𝑠, 𝐷) = 𝑃(𝐵𝑠) ∏ ∏
(𝑟𝑖 − 1)!

(𝑁𝑖𝑗 + 𝑟𝑖 − 1)!

𝑞𝑖

𝑗=1

∏ 𝑁𝑖𝑗𝑘

𝑟𝑖

𝑘=1

𝑛

𝑖=1

! (4.27) 

 

Denoting by 𝑄 the set of all belief network structures that contain only the 

variables of the dataset 𝑍. Returning to the evaluation of the probability of the 

belief network 𝐵𝑠 conditional on the known database 𝐷, the formula of such 

probability will be: 

 𝑃(𝐵𝑠|𝐷) =
𝑃(𝐵𝑠, 𝐷)

∑ 𝑃𝐵∈𝑄 (𝐵, 𝐷)
 (4.28) 

 

4.2.4.1 Exact Method 

The number of possible belief network structures grows significantly as 

the number of variables in the set 𝑍 increases. To prevent this increase from 

leading to high computational cost, Cooper et al. propose the introduction of 

two additional assumptions: 

• HYPOTHESIS 5: It is possible to determine an order for the variables; 

• HYPOTHESIS 6: The probability 𝑃(𝐵) is equal ∀𝐵 ∈ 𝑄. 
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Denoting with 𝑃(𝐵) = 𝑐 the constant value assumed by the belief network 

probabilities in 𝑄, it is possible to obtain: 

 

𝑃(𝐵𝑠, 𝐷) = 𝑃(𝐵𝑠) ∏ ∏
(𝑟𝑖 − 1)!

(𝑁𝑖𝑗 + 𝑟𝑖 − 1)!

𝑞𝑖

𝑗=1

∏ 𝑁𝑖𝑗𝑘

𝑟𝑖

𝑘=1

𝑛

𝑖=1

!

= 𝑐 ∏ ∏
(𝑟𝑖 − 1)!

(𝑁𝑖𝑗 + 𝑟𝑖 − 1)!

𝑞𝑖

𝑗=1

∏ 𝑁𝑖𝑗𝑘

𝑟𝑖

𝑘=1

𝑛

𝑖=1

! 

(4.29) 

 

Finding the most probable belief network structure involves looking for 

the element 𝐵𝑠 ∈ 𝑄 that maximizes the probability 𝑃(𝐵𝑠, 𝐷): 

 max
𝐵𝑠

𝑃 (𝐵𝑠, 𝐷) = 𝑐 ∏ max
π𝑖

∏
(𝑟𝑖 − 1)!

(𝑁𝑖𝑗 + 𝑟𝑖 − 1)!

𝑞𝑖

𝑗=1

∏ 𝑁𝑖𝑗𝑘

𝑟𝑖

𝑘=1

!

𝑛

𝑖=1

 (4.30) 

 

Finding the most probable network leads back to finding the network for 

which the instance of the parents is maximized π𝑖 of the variable 𝑋𝑖 consistent 

with the order set on the nodes. 

The last presented formula can be generalized by avoiding hypothesis 6 

and considering 𝑃(π𝑖
𝑠 → 𝑋𝑖) the probability that in the belief-network 𝐵𝑠 the 

variable 𝑋𝑖 has as relatives π𝑖
𝑠. In this way, the preference bias can be 

calculated as in formula (4.31). 

 𝑃(𝐵𝑠) = ∏ 𝑃

𝑛

𝑖=1

(π𝑖
𝑠 → 𝑋𝑖) (4.31) 

 

Thus the evaluation of the most probable network becomes: 

 

max
𝐵𝑠

𝑃 (𝐵𝑠, 𝐷) = ∏ max
π𝑖

𝑃 (π𝑖
𝑠

𝑛

𝑖=1

→ 𝑋𝑖) ∏
(𝑟𝑖 − 1)!

(𝑁𝑖𝑗 + 𝑟𝑖 − 1)!

𝑞𝑖

𝑗=1

∏ 𝑁𝑖𝑗𝑘

𝑟𝑖

𝑘=1

! 

(4.31) 

 

Assuming that the probabilities 𝑃(π𝑖 → 𝑋𝑖) e 𝑃(π𝑗 → 𝑋𝑗) are marginally 

independent when 𝑖 ≠ 𝑗 although this assumption is difficult to justify in 

practice. 

 

4.2.4.2 Heuristic Method 

Cooper et al. also propose a heuristic method for determining the most 

likely belief network based on the 𝐷 database. For simplicity of notation, let 

us denote: 
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 𝑔(𝑖, π𝑖) = ∏
(𝑟𝑖 − 1)!

(𝑁𝑖𝑗 + 𝑟𝑖 − 1)!

𝑞𝑖

𝑗=1

∏ 𝑁𝑖𝑗𝑘

𝑟𝑖

𝑘=1

! (4.32) 

 

Let it be, also: 

• 𝑢  the Maximum number of parents that each node can have (fixed 'a 

priori'); 

• 𝑃𝑟𝑒𝑑(𝑋𝑖) a function that returns the set of nodes 𝑋1, … , 𝑋𝑖−1 in the 

given order. 

The algorithm on which the heuristic approach is reported below. 

 
 K2 Algorithm 
 Input: database 𝐷, set of nodes, order of nodes, 𝑢. 
 Output: a printout of the node's relatives for each node. 
1 for 𝒊 =  𝟏, … , 𝒏 do 
2    π𝑖 =  ∅ 
3    𝑃𝑜𝑙𝑑 ≔ 𝑔(𝑖, π𝑖) 
4    𝑂𝐾 − 𝑡𝑜 − 𝑃𝑟𝑜𝑐𝑒𝑒𝑑 ≔  𝑇𝑅𝑈𝐸 
5    while (𝑶𝒌 − 𝒕𝒐 − 𝑷𝒓𝒐𝒄𝒆𝒆𝒅 = 𝑻𝑹𝑼𝑬)𝑨𝑵𝑫(|𝛑𝒊| ≤ 𝒖) do 
6       Let  be 𝑧 ∈ 𝑃𝑟𝑒𝑐(𝑋𝑖) and be π𝑖 which maximizes 𝑔(𝑖, π𝑖 ∪ {𝑧}) 
7       𝑃𝑛𝑒𝑤 ≔ 𝑔(𝑖, π𝑖 ∪ {𝑧}) 
8       if 𝑷𝒏𝒆𝒘 > 𝑷𝒐𝒍𝒅 do 

9          𝑃𝑜𝑙𝑑 ≔ 𝑃𝑛𝑒𝑤 
10          π𝑖 = π𝑖 ∪ {𝑧} 
11       else 

12          𝑂𝐾 − 𝑡𝑜 − 𝑃𝑟𝑜𝑐𝑒𝑒𝑑 ≔  𝐹𝐴𝐿𝑆𝐸 
13 write('Node: ', 𝑋𝑖, 'Parents of this node: ', π𝑖) 

 

4.3 The formal definition of the Multilevel Graph Approach 

In this paragraph, the Multilevel Graph Approach will be formalized. In 

particular, it will be shown how the lists of semantic relations are generated 

that will correct the algorithm of structural learning exploited to obtain the 

Bayesian network.  

Considering the Ontology general definition in (4.3), we define Ontology 

𝑂 as in formula (4.33), with 𝐶 set of concepts, 𝐴 set of attributes, 𝐻 

hierarchical relations, and the sets 𝑅+ and 𝑅− sets denote the relations of 

axiomatic type (𝐴𝑥), semantic (𝑅𝑇) or non-semantic (𝑅) relations, which 

constitute a dependency or independence link respectively among the 

concepts of the ontology. 

 𝑂 = {𝐶, 𝐴, 𝐻, 𝑅+, 𝑅−} (4.33) 

 



 Situation Awareness in IoT based Complex Systems 

 51 

This allows defining the graph 𝐺𝑂 associated with the ontology as in 

formula (4.34), where: 

• r is the root of the graph; 

• 𝑁𝑂 = 𝐶 set of the nodes of the graph. It coincides with the set of the 

concepts of Ontology. 

• 𝐸𝑂 = {(𝑛1, α, 𝑛2)  : 𝑛1, 𝑛2 ∈ 𝑁𝑂 , α ∈ 𝐻 ∪ 𝑅+ ∪ 𝑅−} set of arcs. It 

contains all links between nodes. These links can be hierarchical or 

specify dependency or independence between concept nodes. From 

the definition of the set 𝐸𝑂 the labels of the arcs are defined through 

the relations of the given Ontology. 

 𝐺𝑂 =< 𝑁𝑂 , 𝐸𝑂 , 𝑟 > (4.34) 

 

The Context Dimension Tree (CDT) graphical approach was formally 

presented in the previous paragraphs. In particular, it was shown that the CDT 

consists of a graph 𝐺𝐶𝐷𝑇 defined in formula (4.35). 

 𝐺𝐶𝐷𝑇 = < 𝑁𝐶𝐷𝑇 , 𝐸𝐶𝐷𝑇 , 𝑟 > (4.35) 

 

In the case of the proposed approach, the Context Dimension Tree provides 

nodes that are in common with the constructed Ontology. Therefore, both the 

domain 𝑑 and the sets of concepts 𝐶 and attributes 𝐴 of the Ontology allow to 

define the sets 𝐶𝑑 and 𝐴𝑑 as in formulas (4.36) and (4.37). 

 𝐶𝑑 ⊆ 𝐶 (4.36) 

 𝐴𝑑 ⊆ 𝐴 (4.37) 

 

These sets are defined according to properties described in formulas (4.38) 

and (4.39) with 𝑁𝑑𝑒𝑓 = {who, why, when, how, … } set of predefined 

dimension nodes necessary for the creation of the CDT. 

 𝑁𝐷 ∪ 𝑁𝐶 = 𝑁𝑑𝑒𝑓 ∪ 𝐶𝑑 (4.38) 

 𝑁𝐴 = 𝐴𝑑 (4.39) 

 

We note, therefore, that the set of nodes of the CDT 𝑁𝐶𝐷𝑇 is generated 

through the ontology and the analysis of the domain 𝑑: 

 𝑁𝐶𝐷𝑇 = 𝑁𝑑𝑒𝑓 ∪ 𝐶𝑑 ∪ 𝐴𝑑 (4.40) 

 

Moreover, the non-default dimension nodes and the concept nodes of the 

CDT (𝑁𝐶𝐷𝑇 − 𝑁def) are chosen among the set 𝐶 elements of the Ontology. In 

contrast, the parameters are selected among the attributes 𝐴 of the Ontology. 

The set of CDT arcs is partitioned into three sets: 

 𝐸𝐶𝐷𝑇 = 𝐸𝑑𝑒𝑓 ∪ 𝐸𝐶 ∪  𝐸𝐴 (4.41) 

 

where 𝐸𝑑𝑒𝑓 is the set of arcs connecting the root to the predefined 

dimension nodes 𝑁𝑑𝑒𝑓 and the arcs connecting the latter to the related concept 
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nodes, 𝐸𝐴 is the set of arcs connecting the concept nodes with the relative 

attributes evaluated in the specific contextual domain, while 𝐸𝐶 is the set of 

the arcs for which there is a connection of hierarchical type between two nodes 

in the Ontology 𝑂. 

 𝐸𝐶 = {(𝑛1, α, 𝑛2)  : 𝑛1, 𝑛2 ∈ ϕ1
𝑑(𝐶), α ∈ 𝐻} (4.42) 

 

Thus, the Context Dimension Tree defined via the Ontology takes the 

following form: 

 
𝐺𝐶𝐷𝑇 =< 𝑁𝐶𝐷𝑇 , 𝐸𝐶𝐷𝑇 , 𝑟 > = 

< 𝑁𝑑𝑒𝑓 ∪ 𝐶𝑑 ∪ 𝐴𝑑 , 𝐸𝑑𝑒𝑓 ∪ 𝐸𝐶 ∪ 𝐸𝐴, 𝑟 > 
(4.43) 

 

In Ontology (4.33), specific roles have been assigned to concepts, 

attributes, and hierarchical relations. At this point, instead, a role will be 

assigned to the relationships of dependence 𝑅+ and independence 𝑅− between 

ontological concepts. In particular, those relationships will play a central role 

in designing the lists of semantic relations. To this end, some preliminary 

definitions are provided, which are helpful in model formalization. 

Definition 5.1. Let the generic graph 𝐺 = < 𝑁, 𝐸, 𝑟 >; it is possible to 

define walk in 𝐺 as a finite sequence of arcs 

 𝑒1𝑒2 ⋯ 𝑒𝑡   𝑒𝑖 ∈ 𝐸 ∀𝑖 = 1, … , 𝑡 (4.44) 

 

since each arc 𝑒𝑖 can be denoted by the nodes it connects (𝑚𝑖 , 𝑚𝑖+1), a 

walk can be expressed through the notation of the formula (4.45). 

 𝑚1 → 𝑚2 → ⋯ → 𝑚𝑡+1  𝑚𝑗 ∈ 𝑁 𝑗 = 1, … , 𝑡 + 1 (4.45) 

 

A trail is defined as a walk in which all arcs are distinct 

 𝑒𝑖 ≠ 𝑒𝑗  𝑖 ≠ 𝑗 (4.46) 

 

A path is defined as a trail in which there is no repetition of nodes, i.e., all 

nodes connected by the path (except at most the first and last) are distinct. In 

this way, in the path  𝑚1 → 𝑚2 → ⋯ → 𝑚𝑡+1 at most, it is possible to have 

𝑚1 = 𝑚𝑡+1. 

In the case of the graph 𝐺𝑂, the arcs present a label that characterizes the 

typology of connection among the nodes associated with the Ontology. To 

such purpose, it is possible to denote a path associated with the graph of the 

Ontology with formula (4.47), in which 𝑚1, … , 𝑚𝑡+1 ∈ 𝐶 are graph nodes and 

α1, … , α𝑡 ∈ 𝐻 ∪ 𝑅+ ∪ 𝑅−are arcs labels. 

 𝑚1 →α1
 𝑚2 →α2

⋯ →α𝑡
𝑚𝑡+1 (4.47) 

 

Definition 5.2. Let 𝑚1 →α1
 𝑚2 →α2

⋯ →α𝑡
𝑚𝑡+1 a path. We define in the 

graph 𝐺𝑂 associated to the Ontology a dependency path, which is a path 

satisfying the property (4.48). 

 ∃! j ∈ {1, … , t}  : α𝑗 ∈ 𝑅+,  α𝑘 ∈ 𝐻  ∀𝑘 ∈ {1, … , 𝑡} − {𝑗} (4.48) 
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Instead, a path of independence is defined as a path that satisfies the 

property (4.49). 

 ∃! j ∈ {1, … , t}  : α𝑗 ∈ 𝑅−,  α𝑘 ∈ 𝐻  ∀𝑘 ∈ {1, … , 𝑡} − {𝑗} (4.49) 

 

Finally, a class path is defined as a path that has the property (4.50). 

 α𝑘 ∈ 𝐻 ∀𝑘 ∈ {1, … , 𝑡} (4.50) 

 

For convenience, it is possible to denote the set of dependency paths 𝑃(𝐷) 

and the set of independency paths 𝑃(𝐼). At this point, it is necessary to define 

the concepts of dependence and independence between the nodes of the 

ontology 𝑂. 

Definition 5.3. Let 𝑚1, 𝑚2 ∈ 𝐶 distinct concept nodes of the Ontology, 

such nodes of define dependent nodes if and only if ∃ 𝑣 ∈ 𝐶 such that 𝑚1 e 𝑣 

are connected by a dependency path and 𝑚2 e 𝑣 are connected through a class 

path or vice versa. Instead, nodes are defined to be independent if and only if 

∃ 𝑣 ∈ 𝐶 such that 𝑚1 e 𝑣 are connected by an independence path e 𝑚2 e 𝑣 

are connected by a class path or vice versa.  

At this point, through the relations just introduced, it is possible to define 

the set of dependent nodes 𝑅(𝐷), as in formula (4.51), and the set of 

independent nodes 𝑅(𝐼), as in formula (4.52). The first one constitutes the list 

of semantic dependence relations, while the second one constitutes the 

independent ones. 

 𝑅(𝐷) = {(𝑚1, 𝑚2)  : 𝑚1, 𝑚2 dependent nodes} (4.51) 

 

 𝑅(𝐼) = {(𝑚1, 𝑚2)  : 𝑚1, 𝑚2 independent nodes} (4.52) 

 

The construction of the Bayesian network is done through the analysis of 

the ontology 𝑂 and the Context Dimension Tree. The graph that represents the 

network is denoted with: 

 𝐺𝐵 =< 𝑁𝐵, 𝐸𝐵 > (4.53) 

 

where 𝑁𝐵 is the set of nodes, 𝐸𝐵 is the set of the edges. The nodes of the 

network are identified through the analysis of the specific context using the 

CDT, i.e. 

 ∃𝜓𝑑  𝑁𝐵 = 𝜓𝑑(𝐶) (4.54) 

 

The generation of the nodes happens through the action of both the 

Ontology and the Context Dimension Tree. In fact, the latter shares some of 

the Ontology nodes, as shown above. 

The set 𝑁𝐵 contains a finite number of nodes, and each can assume a known 

value within the dataset. This statement is supported by the construction of the 
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set of nodes of the Bayesian network, performed through the synergy between 

Ontology and Context Dimension Tree. 

Considering the hypothesis defined by Cooper et al. (Cooper and 

Herskovits, 1992), the following assumptions are fulfilled: 

• HYPOTHESIS 1: The variables in the database are discrete. The 

selection of model variables is performed through the data and the 

cooperation between Ontologies and CDT; 

• HYPOTHESIS 2: Given a belief-network model, the cases are 

independent; 

• HYPOTHESIS 3: There are no cases where the variables have 

unknown values since the nodes are selected through the database and 

processed by the graph approaches; 

An in-depth analysis has to be performed on the possible belief networks 

through the relations introduced among the nodes. In fact, the goal of the 

proposed approach is to reduce the number of belief networks to be evaluated 

and select, among those left available, the most consistent with the dataset 

exploited through the analysis performed by Ontology and Context Dimension 

Tree. In particular, the Bayesian network 𝐵 of which the nodes are already 

known 𝑁𝐵 must be determined through the identification of the set of arcs 𝐸𝐵 

which will include the arcs obligatorily joining the dependent nodes of the list 

of dependency relations 𝑅(𝐷) and must not present arcs connecting the 

independent nodes 𝑅(𝐼) of the list of independent relations. In particular, by 

definition, the dependency list 𝑅(𝐷) represents the set of oriented arcs joining 

the dependent nodes, while the independence list 𝑅(𝐷) represents the set of 

arcs connecting the independent nodes. 

The target network 𝐵 will be determined among the belief networks 

belonging to the set: 

 𝑄 = {𝐵𝑖 =< 𝑁𝐵, 𝐸𝑖 >   : 𝑅(𝐷) ⊆ 𝐸𝑖, 𝑅(𝐼) ∩ 𝐸𝑖 = ∅} (4.55) 

 

On this set, the assumptions are assumed to be valid: 

• HYPOTHESIS 5: It is possible to determine an order for the variables; 

• HYPOTHESIS 6: The probabilities 𝑃(𝐵𝑖) are equal ∀𝐵𝑖 ∈ 𝑄. 

The set a priori of conditional probabilities includes the list of semantic 

dependency relations and excludes the conditional probabilities according to 

the list of semantic independence relations. The remaining vectors of the 

possible conditional probabilities 𝐵𝑃 respect the semantic relations extracted 

by the reference domain's Ontology and Context Dimension Tree. The 

following hypothesis is valid: 

• HYPOTHESIS 4: The density function 𝑓(𝐵𝑃 , 𝐵𝑖) which links the 

vector of conditional probabilities 𝐵𝑃 to the belief-network structure 

𝐵𝑖 is uniform. 
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Denoted with πℎ̅̅̅̅  the instance of the parents of the random variable 𝑋ℎ, this 

instance will respect both the dependence and independence semantic 

relations list. In fact, the aleatory variables 𝑋1, … , 𝑋𝑡 connected through an arc 

to the aleatory variable 𝑋ℎ will respect the conditions (4.56) and (4.57). 

 {(𝑋1, 𝑋ℎ), … , (𝑋𝑡 , 𝑋ℎ)} ∩ 𝑅(𝐼) = ∅ (4.56) 

 ∄𝑗 ∉ {1, … , 𝑡} : (𝑋𝑗 , 𝑋ℎ) ∈ 𝑅(𝐷) (4.57) 

In particular, the second relation emphasizes that the relatives π𝑖̅ of the 

aleatory variable 𝑋ℎ include all dependency relations set via the list of 

semantic dependency relations. 

Recalling that 𝑃(πℎ
𝑠̅̅̅̅ → 𝐵𝑖) represents the probability that in the belief-

network 𝐵𝑖 variable 𝑋ℎ has as parents π𝑖
𝑠̅̅ ̅ and that we have previously defined 

the function 

 𝑔(ℎ, 𝜋̅ℎ) = ∏
(𝑟ℎ − 1)!

(𝑁ℎ𝑗 + 𝑟ℎ − 1)!

𝑞𝑖

𝑗=1

∏ 𝑁ℎ𝑗𝑘

𝑟𝑖

𝑘=1

! (5.58) 

 

The Bayesian network will be determined as the network that maximizes 

the belief network probability on data, as shown in the formula (4.59) 

 
𝑚𝑎𝑥
𝐵𝑖∈𝑄

𝑃 (𝐵𝑖, 𝐷) = ∏ 𝑚𝑎𝑥
πℎ

𝑃 (π𝑖
𝑠 → 𝐵𝑖)𝑔(ℎ, πℎ)

𝑛

ℎ=1

 (4.59) 

 

In the proposed approach, this computation is performed by modifying the 

heuristic procedure used by Cooper et al. described earlier (Cooper and 

Herskovits, 1992). In particular, the following pseudocode is executed in 

which a maximum number of parents 𝑢 is fixed, and an order on the nodes of 

the set 𝑁𝐵 is selected. The set of possible parents nodes π𝑖̅ is constructed 

exploiting the list of dependent semantic relations.  

 
 Algorithm 
 Input: 𝑁𝐵, 𝑅(𝐷), 𝑅(𝐼), node order, 𝑢 
 Output: a printout of the node's parents for each node. 
1 for 𝒊 =  𝟏, … , 𝒏 do 
2    π𝑖̅ = {(𝑋, 𝑋𝑖) ∈ 𝑅(𝐷)} ⊆ 𝑅(𝐷)  
3    𝑃𝑜𝑙𝑑 ≔ 𝑔(ℎ, 𝜋̿ℎ) 
4    𝑂𝐾 − 𝑡𝑜 − 𝑃𝑟𝑜𝑐𝑒𝑒𝑑 ≔  𝑇𝑅𝑈𝐸 
5    while (𝑶𝒌 − 𝒕𝒐 − 𝑷𝒓𝒐𝒄𝒆𝒆𝒅 = 𝑻𝑹𝑼𝑬)𝑨𝑵𝑫(|𝛑𝒉| ≤ 𝒖) do 

6       Let be 𝑧 ∈ 𝑃𝑟𝑒𝑐(𝑋ℎ) and be 𝜋̿ℎ which maximizes 𝑔(ℎ, 𝜋̿ℎ ∪ {𝑧}) 
7       𝑃𝑛𝑒𝑤 ≔ 𝑔(ℎ, πℎ ∪ {𝑧}) 
8       if 𝑷𝒏𝒆𝒘 > 𝑷𝒐𝒍𝒅 𝑨𝑵𝑫 (𝒛, 𝑿𝒊) ∉ 𝑹(𝑰) do 

9          𝑃𝑜𝑙𝑑 ≔ 𝑃𝑛𝑒𝑤 
10          𝜋̿ℎ = 𝜋̿ℎ ∪ {𝑧} 
11       else 
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12          𝑂𝐾 − 𝑡𝑜 − 𝑃𝑟𝑜𝑐𝑒𝑒𝑑 ≔  𝐹𝐴𝐿𝑆𝐸 
13 write ('Node: ', 𝑋ℎ, 'Parents of this node: ', 𝜋̅ℎ) 

 

Once the belief network has been determined based on the lists of 

dependence and independence semantic relations, it will be possible to 

perform the training phase of the network to determine its weights. In 

particular, through the dataset, it is possible to calculate the conditional 

probabilities associated with the dependence relations that identify the 

Bayesian network built through the synergy work of the Ontology 𝐺𝑂 and 

Context Dimension Tree 𝐺𝐶𝐷𝑇. 

 

 



 

 

Chapter 5 

Experimental Results 

 

 

 

 
This section reports the case studies developed using the proposed 

Multilevel Graph Approach. The first subsection shows a case study used for 

model validation; the case study is related to the Smart City of London, chosen 

for reasons of data availability. The second subsection provides other case 

studies related to the proposed models, which involve different application 

domains. A case study concerns the application of the model in cybersecurity 

in the automotive domain. Other case studies are presented, which show the 

ability of the System to interact and support users. In detail, a case study is 

presented that involves the System as educational paths recommender in the 

cultural heritage field, or in supporting expert users and consumers in the 

Smart Agriculture field, or supporting users in the management of services, 

and resources, within a Smart Home. 

 

5.1 Model Validation: London Smart City 

In this subsection, it is reported the case study that validates the proposed 

approach. For data availability, this pilot case study is focused on London 

Smart City, in which, due to open data availability policies, it was possible to 

obtain a large amount of information. In this scenario, the MuG Approach is 

exploited to predict different events such as traffic accidents, rainfall, and 

bike-sharing service availability based on the collected data. To validate the 

proposed model, several steps were necessary. In particular, this section aims 

to compare the performance of the proposed approach, which involves the 

prediction of phenomena through Bayesian Networks built with the support 

of semantic information derived from the context. The results will be 

compared with traditional approaches such as the construction of Bayesian 

Networks with the support of experts in the field or through structural learning 

algorithms. In detail, the proposed methodology will be validated in an 

attempt to predict three phenomena in the Smart City scenario: traffic 

accidents, rainfall, and bike-sharing service availability. For this purpose, the 

following sections will present the available dataset, the phases of 



Chapter 5 

 58 

construction of the graphs for the description of the context, the formalization 

of the experimental phases, and the numerical results. 

 

5.1.1 Dataset 

The chosen study area is the city of London; in particular, the complete 

dataset of information collected refers to the neighborhoods of Islington, 

Westminster, Hammersmith and Fulham, Lambeth, and Tower Hamlets. Only 

for these boroughs was it possible to collect enough data to provide an 

example that allows us to show the ability of the System to predict different 

events. Depending on the phenomena to be predicted and according to data 

availability have been considered all areas or only some of them, which 

correspond to London central areas. The data used come from different 

sensors, providing information with different formats and time intervals. The 

data were aggregated at different time intervals for the analysis depending on 

the event to predict. The full dataset used contains 12 variables and several 

records aggregated from 2017 to 2019. The one-year observation period 

exceeds 35000 instances. Details of the data available in the dataset are shown 

in Table 5.1. 

 

Table 5.1 London Smart City Case of Study: Dataset details 

Data Details 

DayDate 

This data refers to the date of the day with 

the following format: yyyy-mm-dd, 

HH:MM:SS 

Evapotranspiration 
This data refers to the evapotranspiration, 

expressed in mm. 

Pressure 
This data refers to the pressure expressed 

in Bar (hPa). 

Radiation 
This data refers to the solar radiation 

expressed in W/m2. 

Rainfall 
This data refers to the amount of rain 

accumulated during a day, expressed in mm. 

RainRate 
This data refers to the instantaneous 

measure of precipitation, expressed in mm/h 

StormRain 

This data refers to the amount of rain 

accumulated during a storm, expressed in 

mm. 
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Temperature 
This data refers to the outside temperature, 

expressed in Celsius degree. 

UVIndex This data refers to the Ultra Violet Index. 

WindDirection 
This data refers to the direction of the 

wind, expressed in degrees. 

WindSpeed 
This data refers to the instantaneous speed 

of the wind, expressed in m/s. 

StartTrips_Islington 
This data refers to the number of bicycles 

rented in the borough. 

EndTrips_Islington 
This data refers to the number of bicycles 

returned in the borough. 

Accidents.Slight 
This data refers to low severity accidents 

that occurred in the borough. 

Accidents.Serius 
This data refers to the high severity 

accidents that occurred in the borough. 

 

5.1.2 Context description 

As mentioned above, the Multilevel Graph Approach exploits the semantic 

relationships that arise from Context-Awareness. Considering the paradigm of 

Situation Awareness (SA) defined by Endsley, through this phase, the SA 2, 

namely, the Comprehension phase, is reached through context description, 

performed by graph structures such as Ontologies and CDT. These graph 

structures were designed with experts domain supported by scientific 

literature-defined approaches. In order to pursue the objective of evaluating 

the proposed approach, it was necessary to deepen the study of the two graph 

approaches by focusing on scientific literature desk research to design 

Ontologies and CDTs, which meet specific needs of context representation. 

This representation will allow the System to integrate semantic relations 

functional to build constraints between the data. Due to this, it will be possible 

to design more reliable Bayesian Networks.  

The case study for the validation of the model is conducted on data 

acquired in the city of London. These data come from different sensors placed 

in the environment and mainly concern weather conditions and transport. 

Considering the available data, the pilot case study will focus on predicting 

three phenomena: traffic accidents, rainfall, and availability of bike-sharing 

services. To this end, to predict phenomena that occur in complex scenarios, 

such as Smart Cities, involving many aspects and embracing different areas 

of knowledge, it is reasonable to think of a support service such as Ontologies. 

A tool such as an ontology, which allows us to represent knowledge in a 

formal, universally understandable, and reusable way, could be fundamental 

for several aspects such as assessing, predicting, managing risks and 
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meteorological phenomena. In fact, many scientific studies contribute to the 

design of ontologies concerning the modeling of environments and services in 

Smart Cities or concerning the meteorological or hydrological sector in 

general (e.g. (Chen, Finin and Joshi, 2003b; Scholten et al., 2007; Islam and 

Piasecki, 2008)). 

On modeling Smart Cities and their services, much progress has been made 

in scientific research of recent years. In particular, in (Troncy et al., 2017), a 

framework to build a knowledge base includes descriptions of a city's events 

and activities, places and monuments, transportation facilities, and social 

activities. About smart transportation, an ontology capable of assisting smart 

and autonomous vehicles in decision-making is presented in (Juric and 

Madland, 2020). Moreover, the issue of formal knowledge management 

concerning IoT and interoperability between different sensors for the 

development of smart urban mobility services in the Smart Cities context is 

addressed in several scientific contributions. In particular, in (Fernandez et al., 

2016), an ontology-based system to improve safety on roads by providing 

traffic information is reported, and in (Sotres et al., 2019), a system capable 

of supporting parking directions and mobility suggestions to users is reported. 

Furthermore, in (D’Aniello et al., 2020), the Smart City Service System, a 

knowledge-based system to support decision-making processes in a city, is 

presented. The considered knowledge base extends Km4City (Bellini et al., 

2014) with EventOntology1 to represent events with more details and 

technology-oriented ontologies to support the description of services and the 

representation of sensors and data from them. The integrated information is 

analyzed to provide situational awareness of the city using inference and 

classification processes. In (Mohammad et al., 2015), an ontology for road 

hazards is presented. The presented Ontology provides the representation of 

concepts and elements such as pedestrians, vehicles, and other elements. This 

ontology also links weather conditions to hazards in road environments 

(Mohammad et al., 2015).  

Instead, on meteorological phenomena, particularly floods, Raskin & Pan 

proposed and developed a modular system called SWEET (Semantic Web for 

Earth and Environmental Terminology), a higher level ontology containing a 

hierarchy related to weather hazards (Raskin and Pan, 2005; Scholten et al., 

2007). Furthermore, according to Scheuler et al., referring to the work 

mentioned above, it is possible to put this information into an accessible and 

reusable knowledge base in multi-criteria risk assessment, defining it as 

crucial for weather hazards management to rely on a correct and 

comprehensive flood risk assessment (Scheuer, Haase and Meyer, 2013). In 

the field of weather hazards prediction, according to Agresta et al., the ability 

to use and share knowledge is the main reason why ontologies are well suited 

to support the (near) real-time prediction phases of devastating flood events 

 
1 http://motools.sourceforge.net/event/event.html 
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and flood warning and emergency management (Agresta et al., 2014). In their 

work, FloodOntology is developed, an ontology to predict floods related to 

rainfall events based on continuous measurements of water parameters from 

sensors and simulation models. In addition, three main domains are addressed: 

hydrologic, hydraulic, and sensor networks. It can be assumed that weather 

hazards predictions are centered on simulations of the hydrologic/hydraulic 

processes involved, based on continuous monitoring from sensor networks. 

Compton et al. address an interesting work in this field. They propose a 

Semantic Sensor Network (SSN), which represents an online ontology that 

can describe sensors and observations in terms of capabilities, measurement 

processes, observations, and deployments (Compton et al., 2012). 

Based on the ontologies, taxonomies, and formal knowledge bases 

presented in scientific literature, in particular (de Wrachien et al., 2012; 

Agresta et al., 2014; Mohammad et al., 2015; D’Aniello et al., 2020), it was 

possible to realize a Task Ontology (Ikeda et al., 1998; Abrahao and 

Hirakawa, 2017) valid for the presented approach, a small part of which is 

represented in Figure 5.1. 

 

 

Figure 5.1 Task Ontology sample on Smart City 

Having designed the task ontology related to the considered scenario, the 

application of the proposed approach needs the reference context description 

performed by a Context Dimension Tree. In addition to being useful for our 

approach, the CDT is a simple, straightforward, and fundamental element for 

context representation (Annunziata et al., 2016). Various applications of the 

CDT exist in the literature (Panigati et al., 2012; Colace et al., 2017). 

However, there does not seem to be a specific version suitable for describing 

the smart city context in which meteorological or transportation information 

is present. Therefore, to test the proposed methodology, it was decided to 

design a specific version, considering that the CDT is a fundamental tool for 

the proposed methodology applying. According to the proposed methodology, 

all possible context combinations are researched based on the CDT after the 
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target decision. Based on the ontological correspondences, these context 

combinations provide the semantic relationships between the data. Those 

relations are exploited to design a Bayesian prediction network. 

Focusing on the importance of this tool, the CDT was designed; a sample 

is shown in Figure 5.2. As shown in the figure, five upper dimensions (How, 

Where, Who, What, Why, When) help context representation. For example, in 

the top-dimension Where, in addition to the place, representing the geographic 

location of the event, there is also the type of area that, in this case, may play 

an essential role in the context. The top-dimension Who deals with the factors 

involved: people or goods. Instead, the top-dimension Why describes the 

events process as something that can be triggered, such as public 

transportation. The top-dimension When instead represents the time interval 

of the event, this plays a crucial role in predicting the possible damage. 

Clearly, in the top-dimension What are present the targets classified, possibly, 

according to various danger levels. 

The CDT thus designed, even if tailored to the specific proposed 

methodology, provides a contextual view of the events, representing all 

possible contexts of the identified Smart City scenario, one of the critical 

points for applying the proposed method. 

 

 

Figure 5.2 Context Dimension Tree sample on Smart City 

 

In conclusion, it is possible to argue that it was possible to build the 

Ontology and CDT view through the support of scientific literature and expert 

users; those representations are crucial in supporting and applying the 

proposed innovative approach.  
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5.1.3 Metrics and Experimental Approach 

Appropriate evaluation metrics were selected to validate the proposed 

approach. In addition, three steps to appropriately compare the proposed 

methodology were identified. 

The metrics chosen are Confusion Matrix, Accuracy, Precision, Recall, and 

F1-Score. A Confusion Matrix (Figure 5.3), also known as an error matrix, is 

a specific table allowing the visualization of the performances of an algorithm 

indicating how a system is able to classify events. 

 

 

Figure 5.3 Example of Confusion Matrix 

 

Accuracy (A) is the proportion of correct predictions on the total number 

of cases examined; it represents a measure of the ability of the System to make 

correct predictions. 

 𝐴 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑃 + 𝐹𝑁
 (5.1) 

 

Precision (P) is the fraction of relevant instances among the retrieved 

instances, representing the System's ability to predict an event. 

 𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
  (5.2) 

 

Recall (R) is the fraction of relevant instances recovered out of the total 

number of relevant instances, which provides a System's reliability 

measurement. 

 𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (5.3) 

 

F1-Score defines the accuracy of a test, merging Precision and Recall in a 

single variable, which represents the harmonic mean of Precision and Recall.  

 F1-Score =
2 ∙ 𝑇𝑃

2 ∙ 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 (5.4) 
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Taking these metrics as a reference, three analysis phases were identified 

to validate the proposed approach appropriately. In order to perform the three 

analysis phases, it was necessary to divide the available dataset into the 

Training Dataset (TrD) and the Test Dataset (TeD). Due to this, it was possible 

to proceed through the three phases identified. 

In particular, in the first phase (figure 5.4), the Bayesian network structure 

is designed through domain experts. The TrD allows learning the Bayesian 

network weights, which is subsequently validated through the TeD. 

 

 

Figure 5.4 Experimental Approach Step 1 

 

In the second step (Figure 5.5), the Bayesian network structure is built 

through a structural learning algorithm. First, the Bayes network is realized 

through the TrD and the structural learning algorithm. Then the learned 

Bayesian network is evaluated using the TeD, obtaining the confusion matrix. 

 

 

Figure 5.5 Experimental Approach Step 2 

 

The proposed Multilevel Graph Approach is applied in the third step 

(Figure 5.6). First, the Ontological View and the CDT are combined to obtain 

a list of semantic relations. The list of relations is used with the structural 

learning algorithm and the training dataset to generate the Bayes network. 

Finally, the network is tested with the test set obtaining the confusion matrix. 
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Figure 5.6 Experimental Approach Step 3. 

 

5.1.4 Numerical results 

The experimental results regarding the first case study were performed to 

predict three phenomena within the city of London. The phenomena to be 

predicted were road accidents, rainfall, and the Bicycle Sharing service 

availability. 

In all three cases, the proposed method has been compared using about 

75% of the dataset available as training set and about 25% as test set and 

through the three phases exposed in the paragraph on the experimental 

approach. In particular, the predictions related to a Bayesian network structure 

built by a group of experts were evaluated. Using the K2 algorithm (Cooper 

and Herskovits, 1992), the Bayesian network built by machine learning was 

evaluated, and then analysis was conducted using the proposed methodology 

was then analyzed.  

However, each application preserved its peculiarities. In the case of traffic 

accidents, an attempt was made to predict the probability of accident 

occurrence by classifying it as Low, Medium, and High risk. In this case, the 

analysis was conducted by observing the data collected for all areas available 

by collecting aggregate instances every three hours. In particular, among the 

7920 events analyzed, 5960 (about 75%) were used for the training set and 

1960 (about 25%) for the test set. The results obtained using the test set, in 

terms of Precision, Recall and F1-Score are reported in Table 5.2. 

In the case of rainfall prediction, the variable under consideration, which 

measures the accumulation of rain during a rainfall event, defines the event 

itself. For this reason, the parameter was summarized in a Boolean variable 

(Yes/No). Moreover, in this case, the prediction was improved using data 

correlation techniques, which allowed us to find relationships between data 

with different observation times. This process increased the System's 

reliability concerning a difficult-to-predict event, such as rainfall forecasting, 

by exploiting cross-correlated data as precursors or indicators. 

 

 



Chapter 5 

 66 

Table 5.2 London Smart City Case of Study: System performance in 

Accident prediction 

    Low Medium High 

Step 1 

Precision 79,02% 87,77% 77,44% 

Recall 91,52% 74,37% 71,43% 

F1-Score 84,81% 80,52% 74,31% 

Step 2 

Precision 77,25% 54,32% 16,23% 

Recall 61,38% 53,74% 63,64% 

F1-Score 68,41% 54,03% 25,86% 

Step 3 

Precision 82,78% 89,40% 83,51% 

Recall 93,87% 78,92% 75,94% 

F1-Score 87,98% 83,83% 79,55% 

 

The results were obtained through the dataset from all the central zones 

aggregated at hourly intervals. In particular, among the 23760 events 

analyzed, 17850 (about 75%) were used for the training set and 5910 (about 

25%) for the test set. The obtained results, in terms of prediction, recall, and 

F1-Score are reported in Table 5.3 

Table 5.3 London Smart City Case of Study: System performance in 

Rainfall prediction 

    Yes No 

Step 1 

Precision 59,96% 88,77% 

Recall 73,47% 81,05% 

F1-Score 66,03% 84,73% 

Step 2 

Precision 45,90% 63,17% 

Recall 42,06% 66,71% 

F1-Score 43,90% 64,89% 

Step 3 

Precision 85,17% 91,06% 

Recall 83,84% 91,85% 

F1-Score 84,50% 91,45% 

 

In the third case, the System has been tested on the forecast of the use of 

Bike Sharing service in the city of London. In this case, two variables 

representing the beginning (Bicycle Rental) and the end (Bicycle Return) of 

the service's use were considered to provide users with the probability of 

availability or unavailability of the service aggregated into three ranges: Low, 

Medium, and High. In this case, the results were obtained using data from the 

Westminster area only at 30-minute intervals. In particular, among the 47520 
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events analyzed, 35747 (about 75%) were used for the training set and 11773 

(about 25%) for the test set. In terms of precision, recall, and F1-Score, the 

results are reported in table 5.4. 

As can be seen from the experimental results shown in Tables 5.2, 5.3, and 

5.4, the System was able to predict the variables with varying degrees of 

accuracy. In particular, the first and the third step bring higher accuracy to the 

second one, representing the limits of automatic learning algorithms. The step 

that achieved better results was based on the proposed approach in all three 

cases. In particular, in all cases, due to graph structures used for context 

modeling, the proposed methodology was able to correct any associations 

learned by the automatic structural learning algorithms that work exclusively 

on data and possibly highlight new hidden semantic relationships.  

Table 5.4 London Smart City Case of Study: System performance in 

Bicycle usage prediction 

    Bicycle Rental Bicycle Return 

    Low Medium High Low Medium High 

Step 

1 

Precision 87,07% 90,08% 83,64% 87,82% 90,52% 80,66% 

Recall 93,84% 85,49% 75,87% 93,41% 86,16% 76,02% 

F1-Score 90,33% 87,73% 79,57% 90,53% 88,29% 78,27% 

Step 

2 

Precision 82,19% 71,43% 52,94% 82,38% 74,05% 53,41% 

Recall 77,64% 72,09% 61,76% 81,55% 69,54% 63,42% 

F1-Score 79,85% 71,76% 57,01% 81,96% 71,72% 57,99% 

Step 

3 

Precision 92,33% 92,78% 86,53% 93,66% 92,70% 86,20% 

Recall 95,69% 91,34% 81,18% 95,58% 92,34% 81,78% 

F1-Score 93,98% 92,05% 83,77% 94,61% 92,52% 83,93% 

 

From the results obtained, it is possible to observe that, thanks to the 

innovative approach used, the number of instances classified correctly has 

increased, and the instances classified incorrectly have decreased. Moreover, 

it is possible to infer that the application of the MuG Approach increases the 

reliability of the Bayesian Network. From the tables, it is possible to see that 

the Precision, Recall, and F1-Score results related to the proposed approach 

(step 3) in all cases are better than the others. These results were obtained with 

a with a few seconds of training time, which is perfectly comparable to the 

other steps and could represent an advantage in the dynamic training of the 

system. This encouraging result confirms the MuG approach's benefit in 

constructing more reliable Bayesian networks. In addition, it can be easily 

inferred that the System's capacity can increase over time as the available data 

grows, according to what is shown in Figure 5.7. 
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Figure 5.7 System improvements related to data 

 

5.2 Further Case Studies 

This paragraph reports further case studies related to the Multilevel Graph 

Approach. In particular, several case studies involving different application 

domains will be analyzed. A case study will be presented on applying the 

model in Automotive Cybersecurity, exploiting the System as an Intrusion 

Detection System to detect malicious attacks. Another case study will show 

the System interacting with users in Cultural Heritage. In this case, the System 

is used as a Recommender System to suggest cultural-educational paths within 

archaeological parks. Other case studies that present the use of the System to 

support different users concern Smart Agriculture and Smart Home. In 

particular, in the case of Smart Agriculture, the System can support both 

expert users, such as farmers, in the management of crops and support simple 

users such as consumers to enhance agricultural products. In the case study 

related to the Smart Home environment, the System will be tested to learn and 

suggest actions for resources management in a proactive and tailored way on 

the user's behavior. 
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5.2.1 Cybersecurity in Automotive 

This case study focuses on the problem of cybersecurity in IoT (Zarpelão 

et al., 2017; Colace et al., 2021), with particular attention to Cybersecurity in 

Automotive (Castiglione et al., 2020), using the Multilevel Graph Approach 

as an Intrusion Detection System for connected vehicles (Lombardi, Pascale 

and Santaniello, 2021). Technological development of recent years and the 

Internet of Things diffusion in our daily lives have allowed the realization of 

many applications. However, it has also exposed new risks for information 

security. Information Security refers to protecting assets or resources, 

ensuring integrity, availability, and confidentiality (Nzabahimana, 2018). 

Assets can represent logical elements such as web platforms, databases, etc., 

or physical elements such as computer systems, devices, or people. Threats 

can originate from cyber attacks, catastrophic natural events, or human errors. 

Methodologies to protect assets can be implemented through technology, 

policies, or by increasing the so-called "user awareness" to educate users about 

information security (Whitman and Mattord, 2011). 

In this scenario, connected vehicles are of considerable interest. In fact, in 

recent years, modern vehicles have been integrated by many smart devices, 

which communicate with each other through the network and the internet and 

can offer innovative features and services. Having the possibility to exploit 

vulnerabilities of devices in cars, it is possible to inflict severe damage to 

humans. Therefore, it is essential to develop strategies to avoid the described 

scenario. The main communication channel of vehicles is represented by the 

CAN-Bus. This system allows communication through different electronic 

control units (ECUs) (Lin and Sangiovanni-Vincentelli, 2012; Fowler et al., 

2017). Due to the diffusion of new technology, modern vehicles are equipped 

with many functionalities, leading to autonomous or assisted driving. Such 

functionality often needs to communicate via APIs, WiFi, or cloud systems. 

However, these communication channels expose the vehicle to several 

vulnerabilities. Internet access exposes modern vehicles to more significant 

opportunities for cyberattacks, increasing the vulnerability of the entire 

System. 

The reasons behind a cybersecurity attack could be many and varied. An 

attacker could, for example, smuggle in personal information, monitor a 

person's movements, and, in the worst case, take remote control of the vehicle. 

In detail, the internal network of modern vehicles, called CAN-Bus, consists 

of about 70 nodes. Each node corresponds to an ECU responsible for 

controlling a specific vehicle component such as the windows, the ventilation 

system, or the engine (Koscher et al., 2010; Hoppe, Kiltz and Dittmann, 2011). 

The ECUs communicate in broadcast mode through an unencrypted 

communication channel called CAN-bus. If an attacker were able to access it, 

the security of the entire vehicle would be compromised (Onishi, 2012; Reilly 
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et al., 2015). The CAN-bus security problem has been known for a long time 

and has already been addressed in various ways, all of them quite effective but 

not efficient in terms of performance. Many proposals in the literature aim to 

redesign the CAN standard, making a sort of evolution, both from the 

hardware and the software side. This kind of solution, especially on the 

hardware side, does not guarantee the safety of vehicles already on the market. 

It would be necessary to update all the components involved in 

communications inside the vehicle, from the ECU to the cables (Li, Liu and 

Luo, 2008). Other approaches aim to create intrusion detection systems by 

potential attackers. In this case, however, the computational power required 

exceeds the microcontroller capacity of today's vehicles. The low 

computational capacity leads to not even considering MAC-based solutions, 

depending on the need to keep the information exchanged unchanged (Zalman 

and Mayer, 2014). 

Many research works dealt with using machine learning methodologies as 

the main topic for detecting cyberattacks on the network. In IoT systems, there 

has been a focus on identifying what safeguards can be applied. IoT devices 

are equipped with reduced computational capacity, and it is necessary to 

consider these limitations finding effective solutions supported by the physical 

components. In particular, One of the most widely used systems to ensure 

security over CAN-Bus have been Intrusion Detection Systems (IDS). 

However, such systems need a high-performance hardware component since 

using Machine Learning techniques, their efficiency increases as the 

performance of the hardware components increases.  

In many contexts, such as IoT, the devices present low computational 

capacity, which is crucial for an efficient design (Long, 2018; Xu et al., 2019). 

As shown in (Buczak and Guven, 2016; Long, 2018), IDS is used for intrusion 

control in the IoT. Nevertheless, the computational needed are to high 

compared to the hardware present on ECU microcontrollers. To ensure 

modern vehicles security many other methodology are used. One approach is 

performed using randomization tequnique, which cover the CAN-Bus frame 

identification (Xin et al., 2018). in which randomization of the CAN-Bus 

frame identification field is generated. In this approach, the set of random 

identifiers represents a new nodes mapping. However, this random set should 

be change over time: they can be computed at vehicle startup or modified at 

well-defined intervals. Other approaches provides security through encryption 

methodologies. In particular, CAN-Bus security can be increased by using a 

message authentication code; in this way, masked attacks can be prevented 

(Azwar et al., 2019). However, this methodology involves finding the tradeoff 

between bandwidth, real-time usage, and security. As could be intended, one 

of the main problems related to encryption methodologies and, consequently, 

security enhancement lies in information transmission delays. This issue can 

be overcome by assigning different priorities to the encrypted frames, which 
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allow, through an arbitration phase, the sending of priority messages with 

minor delay (Song, Kim and Kim, 2016). 

In this scenario will be interesting to adopt a new methodology to increase 

the connected vehicle's security. The purpose of this case study is to employ 

the Multilevel Graph Approach to recognize and report vehicle safety issues. 

The proposed methodology will be exploited as an advanced Intrusion 

Detection System capable of contextualizing possible problems and 

classifying events based on data behavior. In fact, the case study plans to 

evaluate the proposed methodology, which uses graph approaches to bring 

semantic value to the System to identify and eventually predict atypical 

phenomena caused by malicious actors that try to control modern vehicles.  

 

5.2.1.1 Experimental Results 

In order to apply the proposed approach, it is necessary to consider that in 

modern vehicles, all information exchanged is routed over the CAN-Bus. The 

information concerns both control and diagnostic messages, which are 

transferred through all the vehicle's electronic control units (ECU). Evidently, 

all possible attacks, which may come from inside or outside the vehicle, are 

performed in order to inject potentially dangerous messages through the CAN-

Bus. 

To apply the proposed methodology, it is necessary to understand the 

vulnerabilities in the automotive sector, modeling them according to the 

introduced context-awareness approaches. In particular, the reality was 

modeled based on several works in the literature describing the automotive 

industry and attacks through ontologies (Nawir et al., 2017; Klotz, Datta, et 

al., 2018; Klotz, Troncy, et al., 2018; Syzdykbayev, Hajari and Karimi, 2019). 

Once the context was identified, it was possible to define a task ontology to 

identify the System's characteristics and the identification of the parameters to 

be monitored. Subsequently, a specific Context Dimension Tree was modeled, 

which analyzes all possible types of context and is able to understand all 

possible threats and vulnerabilities to which the System is subjected.  

Once the models describing the context have been identified, the proposed 

methodology can be used through the steps described above. First, the possible 

states of the system were defined. Starting from the EURO-NCAP 

specification for car safety (van Ratingen, 2017), three possible attacks and 

one normal status indicated as follows were identified: 

− A1) The car walks straight at a constant speed; the malicious user 

sends a command to turn right or left 

− A2) Car drives straight ahead at constant speed; attacker sends a 

command to brake 

− A3) Car is driving straight ahead at constant speed; attacker turns 

off the cooling System 

− R) Condition vehicle regularity. 
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For simulation purposes, it is assumed that the attacker can have access to 

the CAN-bus to inject malicious messages, the action can be performed 

through one of the network access points on modern vehicles (API, Cloud 

system, Internet services). The attacker, in this way, can force anomalous 

vehicle behavior. The proposed approach will be tested on the ability to detect 

intrusions by reading the traffic on the CAN-bus and identifying any irregular 

behavior. 

In order to proceed with the data collection and the use of the proposed 

methodology, it was necessary to implement a prototype for simulation and 

data collection. A CARLA-based simulation environment was designed for 

research purposes (Dosovitskiy et al., 2017). CARLA represents an open-

source platform able to perform professional simulation testing for 

autonomous driving. The platform enables prototype development and vehicle 

interaction with the surrounding environment and smart objects. The 

prototype has been designed through a client/server architecture to which 

different modules and physical components are connected: 

• A server that generates the external driving environment; 

• A module that converts messages from serial to CAN, to which are 

connected a steering wheel and pedals for controlling the vehicle; 

• A board with an ARM processor, which represents the access point 

for CAN-bus attacks, simulating a vehicle service with access to 

the Internet; 

• A board with an ARM processor, which represents the intrusion 

detection system capable of recognizing attacks. 

The validation of the system was performed through a simulation dataset. 

Around 10000 records have been generated were at irregular intervals, the 

vehicle has been exposed to about 2000 malicious messages. In particular, 

among the 11800 instances considered, 8890 (about 75%) were used for the 

training set and 2910 (about 25%) for the test set. The analysis was conducted 

through the three proposed steps. As can be seen from the experimental 

results, shown in Table 5.5, the third step, where the proposed methodology 

is applied, performs better than the others. This case study testifies how the 

proposed System is able to adapt itself, working as Intrusion Detection System 

and providing promising results. 

This case study aimed to validate the performance of the MuG Approach 

as an Intrusion Detection System for Cybersecurity in Automotive. The 

results, even if preliminary, are promising. The System has been able to 

outperform in comparison to other steps. These results are obtained through 

approaches that contain the data's semantic value. In fact, the presented model 

benefits from a probabilistic approach and the relationship between several 

parameters that allow describing the Context and Situation awareness. The 

used approach allowed filters able to discard some implausible conditions in 

advance. 
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Table 5.5 Case of Study on Cybersecurity in Automotive: System 

performance 

    R A1 A2 A3 

Step 1 

Precision 93,24% 44,63% 51,24% 54,24% 

Recall 93,55% 49,58% 45,42% 53,46% 

F1-Score 93,39% 46,97% 48,15% 53,85% 

Step 2 

Precision 93,56% 29,72% 37,74% 55,89% 

Recall 91,26% 44,96% 41,15% 39,36% 

F1-Score 92,40% 35,78% 39,37% 46,19% 

Step 3 

Precision 97,38% 53,51% 87,64% 73,66% 

Recall 97,15% 66,18% 68,66% 74,75% 

F1-Score 97,26% 59,17% 77,00% 74,20% 

 

5.2.2 E-Learning paths recommender in Archeological Parks 

In this case study, the MuG Approach was exploited as a recommender 

system to suggest learning paths to users visiting archaeological parks (Colace 

et al., 2020). In the last decades, e-learning has been increasingly enriched 

with new tools able to improve the educational process. The typical processes 

of the traditional education world, which are still valid today, are assisted due 

to the advent of new technologies. Nowadays era is characterized by new 

intelligent devices capable of exchanging information with each other, 

contributing to the Internet of Things paradigm. How to take advantage of 

such technologies to further enhance e-learning? Having the ability to do 

training activities in a cultural-historical center allows users to connect with 

historical assets, furthering the training process. However, this is not enough 

to obtain a good training result. It is necessary to follow a well-structured 

educational path provided by an expert guide whose objective is not simply to 

describe the artifacts present as is typically done with tourists but to give a 

historical-cultural perspective with a formative character. This process is 

particularly complex. It could be interesting to have a methodology that deals 

with the automatic design of educational paths in this scenario. This 

technology could take advantage of smart mobile devices and the large 

amount of data they produce to build customized learning paths. These 

training paths could also be developed ad hoc concerning the archaeological 

sites visited, allowing combining two objectives: promoting learning and 

enhancing cultural heritage value. 

There are many techniques aiming to improve the learning process. As 

Cicero liked to walk around memorizing by associating physical paths to 

narration, new systems are increasingly aware of the power of Digital 

Storytelling in e-learning. Digital Storytelling represents a traditional, modern 
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take on oral Storytelling, combining the ancient tradition of oral Storytelling 

with today's technological tools. There are many studies in the literature 

regarding the application of Digital Storytelling techniques in educational 

pathways (Smeda, Dakich and Sharda, 2013) (Weng, Kuo and Tseng, 2011). 

In (Smeda, Dakich and Sharda, 2010), guidelines are proposed to develop an 

advanced framework for e-learning that exploits the Digital Storytelling 

technique. This is primarily by exploiting the pedagogical-innovative 

capabilities of this approach that has the potential in engagement that 

promotes improvement in learning. 

Moreover, solutions to offer training models based on Digital Storytelling 

to different groups of users with different backgrounds (Rossiter and Garcia, 

2010) and levels of digital literacy are addressed in the literature to revive such 

learning models in developing countries (Ungerer, 2019). This technique has 

been evaluated in different learning domains, including foreign language 

learning in interdisciplinary projects obtaining exciting results (Yang, Chen 

and Hung, 2020). Another fascinating field where Storytelling is applied is in 

e-tourism and museums to enhance Cultural Heritage (Chen, Kao and Kuo, 

2014)(Casillo, Clarizia, D’Aniello, De Santo, et al., 2020)(Ioannidis et al., 

2013). 

Sometimes, Digital Storytelling approaches are complemented with 

gamification. In (Rossano and Roselli, 2018), a Content Management System 

for Digital Storytelling to support knowledge acquisition and fruition is 

proposed. This approach has obtained interesting results in young patients 

with particular health problems capable of influencing their emotional sphere. 

Many studies in the literature propose using e-learning systems that are able 

to use gamification approaches (Amriani et al., 2014; Sanina, Kutergina and 

Balashov, 2020). 

Such approaches aim to consolidate the training path, using the capacity of 

modern technological systems, which, if well exploited, can adapt to users' 

needs (Jianu and Vasilateanu, 2017). Based on this, an interesting application 

is to combine gamification with augmented reality to make the gaming 

experience more meaningful and enveloping (Bonsignore et al., 2012). This 

approach has been found in many areas, such as business production (Korn, 

2012), social relations (Morschheuser et al., 2017), and e-learning (Saidin, 

Halim and Yahaya, 2015). In particular, in (Pombo et al., 2020) augmented 

reality has found excellent feedback in learning paths especially outdoor. 

Believing that the use of techniques as such is valid in the e-learning field, 

another aspect to consider is the use of such methodologies to enhance cultural 

heritage. These methodologies are exploited to process and interpret personal 

user information and contextual information. To this end, context can be used 

to create applications (Dey, 2001; Raento et al., 2005) that can filter relevant 

data by providing the correct information at the right time and constantly 

updating (Jin et al., 2014). Modern applications, in addition to personal 

interests, can adapt to the user's profile (Fink and Kobsa, 2002), 



 Experimental Results 

 75 

distinguishing, for example, between a child and an adult, and can learn from 

former choices and provide real-time updates concerning the context (Ghiani 

et al., 2009; Gavalas and Kenteris, 2011). Therefore, the need arises to create 

a methodology that combines the effectiveness of new technological devices 

to create training paths in the field. The innovation of the proposed 

methodology is to exploit the capabilities of the new devices, the amount of 

data they produce, and the REST services to automatically design context-

sensitive training paths valid for different categories of users. These training 

paths, to be performed in archaeological sites, address education by collecting 

many innovative techniques in the field of e-learning such as digital 

Storytelling, augmented reality, and gamification. 

This case study aims to use the MuG approach as a recommendation 

system to suggest educational paths exploiting a high degree of context 

awareness. This approach is able to combine several methodologies that 

underlie models working in different domains, such as smart cities (Colace et 

al., 2018) and cultural heritage enhancement (Casillo et al., 2019). In 

particular, in concurring with the prefixed objective, that is, to recommend the 

right educational path to the users according to the context, it is possible to 

refer to the proposed methodology. This method can bring semantic value to 

the available data to provide users with illustrated and augmented reality 

stories in proximity to the visited places and according to different factors able 

to influence the educational path such as available time, weather conditions, 

and user's attitudes. 

 

5.2.2.1 Experimental Results 

The evaluation process of the proposed methodology, in this case study, 

was conducted through the development of a prototype based on the proposed 

architecture. The prototype consists of a server component and a hybrid 

mobile app. The technologies used were the Ibernate framework, based on 

Java, to build the Rest API server-side service; the Apache Cordova 

Framework for developing the mobile app. The prototype is shown in figure 

5.8. 

The experimental phase was performed in three archaeological parks in 

southern Italy: The Archaeological Park of Paestum, the Archaeological Park 

of Herculaneum, and the Archaeological Park of Pompeii. Even if the 

proposed architecture allows the System to access several open data on the 

web, the prototype has been modeled with particular attention to the three 

archaeological sites in this first experimental phase. Several training modules 

related to the considered archaeological parks have been inserted inside the 

System, allowing the System to build the related educational paths. The 

different training modules have been inserted in order to collect the needs of 

different users (children, adults, and experts) during the training path. 
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Figure 5.8 Case of Study on E-Learning paths recommender: Application 

Prototype  

A total of 230 users were involved, trying to divide them homogeneously by 

different age groups and characteristics, who were unaware of the purpose of 

the research. Each participant was equipped with the application prototype, 

and they enjoyed different training modules within the specific archaeological 

parks. Users were divided into three different groups composed as follows: 

- Group 1: Archaeological Park of Pompeii (95 users) 

- Group 2: Paestum Archaeological Park (65 users) 

- Group 1: Archaeological Park of Herculaneum (70 users) 

Following the experience of using the content, a questionnaire divided into 

the following sections was proposed to all users: 

A. Presentation 

1. The information has been presented appropriately.  

2. The information provided was exhaustive. 

B. Reliability 

1. The System provided path suggestions during the entire visit. 

2. The System was able to run adequately during the whole visit. 

C. Recommendation 

1. The proposed services and contents have satisfied the needs of the 

user, based on personal preferences and the current context.  

2. The System has managed to adapt to context changes. 

D. Performance 

1. The System was able to show smooth operation and without 

unexpected jumps. 

2. Response times are adequate. 

E. Usability 

1. The system interface is user-friendly.  

2. The System is able to provide suggestions without being 

unwelcome. 
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Based on the Likert scale, each section of the questionnaire had two 

assertions to which five possible responses were associated: totally disagree - 

TD, disagree - D, Undecided - U, agree - A, totally agree - TA. The responses 

were collected in Table 5.6.  

Table 5.6 Case of Study on E-Learning paths recommender: 

Questionnaire answers 

Section 
Answer 

TD D U A TA 

A 18 21 89 187 145 

B 20 27 55 230 128 

C 18 3 26 239 174 

D 11 65 82 203 99 

E 37 28 46 205 144 

 

In addition, a smaller number of participants were asked to participate in 

the experimental phase to evaluate the System's effectiveness in suggesting 

services. To this end, five training modules were selected for each 

archaeological park, and users were allowed to indicate whether such a 

proposed module was relevant according to their needs and context. The 

participants who took part in the experimental phase for the second time are 

divided as follows: 

- Group 1: Archaeological Park of Pompeii (43 users) 

- Group 2: Paestum Archaeological Park (32 users) 

- Group 1: Herculaneum Archaeological Park (34 users) 

In this experimental phase, the System's knowledge base was augmented 

by the data that emerged from the experience of previous users. The results, 

expressing the relevance of the proposed training modules to the context and 

needs, were collected in the form of a confusion matrix (Figure 5.9, Figure 

5.10, Figure 5.11). 

Table 5.6 shows the degree of satisfaction of the 230 participants. Users 

agree that the System is able to provide training modules that are tailored and 

in line with the context. In Figure 5.12, the results obtained are shown 

graphically. Users are most satisfied with the ability to recommend the right 

training path concerning the context. The confusion matrices shown in Figure 

5.9, Figure 5.10, and Figure 5.11 show that the System was able to recommend 

suitable training modules to users based on the profile and time requirements 

of the users. All the confusion matrices report an overall accuracy greater than 

70 %, very encouraging data. Table 5.9 brings back an overall accuracy 

advanced to 85%; this extraordinary result can be due to two factors. A factor 

could be the choice of the formative modules that turn out particularly adapted 

to the selected place. The second factor could be related to the size of the 

Archaeological Park of Paestum. Unlike other sites, due to its medium-large 

size and the layout of the archaeological finds, it is better suited to itinerant 
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training and augmented reality. However, all the results obtained are very 

encouraging and could improve over time by the users' experiences. 

 

 

Figure 5.9 Case of Study on E-Learning paths recommender: Confusion 

Matrix Group 1 

 

Figure 5.10 Case of Study on E-Learning paths recommender: Confusion 

Matrix Group 2 

 

Figure 5.11 Case of Study on E-Learning paths recommender: Confusion 

Matrix Group 3 
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Figure 5.12 Case of Study on E-Learning paths recommender: Trend of 

questionnaire answers 

The objective of this case study was to validate the proposed methodology 

in supporting users to choose training paths within archaeological parks. The 

aim was to provide tailored training content making the training experience 

adaptable to the context and the user's needs. This case study confirms that the 

proposed architecture could be declined in different contexts and mobile 

applications. The experimental results are promising and encouraging; they 

show that the System is able to design training paths effectively and that the 

developed prototype is efficient from several points of view. The degree of 

reliability the usability of the prototype have been evaluated very positively 

by the users involved in the experimental campaign. In addition, the 

recommendation ability of the System reached a high level of accuracy. 

 

5.2.3 Smart Agriculture 

This case study concerns applying the MuG Approach in the context of 

Smart Agriculture (Colace et al., 2022). Nowadays, modern agriculture has 

become more innovative and smarter (Sishodia, Ray and Singh, 2020), the 

development of crops occurs with the increasing support of devices able to 

support our tasks (Bacco et al., 2019). In fact, modern farms are equipped with 

intelligent devices which can communicate with each other and with farmers 

contributing to the development of the Internet of Things (IoT) paradigm. 

Agriculture has always provided basic needs to humans; however, several 

problems related to the cultivation phase affect different aspects. For example, 

specific year periods or sites receive a more significant amount of water than 

others. Therefore it is necessary to consider different needs according to a 

selected area. The types of crops are variable. Each of them needs different 
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conditions of temperature, humidity, sun exposure, etc. For this reason, these 

processes are always managed by experts who ensure the survival of the crops 

(Gulzar, Abbas and Waqas, 2020). Another problem to be considered is the 

excessive use of pesticides, insecticides, and fertilizers that create a sort of 

addiction to the soil (Giri, Dutta and Neogy, 2016). Another problem is related 

to the product's steps to deliver to the end-user; these steps are expensive and 

not very productive, lending towards speculation and not aiming to enhance 

the product generating benefits correctly.  

For these reasons, an intelligent agricultural model could cope with the 

highlighted problems, allowing better management of resources to promote a 

better profit of crops. In fact, the term Precision Agriculture refers to a 

business strategy that uses precise and technological information to collect 

information on spatial and temporal variations within an agricultural field 

(Calabi-Floody et al., 2019). That information is used to manage agricultural 

operations to increase production and reduce environmental impact. Indeed, 

the production strategies employed within this paradigm include variability 

related to field and site-specific conditions. The primary requirement of this 

methodology is information, which is considered the heart of Precision 

Agriculture (Stafford, 2000). Additional requirements are Technology and 

Management. Electronic and information technologies to serve precision 

agriculture and agronomic practices (remote sensing, sensors, yield 

monitoring etc.) can be used individually or in combination. One of the main 

concepts of Precision Agriculture is to operate only when and where it is 

needed (according to site-specific logic). Those actions can be performed if a 

large amount of data is available. In general, the achievement of the paradigm 

of Precision Agriculture occurs through four phases: data collection 

(Information), data mapping, decision making, and crop management. 

The adoption of Precision Agriculture techniques allows the automation 

and operational control of activities in the field. The machines assist the 

operator. According to this model, rainwater harvesting and irrigation can be 

managed innovatively and remotely. Controlling parameters such as 

temperature and humidity can be done in real-time. The control of light 

sources and the detection of pests can be done through special devices and 

sensors (Elijah et al., 2018). Such information can be acquired and processed 

to improve the production process more and more. Moreover, the acquired 

information could be stored and shared for further analysis. Indeed, the life of 

the specific crops and their biological life can be made available to the 

customer, which could be used to bring the agricultural product closer to the 

consumer. 

In recent decades, with the advent of the Internet of Things, many efforts 

have been made in the literature about smart devices aiming to improve the 

Precision Agriculture paradigm. 

Many systems presented in the literature take advantage of Cloud 

Computing technology (Mekala and Viswanathan, 2017) in order to allow 
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Precision Agriculture management processes remotely, using lower resources 

on the fields and more computational resources in the management phase. In 

particular, in (Prathibha, Hongal and Jyothi, 2017) (Gondchawar and 

Kawitkar, 2016) (Kodali, Jain and Karagwal, 2016) (Jiang and Moallem, 

2018), IoT Based Monitoring Systems are proposed that can measure different 

parameters through different low-power sensors that can increase the 

production process. In (Davcev et al., 2018), an IoT agriculture system based 

on the Low Power Wide Area Network (LoRaWAN) protocol is proposed to 

achieve significant performance results. In (Muangprathub et al., 2019), an 

IoT-based hybrid system is presented to leave manual or automatic control for 

crop management. Such a system is based on a wireless sensor network and is 

remotely accessible, obtaining promising results. However, although all these 

systems allow automatic crop management, the System information is only 

devoted to expert users in all cases. 

In this scenario is interesting the application of the MuG Approach that 

could be able to work on two aspects: management and valorization of 

agricultural products. The proposed approach, in particular, could help to 

monitor, manage, and predict what happens concerning crops in terms of data 

collection that can be analyzed and managed to enhance productivity. Such 

analyses are helpful to the actors involved in managing the field or system, 

which we can define as expert users. Moreover, the System could use the 

available data to allow automatic management or support of the crops. On the 

other hand, all the data collected, together with Open Data and detailed 

product information, can be helpful to report general, detailed information and 

the biological life information about agricultural products that, appropriately 

shared, could be useful in product enhancement for consumers.  

 

5.2.3.1 Experimental Results 

In this case study, an experimental phase was conducted that tested the two 

fundamental aspects of the proposed methodology. In particular, the ability of 

the System to support expert users in management through autonomous 

choices and the ability of the System to present information to consumers was 

tested. A prototype was developed with a server and client components that 

can be reached through the web and applications to achieve this goal. Python-

based technologies were employed using the Django REST framework for the 

server part related to the inference engines. The Flutter framework based on 

the Dart language was used to develop the mobile application. 

The dashboard created to support expert users is shown in Figure 5.13 (c), 

and (d) monitoring a crop includes fundamental steps on which the dashboard 

is designed: 

1. Get an overview of what is happening and identify what needs 

attention. 
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2. Focusing on information to understand and compute possible 

solutions. 

3. Trigger the actuators. 

The dashboard has been designed to give an overview of what can be done, 

providing an overview of what is happening and allowing for quick reactions. 

The environment allows to call attention to valuable items, send notifications 

when needed, and represent performance measures accurately and directly. 

The app to support the consumers (Figure 5.13 (a) and (b)) contains all the 

information that the System is able to supply concerning the products, which 

could be: curiosity, biological history, nutritional values, and culinary recipes. 

The app makes it possible to know a product’s etymology, origin, history, 

varieties, properties, and benefits. There is a section where it is possible to 

trace the growth of the product, indicating, for each phase, favorable and 

unfavorable events of the seasons of cultivation. It is also possible to know the 

nutritional values and a helpful section where possible the possible culinary 

uses of the product. The app also allows users to interact through comments 

and feedback. 

 

 

Figure 5.13 Case of Study on Smart Agriculture: Application Prototype 

 

The prototype has been connected to a small experimental crop growing 

environment that includes a greenhouse to cultivate aromatic plants for 

experimental purposes. The smart growing environment has been realized 

through a Raspberry Pi 4 board that has been connected to actuators that allow 

actions such as irrigation, humidification, and ventilation. Various data about 

temperature, humidity, soil moisture, and images were collected. The 

monitored parameters come in detail through the sensors shown in Table 5.7. 

Communications to the central server were made through MQTT and HTTP 

protocols.  

The experimental phase, therefore, was done in two steps. The first step is 

fundamental to understanding the System's reliability in supporting expert 

users. To develop this experimentation phase, the data collected by the System 

concerning about one year of observation has been used. The data collected 

concern the environmental and meteorological conditions (temperature, 

humidity, soil moisture, images, etc.) and the actions taken to improve these 
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conditions (ventilation, irrigation, and fertigation). For about one year, from 

September 2019 to September 2020, collecting more than 17000 instances. In 

the Irrigation and Ventilation prediction cases, 17280 events were analyzed. 

 

Table 5.7 Case of Study on Smart Agriculture: Parameters, actions, 

sensors, and actuators prototype details 

Parameter Sensor 

Soil Moisture 
STEMMA Soil Sensor - I2C Capacitive Moisture 

Sensor 

Soil 

Temperature 

STEMMA Soil Sensor - I2C Capacitive Moisture 

Sensor 

Air 

Temperature 
BME280 Sensor Module 

Air Humidity BME280 Sensor Module 

Luminosity SI1145 Digital UV Index / IR / Visible Light Sensor 

Growing Pi Camera Module 

Action Actuator 

Irrigation Pump 

Fertilization Pump 

Ventilation Servo Motor 

 

In particular, 12960 (about 75%) instances were used for the training set 

and 4320 (about 25%) for the test set. In the Fertilization prediction case, the 

events were aggregated by analyzing 8640 instances. In detail, 6480 (about 

75%) instances were used for the training set and 2160 (about 25%) for the 

test set. Through the training set, the proposed methodology made it possible 

to learn the Bayesian network structure that was then tested. The test was 

performed to understand if the learned structure can automatically identify the 

need for irrigation, fertilization, and ventilation. The results, shown in Figure 

5.13 and Table 5.8, show that the System exhibits an Overall Accuracy that 

consistently exceeds 95% with acceptable Precision, Recall, and F1-Score.  

The second step of the experimental phase concerned the ability of the 

System to show the information of the product to the consumer. For this 

purpose, 30 users were involved and shown a prototype app. The app contains 

all the information the System can provide concerning the product, including 

its biological history, and allows users to interact with it through comments 

and feedback.  
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Figure 5.14 Case of Study on Smart Agriculture: Confusion Matrix  

 

Table 5.8 Case of Study on Smart Agriculture: System Performance 

    Yes No 

Irrigation 

Precision 75,97% 97,21% 

Recall 72,37% 97,68% 

F1-Score 74,13% 97,44% 

Fertilization 

Precision 75,51% 98,81% 

Recall 59,68% 99,43% 

F1-Score 66,67% 99,12% 

Ventilation 

Precision 73,78% 97,51% 

Recall 75,53% 97,28% 

F1-Score 74,64% 97,39% 

 
In order to test the System, after the interaction, users were sent the 

questionnaire shown below. The questionnaire consists of five sections. All 

participants owned a mobile device and were between 18 and 65 years old. 

Five possible responses were associated with each statement in a specific 

section: "I totally disagree" - TD, "I disagree" - D, "Undecided" - U, "I agree" 

- A, "I totally agree" - TA. 

Section A: recommendation 

1. The services and content offered have met the consumer's needs. 

2. The System was able to effectively show the biological life of the 

product, providing greater awareness of what was purchased. 

Section B: interaction 

1. The user is encouraged to use the app, leaving comments and 

feedback. 

2. App notifications are effective and discreet. 

Section C: presentation  

1. Content and services are readily available and appropriately 

presented. 

2. The information provided is comprehensive. 

Yes No Yes No Yes No

Yes 275 87 Yes 37 12 Yes 287 102

No 105 3659 No 25 2086 No 93 3644

95,35% 98,28% 95,27%
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Section D: usability  

1. The system interface is user-friendly. 

2. Response times are adequate. 

Section E: future developments 

1. It would be helpful to introduce storytelling techniques that would 

bring the product even closer to the consumer. 

2. It would be interesting to provide a way for the consumer to be able 

to show the result of a recipe to all users.  

Figure 5.15 shows the results aggregated by section. Looking at all the 

responses, user satisfaction is high. In addition to the reliability and 

performance of the System, the ability to present products and usability were 

tested, which provided us with important feedback on the System's ability to 

interact. 

Although at a preliminary stage, the developed System showed a promising 

user acceptance index. In particular, significant results have been reached in 

sections A and E that represent the ability to supply the correct information to 

the users and the possibility to interact.  

 

 

Figure 5.15 Case of Study on Smart Agriculture: Trend of questionnaire 

answers 

The objective of this case study was to introduce a framework able to work 

on two aspects: the management and the valorization of agricultural products. 

This framework has provided an experimental phase performed through two 

steps involving the development of a prototype and the ability of the System 

to learn from the data collected. Although preliminary, the experimental 

phases have gathered promising results, showing that the System can learn 

and support expert users and enhance products by bringing them closer to 

consumer needs.  
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5.2.4 Smart Home 

This case study concerns the management of a Smart Home. In recent 

years, IoT applications and technologies are becoming increasingly within 

people's reach, interfacing with their daily activities and occupations even in 

the home environment (Risteska Stojkoska and Trivodaliev, 2017). 

Modern buildings are increasingly becoming an active part of the elements 

that constitute a Smart City. It is possible to distinguish two approaches, which 

are often confused in this context. One approach, proposed by the home 

automation sector (Gill et al., 2009), promotes houses equipped with 

technologies capable of controlling systems through remote control; this 

approach is the one with minor complexity. The second approach is based on 

the Internet of Things, which aims to overcome mere control, introducing the 

smart component in home management (Alaa et al., 2017). The development 

of this approach aims to propose systems capable of learning from the actions 

and controls performed by users to act in a preventive way and optimize the 

management of the home environment (Al-Ali et al., 2017). In this 

perspective, the smart home system and the devices work in synergy, 

exchanging data and information to automate occupants' actions by calibrating 

them on their preferences. 

To be defined as such, smart homes must own specific technological 

characteristics. The architecture of such systems is based on a communication 

network between different components and smart devices that allow control, 

action, and obtaining information for data management. Smart Devices, such 

as home appliances and different sensors (i.e., temperature and humidity 

sensor, motion sensor etc.) able to monitor the environment, and actuators able 

to perform actions are interconnected in a virtual component that generates a 

Digital Twin of the System (Nazarenko and Camarinha-Matos, 2020). This 

environment can integrate data processing and management algorithms 

allowing the various elements to interact with each other, and also allows 

management and control via interface (Bhat, Bhat and Gokhale, 2007). The 

smart component can address one or more features of the home. The most 

common are kitchen equipment, lighting, temperature control, and 

infotainment systems (Marikyan, Papagiannidis and Alamanos, 2019). 

Nowadays, the most widely used applications concern those related to video 

surveillance, access, and presence management (Kodali et al., 2017); in this 

field, other applications not yet widely used concern surveillance systems for 

home health and assistance of elderly and sick people (Liu et al., 2016). 

Another emerging field of application concerns energy and comfort 

management (Minoli, Sohraby and Occhiogrosso, 2017); this area is growing 

due to interaction through voice assistants. Two main functionalities 

characterize smart home systems. The first one concerns human activity 

tracking, and the second one is inherent to the acquisition and use of data. 

These functionalities must be continuous and occur in real-time to respond 



 Experimental Results 

 87 

reactively to the needs of the inhabitants (Mocrii, Chen and Musilek, 2018). 

The main goal of tracking is to monitor user actions in order to acquire 

valuable knowledge for possible predictions. The data related to tracking 

concern the position of the users and the interaction with the interactive 

devices, such are integrated with other data coming from sensors that can 

concern energy consumption, environmental conditions such as temperature 

and humidity etc.  

In this scenario, it is interesting to design a system that improves the quality 

of life by optimizing available resources. In fact, some services allow to 

schedule tasks and activities and remotely define routine for smart systems, 

helping to save time in the daily management of the home. Such systems can 

also help optimize the use of energy resources and help to improve security 

through more effective control of the environment. The purpose of this case 

study is to apply the MuG approach in the context of Smart Home. Due to the 

ability to understand contextual information, the proposed approach could 

support the sensor network by defining rules and triggering actions that allow 

the devices to intervene proactively in the occupations and lives of users and 

propose activities tailored to their preferences. 

 

5.2.4.1 Experimental Results 

In this case study, an experimental phase was conducted to test two 

fundamental aspects of the proposed methodology. In particular, it has been 

tested the ability of the System to support users in the management of the 

home environment through suggestions and autonomous choices and the 

ability of the System, through the application, to present information and 

provide support to users. To achieve this goal, a prototype has been developed 

with a server component and client components reachable from the web and 

through applications. Python-based technologies were employed using the 

Django REST framework for the server part related to the inference engines. 

For the development of the mobile application was used the Flutter 

framework, which is based on the Dart language.  

The application was developed in order to support users in managing a 

smart home. The development of the application aimed to show users an 

overview of all the key parameters that are monitored in the application and 

choose System actions. In addition, the application was designed to assist 

users by providing helpful information about household activities, home care, 

and food preparation. 

To evaluate the proposed approach, and for experimental purposes, the 

proposed System was connected to two rooms of a corporate building. The 

smart environment was obtained through Raspberry Pi 4 and Pi 0 boards to 

which different types of indoor sensors were connected. Using the same type 

of board (Raspberry Pi 4), the weather parameters were also monitored 

through a Weather Station as an integration of the collected data. The 
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electrical absorption of a small solar system for experimental purposes was 

monitored. In particular, the monitored data are coming from the sensors 

reported in Table 5.9.  

The monitored parameters have allowed building a dataset through which 

the System can acquire indoor-outdoor environmental parameters such as 

weather conditions, humidity, indoor temperature, air quality, and the 

presence of people. 

Table 5.9 Case of Study on Smart Home: Parameters, actions, sensors, 

and actuators prototype details 

Parameter Sensor 

Air indoor/outdoor 

Temperature 
BME680 Sensor Module 

Air indoor/outdoor 

Humidity 
BME680Sensor Module 

VOC 

indoor/outdoor 
BME680Sensor Module 

Luminosity 
SI1145 Digital UV Index / IR / Visible Light 

Sensor 

Weather 

Description 
Pi Camera Module 

Voltage Voltage Sensor 

Wind Speed Anemometer 

Wind Direction Wind Vane 

Rainfall Rain Gauge 

Action Actuator 

Light Control Dimmer 

Ventilation Fun Motor 

 

The objectives of this experimental campaign were to foresee the need to 

control the lighting system and to ventilate the building when necessary. This 

experimental phase was preliminary and aimed at evaluating the System's 

effectiveness on reduced actions to allow its eventual use in a real 

environment. 

The first step of the experimental phase is fundamental to understanding 

the System's reliability in supporting users autonomously. To develop this 

experimentation phase, the data collected by the System for about six months 

of observation have been used. The data collected concern weather conditions 

(temperature, humidity, rain, etc.), indoor environmental conditions 

(temperature, humidity, presence, etc.), conditions of energy production 

connected to the Solar Panel System, and the actions taken to improve these 
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conditions (lighting, ventilation of environments) for a period of about six 

months from May to November 2021 collecting about 4000 instances. In 

particular, among the 3960 instances analyzed, 2970 (about 75%) were used 

for the training set and 950 (about 25%) for the test set. Through the MuG 

approach, it was possible to learn the Bayesian network structure that was then 

tested through the training set. The test evaluated the on and off phase, 

understanding if the learned structure can identify actions to be performed 

automatically. In particular, two parameters were identified to be predicted, 

energy conservation and ventilation. Energy-saving is a reduced lighting 

condition triggered when there are no people inside the spaces or excessive 

lighting due to natural brightness is not needed. Ventilation is a practice 

performed, through exhaust fans, to ventilate and sanitize the environment. 

Despite the little data available, the experimental results, shown in figure 5.15 

and table 5.10, show that the System is able to reach Overall Accuracy 

measures that consistently exceed 95%, and encouraging results of Precision, 

Recall, and F1-Score. 

 

 

Table 5.10 Case of Study on Smart Home: Confusion Matrixes 

 

The second step of the experimental phase concerned the ability of the 

System to show the information effectively acquired by the System through 

an app, shown in Figure 5.16. For this purpose, 15 users were involved and 

were shown a prototype app. The app contains all the information that the 

System is able to provide concerning the indoor-outdoor environmental 

conditions and the actions to be taken, such as lighting, heating, and 

ventilation system control.  

In order to test the System, after the interaction, users were sent the 

questionnaire shown below. The questionnaire consists of five sections. All 

participants owned a mobile device and were between 25 and 58 years old. 

Five possible responses were associated with each statement in a specific 

section: "I totally disagree" - TD, "I disagree" - D, "Undecided" - U, "I agree" 

- A, "I totally agree" - TA. 

Section A: recommendation 

1. The proposed services and contents have satisfied the needs of the 

user, based on personal preferences and the current situation. 

Yes No Yes No

Yes 136 18 Yes 189 11

No 22 774 No 19 731

95,79% 96,84%
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2. The System has managed to adapt to context changes. 

Section B: interaction 

1. Interaction with the app is natural. 

2. The app is able to communicate effectively without complications. 

Section C: presentation  

1. Content and services are presented appropriately. 

2. The information provided is comprehensive. 

Section D: usability  

1. The System interface is user-friendly. 

2. Response times are adequate. 

 

 
 

Figure 5. 16 Case of Study on Smart Home: Application Prototype 

Figure 5.11 shows the results aggregated by section. Looking at all 

responses, the degree of user satisfaction is high. In addition to the reliability 

and performance of the System, the ability to present services and the usability 

of the app were tested, providing us with important feedback on the System's 

ability to interact. 

Although at a preliminary stage, the developed System showed a promising 

user acceptance index in recommending the right actions to users at the right 

time. In particular, significant results were achieved in sections A and B, 

representing the ability to provide the correct information to users and the 

possibility to interact.  
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Table 5.11 Case of Study on Smart Home: System Performance 

    Yes No 

Energy 

Saving 

Precision 88,31% 97,24% 

Recall 86,08% 97,73% 

F1-Score 87,18% 97,48% 

Ventilation 

Precision 94,50% 97,47% 

Recall 90,87% 98,52% 

F1-Score 92,65% 97,99% 

 

 

Figure 5.17 Case of Study on Smart Home: Trend of questionnaire 

answers 

 

The objective of this case study was to test the MuG Approach to support 

users in managing a Smart Home environment. This framework has provided 

an experimental phase that took place through two steps that involved the 

development of a prototype and the ability of the System to learn based on the 

data collected. The experimental phases, although preliminary, have collected 

promising results. They showed that the System is able to learn and support 

users. The application has achieved exciting results that allow the System to 

be used to manage working and cooperative environments. Given the recent 

cases of the pandemic, the System, with an appropriate expansion of the 

available sensors and with an appropriate data collection, could be used to 

ensure the sanitation and safe use of shared work environments. 
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Chapter 6 

Future Trends 

 

 

 

 
This research introduced the Multilevel Graph Approach, an innovative 

approach to managing complex IoT-based scenarios. The added value of the 

proposed system is to exploit graph approaches for context modeling, which 

allow the extraction of useful semantic information. The graph approaches 

chosen for context modeling are Ontologies and Context Dimension Tree, 

assisted through a probabilistic graph approach, such as Bayesian Networks, 

which allows for event prediction. The integration of the three graph 

approaches leads the system toward better performance, allowing users to 

understand the relationships between entities.  

The validation of the proposed model has been developed through a 

preliminary case study on data acquired in the city of London, obtaining valid 

results. In addition, the system has been employed in several real-based 

complex scenarios obtaining promising results. From the case studies, it can 

be seen that the system's performance improves with the increase of available 

data. Moreover, a further peculiarity of the system lies in its ability to 

communicate with other systems, which use the same formalisms for context 

modeling, in order to improve its performance further. 

However, although the results obtained in all the case studies are 

encouraging, the system could be improved by investigating the use of other 

probabilistic graph methods, e.g., Markov chains, and exploiting boosting 

strategies to improve classification and probabilistic prediction capability. 

Markov chains (Rabiner, 1989) are stochastic processes, representable by 

graphs, that describe the links between all possible configurations of a system. 

According to stochastic systems, the evolution of a phenomenon is described 

through random variables that have value on a set of defined spaces of states, 

dependent on a parameter belonging to an ordered set of times. The peculiarity 

of Markov chains consists in having a set of times equal to 𝒩0 and space of 

states 𝑆 finite or numerable. 

 {𝑋𝑛: Ω ↦ 𝑆  : n ∈ 𝒩0} (6.1) 
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In particular, the Markov chains satisfy the condition (6.2) defined Markov 

property. This relation states that the probability of the random variable 

associated with instant 𝑛 depends only on the value assumed by the process at 

the previous instant. 

 𝑃(𝑋𝑛 = 𝑥𝑛|𝑋𝑛−1 = 𝑥𝑛−1, … , 𝑋1 = 𝑥1)
= 𝑃(𝑋𝑛 = 𝑥𝑛|𝑋𝑛−1 = 𝑥𝑛−1) 

(6.2) 

 

In the Context Awareness field, stochastic processes and, more 

specifically, Markov chains can allow model enrichment through temporal 

context, helpful in analyzing phenomena (Boytsov, Zaslavsky and Synnes, 

2009). In addition, other approaches in the scientific literature exploit Markov 

chains in supporting Situation Awareness models for handling complex IoT-

based scenarios (Liang et al., 2008; P. Zhang et al., 2020). However, 

according to the scientific literature, there are still not many approaches that 

employ Markov chains to support the management of complex scenarios; 

hence it remains an open question to establish the support capability of such a 

model in the prediction phase. 

A further improvement to the system in classification and probabilistic 

prediction capability could lie in exploiting boosting strategies. Boosting is a 

general method that attempts to "boost" the accuracy of any learning algorithm 

(Schapire, 1999). In the context of probabilistic graph approaches, such as 

Bayesian Networks, the goal is to make more accurate conditional 

probabilities, which can be affected by errors related to the dataset's structure. 

Such techniques are handy for improving the classification of events or 

combining with structural learning models, allowing the improvement of 

prediction ability (Viaene, Derrig and Dedene, 2004; Jing, Pavlović and Rehg, 

2008). In addition, the study of such techniques in combination with Markov 

Chains could be investigated further to improve the proposed system (Jing, 

Pavlović and Rehg, 2008). 

In addition, other future developments may include the introduction of new 

methodologies to increase the capabilities and reliability of the system. In 

particular, it would be helpful to use methodologies that allow a natural 

interface with users, such as Chatbots and approaches that can increase data 

security and reliability through decentralized certification techniques. For this 

purpose, two modules could be included in the proposed architecture that can 

provide improvements to the proposed system. 

 

• Chatbot Module. A chatbot is a software designed to simulate a 

conversation with a human being (Shum, He and Li, 2018). The 

dialogue can be reproduced by text or in a vocal way. The 

development and accuracy of chatbots have increased over the years 

and have continued to grow with artificial intelligence, machine 

learning, and improved algorithms for natural language processing 

(Pérez-Soler, Guerra and de Lara, 2018). The simplest and most 
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popular types of chatbots can interact automatically, recognizing 

relevant parts of speech and retrieving answers; other types can take 

advantage of machine learning and Deep Learning techniques to 

provide generated responses according to a training process (Ning et 

al., 2019). These virtual agents are based on the understanding of 

natural language and are able to learn the user's preferences, adapting 

searches and responses based on them (Casillo, Clarizia, D’Aniello, 

de Santo, et al., 2020).  

A chatbot represents an innovative user interaction model. In such 

a scenario, a chatbot module aims to manage interactions with users 

naturally, making the system capable of maintaining a conversation 

and interacting if the system provides suggestions to users according 

to the acquired information. 

 

• Blockchain Module. Decentralized systems become fundamental 

due to flexibility and particular characteristics, aiming to guarantee 

security. A decentralized system is composed of a peer-2-peer (P2P) 

network in which several nodes constantly communicate with each 

other to exchange information. Ideally, each node is perfectly 

synchronized with others in the network sharing the same knowledge. 

This approach leads to systems where information is distributed over 

the network through thousands of replicas (Wang et al., 2019). 

Blockchains are a particular decentralized system that developed 

around 2009 to provide an alternative to highly centralized financial 

systems. The knowledge that nodes in the P2P network share is 

structured in logically connected blocks to form a chain. Over the 

years, this technology has evolved to support more and more 

functionality distant to financial purposes (Zheng et al., 2017). 

Specifically, Blockchains rely on robust hashing techniques and 

public key cryptography to maintain the security and consistency of 

information across the hundreds of thousands of nodes scattered 

across the network (Yakavenka, 2018).  

The idea behind a Blockchain is to distribute knowledge making it 

immutable. Such a feature can be crucial to act correctly in a decision-

oriented system like the proposed one. In this scenario, the purpose of 

the Blockchain module is to share information with other nodes 

guaranteeing the originality of the transmitted data (Casillo et al., 

2021). 
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Conclusions 

 

 

 

 
The increase in technology leads to the creation of increasingly complex 

and sophisticated scenarios that bring advantages to modern society if 

managed efficiently. This research aimed to deepen the technological aspects, 

degree and probabilistic approaches to propose a methodology for the 

management of complex scenarios based on IoT. An innovative model 

capable of exploiting Machine Learning techniques in order to predict events 

in complex scenarios has been presented and validated. The added value of 

the proposed system is to exploit graph approaches able to include and manage 

semantic information. Such approaches allow the system to perform better 

while also allowing users to understand the relationships between entities. The 

performance of the system improves as the available data increases. In 

addition, a further advantage of the system lies in the ability to interfacing 

with other systems that use the same formalisms to improve its performance 

further. 

In different application scenarios, experimental results show the system's 

ability to be effective. In particular, in the model validation related to the case 

study of London Smart City, the performance of the system proved to be 

particularly profitable in the application related to the prediction of rainfall 

phenomena. In this case, in fact, the system was able to provide reliability to 

the forecasts, significantly improving the performance compared to traditional 

methodologies. Moreover, in real case studies, the system has always shown 

remarkable forecast reliability due to semantic relations arising from the 

analysis of the context and situation. These relationships, which arise from the 

context modeling graphs, potentially allow the proposed methodology to 

interact with other systems by expanding its knowledge and exploiting 

knowledge graphs already known in the literature. However, this strength may 

be a limitation in attempting to use the proposed approach in a new domain, 

where the construction of the knowledge graphs, which represents a crucial 

part of the proposed approach, could be demanding. 

Future activities include insights through other graph methods applicable 

to the system, such as Markov Chains, and leveraging boosting strategies to 

improve classification and probabilistic prediction capabilities. In addition, 

other future enhancements include the development of new modules to 
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increase the capabilities and reliabilities of the system. Specifically, it could 

be interesting to develop a module that integrates the proposed system with a 

Chatbot, an agent able to provide a natural language interface for users. 

Another fascinating development lies in including modules to increase the 

security and reliability of the data managed by the model through certification 

techniques that exploit the Blockchain paradigm. 
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