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Introduction

The �eld of computer simulations has developed into a very important branch
of science, which on the one hand helps theorists and experimentalists to go
beyond their inherent limitations and on the other hand is a scienti�c �eld on
its own. Therefore, simulation science has often been called the third pillar of
science, complementing theory and experiment.
Modern theoretical methodology, aided not only by the advent of high speed
computing but also by the impressive e�orts in massive parallel processing, are
enabling direct calculation of mechanical properties of novel materials, dynamics
of reaction processes on surfaces and in aqueous solution, the conformational
sampling of crucial parts of biomolecular landscapes, and more. This makes
computer science somehow eclectic, i.e. it draws upon multiple theories, in-
stead to be hold just to one paradigm or a set of assumptions and allows a net
gain of complementary insights into a subject.
Computer simulations connect microscopic length and time scales of the in sil-

ico experiments to the macroscopic world of the laboratory: theoreticians could
provide a guess at the interactions between molecules, and obtain predictions
of properties as accurate as required, subject to the limitations imposed by the
computer power (and budget) and of the chosen and feasible theory level.
The link between theories and experiments is pro�table even in another stand-
point: a theory could be tested by conducting a simulation and comparing with
experimental results at �normal� conditions; afterwards, if the model works, it is
also possible to guess the behaviour of the systems at severe conditions, carrying
out simulations in conditions that are di�cult or impossible in the laboratory,
i.e. at extremes of temperature or pressure.

When a desired property of a material can be connected to quantities on
the atomic or molecular scale, quantum chemistry could be a useful tool in the
process of improving such materials. Typical examples are dyes and pigments,
for which color and brilliance depend on the energies and nature of electronic
excitations. Organic dyes typically have delocalized π�systems and functional
groups chosen appropriately to tune the optical properties.
The up to date computational power allow to treat even very big molecule (in
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the order of ∼ 102 atoms) with the desired accuracy to calculate the excited
states and not just with semi�empirical methods used until few years ago. It
has to point out that quantum chemical methods are predominantly applied
to isolated molecules, which corresponds to the state of an ideal gas. Most
chemical processes, however, take place in condensed phase, and the interaction
of a molecule with its environment By the way, solvent molecules can directly
interact with the reacting species, e.g. by coordination to a metal center or
by formation of hydrogen bonds. In such cases it is necessary to explicitly in-
clude solvent molecules in the calculation. Depending on the size of the solvent
molecules and their number needed to get the calculated properties converged,
the overall size of the molecular system and the resulting computational ef-
fort can signi�cantly be increased. Currently, only semi�empirical and classical
molecular mechanics methods are able to handle several hundred atoms and
to follow them for a �long�enough� time, but the developments towards linear
scaling approaches in DFT are very promising. An alternative could be a mixed
quantum mechanical (QM) and molecular mechanical (MM) treatment, that
give the QM/MM method.
Nevertheless, if there are no speci�c solute�solvent interactions, the main e�ect
of the solvent is electrostatic screening, depending on its dielectric constant.
This can be described very e�ciently by continuum solvation models, like po-
larizable continuum model (PCM) implemented in the Gaussian suite program.

Theoretical excursus

The traditional simulation methods for many�body systems can be divided into
two main classes:

stochastic simulations, which are largely represented by the Monte Carlo
(MC) method;

molecular dynamics (MD) method.

MC simulations probe the con�guration space by trial moves of particles.
The so�called Metropolis algorithm uses the energy change from step n to n+ 1

as a trigger to accept or reject a new generated con�guration. Paths towards
lower energy are always accepted, those to higher energy are accepted with a
probability governed by Boltzmann statistics. This algorithm ensures that the
correct limiting distribution and properties of a given system can be calculated
by averaging over all MC moves within a given statistical ensemble (where one
move means that every degree of freedom is probed once on average) � no other
details will be give in this thesis.
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MD methods, instead, are governed by the system Hamiltonian and conse-
quently Newton's or more frequently Hamilton's or Lagrangian's equations of
motion are solved numerically, to move particles to new positions and to assign
new velocities at these new positions, starting from a pre�speci�ed initial state
and subject to a set of boundary conditions appropriate to the problem. This
is an advantage of MD simulations with respect to MC, since not only the con-
�guration space is probed but the whole phase space, which gives additional
information about the dynamics of the system.
Both methods are complementary in nature but they lead to the same averages
of statistic quantities, given that the system under consideration is ergodic and
the same statistical ensemble is used. MD methodology allows both equilibrium
thermodynamic and dynamical properties of a system at �nite temperature to
be computed, while simultaneously providing a �window� onto the microscopic
motion of individual atoms (or superatoms, see later) in the system.

In order to characterise a given system and to simulate its complex behavior,
a model for interactions between system constituents is required. This model
has to be tested against experimental results, i.e. it should reproduce or ap-
proximate experimental �ndings like distribution functions or phase diagrams,
and theoretical constraints, i.e. it should obey certain fundamental or limit-
ing laws like energy or momentum conservation. If the simulation results di�er
from real system properties or if they are incompatible with solid theoretical
manifestations, the model has to be re�ned. This procedure can be understood
as an adaptive re�nement which leads at the end to an approximation of a
model of the real world at least for certain properties. The model itself may be
constructed from plausible considerations, result from �rst principle ab initio

calculations. Although the electronic distribution of the particles is calculated
very accurately, this type of model building contains also some approximations,
since many�body interactions are mostly neglected (this would increase the pa-
rameter space in the model calculation enormously). However, it often provides
a good starting point for a realistic model.
One of the most challenging aspects of an MD calculation is the speci�cation of
the forces. In many applications, these are computed from an empirical model or
force �eld, in which simple mathematical forms are employed to describe bond,
bend and dihedral angle potentials as well as van der Waals and electrostatic
interactions between atoms; the model is parametrized by �tting to experimen-
tal data or high level ab initio calculations on small clusters or fragments. This
approach has enjoyed tremendous success in the treatment of systems rang-
ing from simple liquids and solids to polymers and biological systems such as
proteins and nucleic acids.

Computational techniques span in the whole realm of molecular sciences, cov-
ering much of those parts of physics, chemistry and biology that deal with
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molecules, are well established in terms of extremely powerful but highly spe-
cialized approaches. An important issue of simulation studies is the accessi-
ble time� and length�scale which can be covered by microscopic simulations.
Scheme 0.1 shows a schematic representation for di�erent types of simulations.
It is clear that the more detailed a simulation technique operates, the smaller
is the accessibility of long times and large length scales. The challenge is to
push up the timescale of simulation and the sizes of systems treated, while not
sacri�cing essential features of the molecular landscape. The �eld of ab initio

Scheme 0.1

molecular dynamics (AIMD), in which �nite temperature MD trajectories are
generated with forces obtained from accurate �on�the��y� electronic structure
calculations, is a rapidly evolving and growing technology that allows chemical
processes in condensed phases to be studied in an accurate and unbiased way.
Ab initio molecular dynamics revolutionized the �eld of realistic computer simu-
lation of complex molecular systems and processes, including chemical reactions,
by unifying molecular dynamics and electronic structure theory. Quantum sim-
ulations, where electronic �uctuations are taken into account, allow to study
very short time and length scales which are typically in the order of ∼ 101Å
and 102 ps.

Classical molecular dynamics approximates electronic distributions in a rather
�coarse�grained� fashion by putting either �xed partial charges on interaction
sites or by adding an approximate model for polarization e�ects. In both cases,
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the time scale of the system is not dominated by the motion of electrons, instead
by the time of intermolecular collision events, rotational motions or intramolec-
ular vibrations, which are orders of magnitude slower than those of electron
motions. Consequently, the time step of integration is larger and trajectory
lengths are of order ∼ 102 ns and accessible lengths of order 10�100 nm.

�Coarser� grained models have proven quite useful for obtaining data on the
behavior of systems where the relevant time or length scales (or both) are in-
accessible to all�atom MD. However, even heavier use of Coarse grainded (CG)
simulations could be made if coarse graining could be used as an accelerator,
with atomic detail either maintained in regions of interest or recoverable from
snapshots in the CG trajectory. Recent progress has been made along both
these fronts recently, in the form of mixed CG�all atom simulations and simu-
lations involving dynamic switching of components between CG and all�atom
descriptions.

For further information, on MD techniques see Section 1.5.2

Theory in practice

Many of the industrial chemical processes involve catalysts and most of them are
in the solid state (heterogeneous catalysis), but, with the extensive developments
in organometallic chemistry in the last decades, catalytic processes in the liquid
phase become more and more important (homogeneous catalysis) � even to
understand some results of heterogeneous catalyst. For the development of a
catalyst, besides economic and environmental considerations, three issues are of
central importance:

Activity: The catalyst must be e�cient (high turnover numbers).

Selectivity: By�products should be avoided.

Stability: Deactivation or decomposition of the catalyst must be slow.

To improve a catalyst with respect to these criteria, a detailed insights of
the reaction pathways and/or behaviour of the catalyst itself is mandatory: in
this �eld, quantum chemical methods can be of enormous value, since the ex-
perimental investigation of steps in a complicated mechanism is rather di�cult.
Once the crucial parameters are found, new guesses for better performing cata-
lysts can be deduced and immediately be tested in the calculations. Thus, when
theory is used for a rough screening and only the most promising candidates
have to be tested in experiments, the development process for new catalysts can
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be shortened signi�cantly. DFT is used almost exclusively for both homoge-
neous and heterogeneous applications. In the latter case, solids are treated with
periodic boundary conditions or QM/MM approaches.

Two examples about the use of ab initio molecular dynamics applied to the
study of catalytic behaviour will be given in Section 2.4 and in Section 2.5,
where, respectively, the �exibility of N�heterocyclic carbenes, a class of very
important ligands, and the deactivation pathways of the same kind by of catalyst
π�donor molecules will be treated.

Chart 0.1

However as depicted above, the design of chemical catalytic processes and the
study of structures of materials are intrinsically two di�erent scale (in time and
in length) problems. For this reason, a CG�all atom treatment example applied
to hybrid polymer�gold nanoparticle system will explained in Chapter 3.

Figure 1: Snapshot of the system presented in Chapter 3.

For the sake of simplicity, every chapter has its own structures numbering.



Objectives

The main aim of this Ph.D. project is to understand and apply dynamic com-
putational methods & tools to study reactivity and structural problems, in
particular for the issues listed below.

Chapter 2 is focused on the metathesis of alkenes, catalyzed by Ruthenium
complexes; in particular, two di�erent argumentation are pursued:

(a) In Section 2.4, the �exibility of N�heterocyclic carbene ligands in
Ru complexes of the general formula (NHC)Cl2Ru−−CH2, as a key
feature that allows NHCs to modulate their encumbrance around the
metal. This is fundamental to the rational design of more active and,
in the broadest sense, better performing new catalysts.

(b) In Section 2.5 one pathways for the deactivation of this kind of cata-
lysts induced by coordination of a CO molecule trans ole�n metathe-
sis catalyst bearing the NHC ligand SIMes is investigated.

In Chapter 3, a Coarse�grain/all atom approach is used to achieve in-
formation about the interface between gold nanoparticles and a polymer
matrix. Speci�cally, for the relevance of these systems in organic mem-
ory technology, the attention is focused on programmable devices made
of polystyrene containing gold nanoparticles and 8�hydroxyquinoline. A
characterization at molecular level of the interface can help to understand
the behavior of this class of devices.





Chapter 1

Theoretical Background

Computer modeling and simulation are widely accepted as a tool that can help
to generate new scienti�c understandings on e�ective design of catalysts and
nanomaterials on molecular scale, to study properties of them and of biological
systems and so on. Most important is the possibility to do feasibility tests of
a synthesis, rationalize experimental results, and even more, that allow gains
in terms of human time, money (saving on reagents, solvent and disposals) and
environmental care.

At the beginning of the latest Century, experiments like black body radia-
tion, photovoltaic e�ect, low temperature thermal capability, and photons let
the Classical Physics in crisis; till that moment it was able to rationalize all the
experimental observables: contemporaneously quantum mechanics born. This
�recent� science has a lot of applications resolving chemical problems in partic-
ular regarding the reactivity.
By the way quantomechanics, both for limitation on computational power and
for equilibration issue is not the only way to describe those kinds of systems;
indeed computational prediction of material properties is of great advantages
in achieving rational and cost e�ective design: a reliable prediction is promoted
by a systematic consideration of the intrinsic multiscale hierarchical structure.
Most importantly, an e�ective integration of di�erent methods and theories
at individual scales o�ers unique opportunities for gaining in depth scienti�c
understandings on the molecular structural origin of macroscopic property en-
hancement.
In general with the quantum chemistry it is possible to study the relative sta-
bility of molecules, characterize the species along reactive paths, the thermo-
dynamics and the kinetic of the reactions, the bonds strengths, rationalize and
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predict behaviour of some class of complexes, spectroscopic information, intra�
and inter�molecular forces and more, while classical mechanics is better suited
for non�interacting systems, biological macromolecules, materials, and any sys-
tems in which the electrons motion could be disregarded.

1.1 Molecular Dynamics � A brief overview

The �rst paper reporting a molecular dynamics simulation was written by Alder
and Wainwright in 1957.[1] The purpose of the paper was to investigate the
phase diagram of a hard sphere system, and in particular the solid and liquid
regions. In a hard sphere system, particles interact via instantaneous collisions,
and travel as free particles between collisions. More details could be �nd in a
subsequent paper, published in 1959:[2]

�In order to follow the dynamics of a many�particle system with any sort

of interaction potential, one could at any instant calculate the force on each

particle by considering the in�uence of each of its neighbors. The trajectories

could then be traced by allowing the particles to move under a constant force for

a short�time interval and then by recalculating a new force to apply for the next

short�time interval, and so on . . . �

with the hard sphere square well potential:
V =∞, r < σ1

V = V0, σ1 < r < σ2

V = 0, r

(1.1)

in which r is the �magnitude of the separation� of the centers of a pair of molecule
and σ1, σ2 and V0 are constants.

�The calculation can also be monitored by means of a cathode�ray tube which

is attached to the computer and which form a picture of the system after each

time step�

In �fty years both the hardware and the theoretical apparatus evolved dras-
tically and a lot of problems can now be treated by computer simulation.

In general, the dynamics of molecular systems can be explored in silico with
molecular dynamics simulation (MD), a method in which the equations of mo-
tion are solved in small time steps. In such simulations the size of the time step
must be shorter than the shortest characteristic time scale in the system. Thus,
many molecular dynamics steps must be carried out to explore the dynamics of
a molecular system for times that are long compared with the basic time scale
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of molecular vibrations. Depending on speci�c system and the available com-
puter equipment, one can carry out from ten thousands to millions of such steps.
There are many strategies that sometimes allow to use higher time step; a com-
mon strategy is to use a constraint algorithm, like SETTLE,[3] SHAKE (e.g. its
extension like RATTLE)[4] and LINCS[5]. An alternative is the multiple time
step method.

In molecular dynamics, atoms interact with each other. These interaction
originate forces which act upon atoms, furthermore atoms move under the ac-
tion of these instantaneous forces. As the atoms move, their relative positions
change and forces change as well: this is in brief what happen many times in a
molecular dynamics simulation.
A simulation is �safe� when the simulation time is much longer than the relax-
ation time of the quantities one is interested in. However, di�erent properties
have di�erent relaxation times. The main ingredient of a simulation is a model
for the physical system. For a molecular dynamics simulation this amounts to
choosing the potential: a function V (r1, . . . , rN ) of the positions of theN nuclei,
representing the potential energy of the system when the atoms are arranged in
that speci�c con�guration. This function is translationally and rotationally in-
variant, and is usually constructed from the relative positions of the atoms with
respect to each other, rather than from the absolute positions. Forces are then
derived as the gradients of the potential with respect to atomic displacements:
Fi = −∇V (r1, . . . , rN ) This form implies the presence of a conservation law of
the total energy E = K + V , where K is the instantaneous kinetic energy.

The main issue remains how to obtain the right potential, to understand how
it is related with the behavior of the real system, and the main question is if it
is required a quantum mechanics approach or a classical treatment is enough.
Classical mechanics works properly, even at coarser�grained level, for nanoma-
terials, liquids, ion pairs and similar. By the way, when a reaction occurs is
mandatory to study the system with quantomechanics. Of course, the choice of
the method is also strictly related to the number of particle necessary to study
the system in exam.
In ab initio simulations, where interatomic forces are determined by solving
the electronic structure problem (usually) �on the �y�, total simulation times
typically do not exceed the order of 102 picoseconds. Longer simulations of
nanosecond, or, in some rare cases, microsecond length can be achieved if forces
are determined from computationally less expensive empirical force �elds often
used to simulate biological systems.
The realism of the simulation therefore depends on the ability of the potential
chosen to reproduce the behavior of the material under the conditions at which
the simulation is run.
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After a brief foreword, in section 1.2 will be introduced the the ab initio

molecular dynamics, subsequently in section 1.3 will be given an excursus on
classical molecular dynamics.

1.1.1 Integration methods

The �engine� of a molecular dynamics program is its time integration algorithm,
required to integrate the equation of motion of the interacting particles and
follow their trajectory. Time integration algorithms are based on �nite di�erence
methods, where time is discretized on a �nite grid, the time step ∆t being the
distance between consecutive points on the grid. Knowing the positions and
some of their time derivatives at time t (the exact details depend on the type
of algorithm), the integration scheme gives the same quantities at a later time
t + ∆t. By iterating the procedure, the time evolution of the system can be
followed for long times.

Of course, these schemes are approximate and there are errors associated with
them. In particular, one can distinguish between

Truncation errors, related to the accuracy of the �nite di�erence method
with respect to the true solution. Finite di�erence methods are usually
based on a Taylor expansion truncated at some term, hence the name.
These errors do not depend on the implementation, they are intrinsic to
the algorithm. In molecular dynamics simulation, generally, the Taylor
expansion is truncated to the third therm, since it has been observed that
low order algorithm lack in accuracy, while higher order are too expensive.

Round�o� errors, related to errors associated to a particular implementa-
tion of the algorithm. For instance, to the �nite number of digits used in
computer arithmetic.

Of course, both errors can be reduced by decreasing ∆t: for large ∆t, trun-
cation errors dominate, but they decrease quickly as ∆t is decreased.

Two popular integration methods for MD calculations are the Verlet algorithm
and predictor�corrector algorithms. In molecular dynamics, the most commonly
used time integration algorithm is Verlet algorithm.[6, 7] The basic idea is to
write two third�order Taylor expansions for the positions r(t), one forward and
one backward in time:

r(t+ ∆t) = r(t) +
dr

dt
∆t+

1

2

dr2

dt2
∆t2 +

1

3!

dr3

dt3
∆t3 +O(∆t4) (1.2)
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but
dr

dt
= ν(t),

dr2

dt2
= a(t) =

F (t)

m
= − 1

m
∇V [r(t)] (1.3)

where ν(t) represents the velocities, a for the accelerations, F (t) stands for the
forces, m for the masses and ∇V [r(t)] that is the gradient of the potential that
depends on the positions. Said that it is possible to write:

r(t+ ∆t) = r(t) + ν(t)∆t+
1

2

F (t)

m
∆t2 +

1

3!

dr3

dt3
∆t3 +O(∆t4) (1.4)

By the way it is also true that

r(t−∆t) = r(t)− ν∆t+
1

2

F (t)

m
∆t2 − 1

3!

dr3

dt3
∆t3 +O(∆t4) (1.5)

Doing the sum of equations 1.4 and 1.5 it is possible to obtain

r(t+ ∆t) + r(t−∆t) = 2r(t) +
F (t)

m
∆t2 +O(∆t4) (1.6)

the truncation error of the algorithm when evolving the system by ∆t is of the
order of ∆t4, and so

r(t+ ∆t) ≈ 2r(t)− r(t−∆t) +
F (t)

m
∆t2 (1.7)

This algorithm is at the same time simple to implement, accurate and stable,
explaining its large popularity among molecular dynamics simulators.

A problem with this version of the Verlet algorithm is that velocities are not
directly generated. While they are not needed for the time evolution, their
knowledge is sometimes necessary. Moreover, they are required to compute the
kinetic energy K, whose evaluation is necessary to test the conservation of the
total energy E = K + V . This is one of the most important tests to verify that
a MD simulation is proceeding correctly. One could compute the velocities from
the positions by using

ν(t) =
r(t+ ∆t)− r(t−∆t)

2∆t
(1.8)

However, the error associated to this expression is of order ∆2t. To overcome
this di�culty, some variants of the Verlet algorithm have been developed. They
give rise to exactly the same trajectory, and di�er in what variables are stored
in memory and at what times.
The leap�frog algorithm is one of such variants[8] where velocities are handled
somehow better:

ν(t+
∆t

2
) =

r(t+ ∆t)− r(t)

∆t
(1.9)
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and so
r(t+ ∆t) = r(t) + ν(t+

∆t

2
)∆t (1.10)

An even better implementation of the same basic algorithm is the so�called
velocity Verlet scheme, where positions, velocities and accelerations at time
t+ ∆t are obtained from the same quantities at time t in the following way:

r(t+ ∆t) = r(t) + ν(t)∆t+
1

2

F (t)

m
∆t2

ν(t+
∆t

2
) = ν(t) +

1

2

F (t)

m
∆t

F (t+ ∆t) = −∇V [r(t+ ∆t)]

ν(t+ ∆t) = ν(t+
∆t

2
) +

1

2

F (t+ ∆t)

m
∆t

(1.11)

1.1.2 Ensembles

Most experimental observations are performed at constant number of particles
(N) pressure (P ) and temperature (T ); sometimes at constant chemical po-
tential µ, volume (V ), and occasionally at constant N ,V ,T . Experiments at
constant N , V , E are very rare, to say the least.

In the same way, a statistical ensemble has to be chosen even for in silico

experiments, where thermodynamic quantities like pressure, temperature or the
number of particles are controlled. The natural choice of an ensemble in MD
simulations is the microcanonical ensemble NV E, since the system's Hamilto-
nian without external potentials is a conserved quantity. Nevertheless, there are
extensions to the Hamiltonian which also allow to simulate di�erent statistical
ensembles. Several ensembles allow to obtain di�erent thermodynamic quanti-
ties according to statistical mechanics.
In a computer simulation this theoretical condition is generally violated, due to
limited accuracy in integrating the equations of motion showed before. This is,
however, often not a too serious restriction, since correlation functions drop to
zero on a much shorter time scale. Only for the case where long time correlations
are expected one has to be very careful in generating trajectories.

The simplest extension to the NV E ensemble is the canonical ensemble,
NV T , where the number of particles, the volume and the temperature are �xed
to prescribed values. In order to control such variables, some external tricks are
needed, like barostats and thermostats.

The temperature T , in contrast to N and V , is an intensive property. The
extensive counterpart would be the kinetic energy of the system; several control
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mechanism of this quantity are available: di�erential, proportional, stochastic
and integral thermostats. It is evident that also within molecular dynamics the
possibility of controlling the average temperature (as obtained from the average
kinetic energy of the nuclei and the energy equipartition theorem) is welcome
for physical reasons.

For the Constant�Pressure Constant�Enthalpy ensemble, NPT , in order to
control the pressure, it is necessary to allow for volume variations in a molecu-
lar dynamics simulation cell. Keeping the pressure, P , constant is a desirable
feature for many applications of molecular dynamics simulations. The concept
of barostats and thus constant�pressure molecular dynamics was introduced in
the framework of extended system dynamics by Hans Andersen.[9]
A simple picture for a constant pressure system is a box, with the walls of
which are coupled to a piston which controls the pressure. In contrast to the
case where the temperature is controlled, no coupling to the dynamics of the
particles (timescales) is performed but the length scales of the system will be
modi�ed. Even in this case, several algorithms are described for a constant pres-
sure ensemble. The conserved quantity will not be the system's energy, since
there will be an energy transfer to or from the external system, but the enthalpy
H will be constant. In line with the constant temperature methods there are also
di�erential, proportional, integral and stochastic methods to achieve a constant
pressure situation in simulations.

1.2 ab initio molecular dynamics

The basic idea underlying every ab initio molecular dynamics method is to
compute the forces acting on the nuclei from electronic structure calculations
that are performed �on the �y� as the molecular dynamics trajectory is generated
Ab initio molecular dynamics uni�es approximate ab initio electronic structure
theory � i.e. solving Schrödinger's wave equation numerically � and classical
molecular dynamics, i.e. solving Newton's equation of motion, or even with
more elegant and useful Hamilton's or Lagrange's formalism.

With the improvement of both the methodology and the algorithms of den-
sity functional theory (DFT) in the last decades, new functionals with improved
description of non�uniform electron distributions in molecules or on surfaces,
paved the way for a qualitative or even quantitative quantum chemical treat-
ment of a large variety of transition metal compounds and their reactions. When
functionals without partial inclusion of Hartree�Fock (HF) exchange contribu-
tions are used, an approximate treatment of the Coulomb interaction of the elec-
trons (density �tting, resolution of identity approach) allows for a very e�cient
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treatment of large systems. Therefore, with e�ciently parallelized programs of
this kind, it is routinely possible today to calculate the structure of molecules
with the order of ∼ 102 atoms.

Born�Oppenheimer (BO) molecular dynamics is a commonly used form of
ab initio molecular dynamics simulations, in which the atomic coordinates are
treated as classical coordinates, and the ions are propagated in time using classi-
cal equations of motion with the electronic ground state energy as the potential
energy surface. this simple form of the equations of motion introduces a clear
separation between the ionic propagation and electronic con�guration as stated
in the Born�Oppenheimer approximation.

1.2.1 The Born�Oppenheimer approximation

The non�relativistic Hamiltonian of a system of N nuclei described by coordi-
nates R1, . . . ,RN ≡ R, momenta P1, . . . ,PN ≡ P , and masses M1, . . . ,MN ,
and Ne electrons described by coordinates r1, . . . , rNe , momenta p1, . . . ,pN ≡
p, and spin variables s1, . . . , sNe ≡ s � Nuclear spin is ignored in the present
discussion � is given by

H =

N∑
I=1

P2
I

2MI
+

Ne∑
i=1

p2
i

2mi
+
∑
i>j

e2

|ri − rj |
+
∑
I>J

ZIZje
2

|RI −RJ |
−
∑
i,I

ZIe
2

|RI − r i|

≡ TN + Te + Vee(r) + VNN(R) + VeN(r ,R) (1.12)

where m is the mass of the electron and ZIe is the charge on the Ith nucleus.
In the second line, TN, Te, Vee, VNN and VeN represent the nuclear and electron
kinetic energy operators and electron�electron, nuclear�nuclear and electron�
nuclear interaction potential operators, respectively. In order to solve the com-
plete quantum mechanical problem, the eigenfunctions and eigenvalues of this
Hamiltonian have to be sought, which will be given by solution of the time�
independent Schrödinger equation

[TN + Te + Vee(r) + VNN(R) + VeN(r ,R)]Ψ(x ,R) = E(x ,R)Ψ(x ,R) (1.13)

where x ≡ (r , s) denotes the full collection of electron position and spin vari-
ables, and Ψ(x , r) is an eigenfunction of H with eigenvalue E. Clearly, an exact
solution of equation 1.13 is not possible and approximations must be made. The
Born�Oppenheimer approximation has to be invoked, recognizing that, in a dy-
namical sense, there is a strong separation of timescales between the electronic
and nuclear motion, since the electrons are lighter than the nuclei by three or-
ders of magnitude. In terms of equation 1.13, this can be exploited by assuming
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a quasi�separable ansatz of the form

Ψ(x ,R) = φ(x ,R)χ(R) (1.14)

where χ(R) is a nuclear wavefunction and φ(x ,R) is an electronic wavefunc-
tion that depends parametrically on the nuclear positions. At this point it
should be noted that an alternative derivation using a fully separable ansatz
to the time�dependent Schrödinger equation was presented by Marx and Hut-
ter in.[10] Substitution of equation 1.14 into 1.13 and recognizing that the nu-
clear wavefunction χ(R) is more localized than the electronic wavefunction, i.e.
∇IχR � ∇Iφ(x ,R) , yields

[Te + Vee(r) + VeN(r ,R)]φ(x ,R)

φ(x ,R)
= E − [TN + VNN(R)]χ(R)

χ(R)
(1.15)

From the above, it is clear that the left�hand side can only be a function of R)
alone. Let this function be denoted ε(R). Thus,

[Te + Vee(r) + VeN(r ,R)]φ(x ,R)

φ(x ,R)
= ε(R)

[Te + Vee(r) + VeN(r ,R)]φ(x ,R) = ε(R)φ(x ,R)

(1.16)

Equation 1.16 is an electronic eigenvalue equation for an electronic Hamiltonian,
He(R) = Te + Vee(r) + VeN(r ,R) which will yield a set of normalized eigen-
functions φn(x ,R) and eigenvalues εn(R), which depend parametrically on the
nuclear positions, R. For each solution, there will be a nuclear eigenvalue equa-
tion:

[TN + VNN(R + εn(R)]χ(R) = Eχ(R) (1.17)

Moreover, each electronic eigenvalue, εn(R), will give rise to an electronic
surface on which the nuclear dynamics is determined by a time�dependent
Schrödinger equation for the time�dependent nuclear wavefunction X(R, t)

[TN + VNN(R + εn(R)]X(R, t) = i~
∂

∂t
X(R, t) (1.18)

The physical interpretation of equation 1.18 is that the electrons respond in-
stantaneously to the nuclear motion; therefore, it is su�cient to obtain a set of
instantaneous electronic eigenvalues and eigenfunctions at each nuclear con�gu-
ration, R (hence the parametric dependence of φn(x ,R) and εn(R) on R). The
eigenvalues, in turn, give a family of (uncoupled) potential surfaces on which
the nuclear wavefunction can evolve. Of course, these surfaces can (and often
do) become coupled by so�called non�adiabatic e�ects, contained in the terms
that have been neglected in the above derivation. In many cases, non�adiabatic
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e�ects can be neglected, and it is possible to consider motion only on the ground
electronic surface described by

[Te + Vee(r) + VeN(r ,R)]φ0(x ,R) = ε0(R)φ0(x ,R)

[TN + VNN(R + ε0(R)]X(R, t) = i~
∂

∂t
X(R, t)

(1.19)

Moreover, if nuclear quantum e�ects can be neglected, then it is possible to get
the classical nuclear evolution by assuming X(R, t) is of the form

X(R, t) = A(R, t)eiS(R,t)/~ (1.20)

and neglecting all terms involving ~, which yields an approximate equation for
S(R, t)

HN(∇1S, . . . ,∇NS,R1, . . . ,RN ) +
∂S

∂t
= 0 (1.21)

This is just the classical Hamiltonian�Jacobi equation with

HN(P1, . . . ,PN ,R1, . . . ,RN ) =

N∑
I=1

P2
I

2MI
+ VNN(R) + ε0(R) (1.22)

denoting the classical nuclear Hamiltonian. The Hamilton�Jacobi equation is
equivalent to classical motion on the ground�state surface, E0(R) = ε0(R) +

VNN(R), given by

ṘI =
PI

MI
, ṖI = −∇IE0R (1.23)

Note that the force −∇IE0R contains a term from the nuclear�nuclear repulsion
and a term from the derivative of the electronic eigenvalue, ε0(R). Because of
the Hellman�Feynman theorem, the latter can be expressed as

∇Iε0(R) = 〈φ0(R)|∇IHe(R)|φ0(R)〉 (1.24)

Equations 1.23 and 1.24 form the theoretical basis of the AIMD approach. The
practical implementation of the AIMD method requires an algorithm for the
numerical solution of equation 1.23 with forces obtained from equation 1.24 at
each step of the calculation. Moreover, since an exact solution for the ground�
state electronic wavefunction, φ0(R), and eigenvalue, ε0(R), are not available,
in general, it is necessary to introduce an approximation scheme for obtaining
these quantities.
At this point, a simple form for E0(R) could be introduced, giving rise to a
force �eld based approach. Such a form would necessarily be speci�c to a par-
ticular system and, therefore, not be transferable to other situations. If, on the
other hand, one derives forces directly from very accurate electronic structure
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calculations, the computational overhead associated with the method will be
enormous. It is clear, therefore, that the practical utility of the AIMD approach
relies on a compromise between accuracy and e�ciency of the electronic struc-
ture representation based on available computing resources. The most common
approaches are Hartree-Fock and density functional theory (DFT), that proved
to be particularly successful in this regard.

1.2.2 Density Functional Theory � The basics

DFT is based on a one�to-one mapping exists between ground�state electronic
densities and external potentials, as stated by the Hohenberg�Kohn theorems.
The ground�state density, n0(r), is given in terms of the ground�state wave-
function by

n0(r) =
∑

s1,...,sNe

∫
dr2 . . . drNe |φ0(r , s, r2, s2, . . . r2, s2), . . . , sNe)|2 (1.25)

(Here, r and s represent a single position and spin variable, respectively.)
A consequence of the Hohenberg�Kohn theorems is that the exact ground�
state energy, ε0(R), can be obtained by minimizing a certain functional, ε[n],
over all electronic densities n(r) that can be associated with an antisymmet-
ric ground�state wavefunction, |ψ0〉, of a Hamiltonian He for some potential
VeN (the so called υ�representability condition) subject to the restriction that∫
dr n(r) = Ne. The theorem can also be extended to the so called N�

representable densities (obtained from any antisymmetric wavefunction) via the
Levy prescription.[11, 12] The functional ε[n] is given as a sum, T [n] +W [n] +

V [n], where T [n] and W [n] represent the kinetic energy and Coulomb repulsion
energies, respectively, and V [n] =

∫
d(r)VeN(r)n(r). Although the functional

T [n] +W [n] is universal for all systems of Ne electrons, its form is not known.
Thus, in order that DFT be of practical utility, Kohn and Sham (KS) introduced
the idea of a non�interacting reference system with a potential VKS(r ,R), such
that the ground�state energy and density of the non�interacting system equal
those of the true interacting system.[13] Within the KS formulation of DFT,
a set of nocc orthonormal single�particle orbitals, ψi(r), i = 1, . . . , nocc, with
occupation numbers fi, where

∑nocc
i=1 fi = Ne , is introduced. These are known

as the KS orbitals. In terms of the KS orbitals, the density is given by

n(r) =

nocc∑
i=1

fi|ψi(r)|2 (1.26)
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and the functional takes the form

ε[{ψi}] = − ~2

2m

nocc∑
i=1

fi〈ψi|∇2|ψi〉+
e2

2

∫
drdr ′

n(r)n(r′)
|r− r′|

+ εXC[n]

+

∫
drn(r)VeN(r ,R)

≡ Tnonint[{ψ}] + J [n] + εXC[n] + V [n]

(1.27)

The �rst term in the functional represents the quantum kinetic energy, the
second is the direct Coulomb term from Hartree�Fock theory, the third term is
the exact exchange�correlation energy, whose form is unknown, and the fourth
term is the interaction of the electron density with the external potential due
to the nuclei. Thus, the KS potential is given by

VKS(r ,R) =
e2

2

∫
dr ′ + VeN(r ,R) (1.28)

and the Hamiltonian of the non�interacting system is, therefore,

HKS = − ~2

2m
∇2 + VKS(r ,R) (1.29)

The KS orbitals will be the solutions of a set of self�consistent equations known
as the Kohn�Sham equations

HKSψi(r) = εiψi(r) (1.30)

where εi are the KS energies. Equation 1.30 constitutes a self�consistent prob-
lem because the KS orbitals are needed to compute the density, which is needed,
in turn, to specify the KS Hamiltonian. However, the latter must be speci�ed in
order to determine the orbitals and orbital energies. The preceding discussion
makes clear the fact that DFT is, in principle, an exact theory for the ground
state of a system. However, because the exchange�correlation functional, de-
�ned to be εXC[n] = T [n]−Tnonint[{ψ}] +W [n]−J [n], is unknown, in practice,
approximations must be made. One of the most successful approximations is the
so called local density approximation (LDA), in which the functional is taken
as the spatial integral over a local function that depends only on the density:

εXC[n] ≈
∫
drfLDA(n(r)) (1.31)

The LDA is physically motivated by the notion that the interaction between
the electrons and the nuclei creates only weak inhomogeneities in the electron
density. Therefore, the form of LDA is obtained by evaluating the exact ex-
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pressions for the exchange and correlation energies of a homogeneous electron
gas of uniform density n at the inhomogeneous density n(r). The LDA has
been successfully used in numerous applications of importance in solid state
physics, including studies of semiconductors and metals. In many instances of
importance in chemistry, however, the electron density possesses su�cient in-
homogeneities that the LDA breaks down. It could be improved by adding an
additional dependence on the lowest order gradients of the density:

εXC[n] ≈
∫
drfGGA(n(r), |∇2n(r |) (1.32)

which is known as the generalized gradient approximation (GGA). Among the
most widely used GGAs are those of Becke[14], Lee and Parr[15], Perdew and
Wang,[16] Perdew, Becke and Ernzerhof,[17] and Cohen and Handy.[18, 19, 20]
Typically, these can be calibrated to reproduce some subset of the known prop-
erties satis�ed by the exact exchange�correlation functional. However, GGAs
are also known to underestimate transition state barriers and cannot adequately
treat dispersion forces. Attempts to incorporate dispersion interactions in an
empirical way have recently been proposed.[21] In order to improve reaction
barriers, new approximation schemes such as Becke's 1992 functional,[22] which
incorporates exact exchange, and the so�called meta-GGA functionals,[23, 24,
25, 26] which include an additional dependence on the electron kinetic energy
density

τ(r) =

nocc∑
i=1

fi|∇φi(r)|2 (1.33)

have been proposed with reasonable success. However, the problem of design-
ing accurate approximate exchange�correlation functionals remains one of the
greatest challenges in DFT. Finally, in order to overcome the limitations of
DFT in the context of AIMD, it is, of course, possible to employ, thanks also
to the more powerful computing platform available, a more accurate electronic
structure method, and approaches using full con�guration�interaction represen-
tations have been proposed.[27] Typically, these have a higher computational
overhead and, therefore, can only be used to study smaller systems such as very
small clusters.

1.2.3 Basis set expansions

The more traditional and highly successful way to calculate the electronic prop-
erties of large system based on DFT theory uses atom�localised functions ex-
panded in Gaussians as their basis set. This approach can optimally exploit the
properties of Gaussians, but �nds a bottleneck in the calculation of the Hartree
and exchange�correlation (XC) potentials.
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Hutter et al. presented a DFT�based algorithm for periodic and non-periodic
ab initio calculations. This scheme uses pseudopotentials in order to integrate
out the core electrons from the problem. The valence pseudo�wavefunctions are
expanded in Gaussian�type orbitals and the density is represented in a plane�
wave auxiliary basis.
The Kohn�Sham orbitals are expanded in Gaussian�type functions and a plane�
wave�type approach is used to represent the electronic density.

1.2.3.1 Plane�wave basis sets

In MD calculations, the most commonly employed boundary conditions are
periodic boundary conditions, in which the system is replicated in�nitely in
space. This is clearly a natural choice for solids and is particularly convenient for
liquids. In an in�nite periodic system, the KS orbitals become Bloch functions
of the form

ψik(r) = expik ·r uik(r) (1.34)

where k is a vector in the �rst Brillouin zone and uik(r) is a periodic function.
A natural basis set for expanding a periodic function is the plane�wave basis
set, in which uik(r) is expanded according to

uik(r) =
1

Ω

∑
g

cki,g expig·r (1.35)

where Ω is the volume of the cell, g = 2πh−1ĝ is a reciprocal lattice vector, h is
the cell matrix, whose columns are the cell vectors (Ω = det(h)), ĝ is a vector of
integers and {cki,g} are the expansion coe�cients. An advantage of plane�waves
is that the sums needed to go back and forth between reciprocal space and
real space can be performed e�ciently using fast Fourier transforms (FFTs).
In general, the properties of a periodic system are only correctly described if a
su�cient number of k�vectors are sampled from the Brioullin zone. However,
for the applications to be considered herein, which are largely concerned with
nonmetallic systems, it is generally su�cient to consider a single k point, (k =
(0, 0, 0)) known as the Γ�point, so that the plane�wave expansion reduces to

ψi(r) =
1

Ω

∑
g

cki,g expiG·r (1.36)

At the Γ�point, the orbitals can always be chosen to be real functions. Therefore,
the plane�wave expansion coe�cients satisfy the following property:

c∗i,g = ci,g (1.37)
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which requires keeping only half of the full set of plane�wave expansion coe�-
cients. In actual applications, only plane�waves up to a given cuto�, ~2|g|2/2m >

Ecut, are kept. Similarly, the density n(r) given by equation 1.26 can also be
expanded in a plane�wave basis as

n(r) =
1

Ω

∑
g

ng expig·r (1.38)

Using the equations 1.36 and 1.38 is then possible to calculate the vari-
ous energy contributions, kinetic, Hartree, exchange and correlation energies
in terms of plane�waves Therefore, core electrons are often replaced by atomic
pseudopotentials,[28, 29, 30, 31] or treated via augmented plane�wave techniques,[32]
(the last allow all�electron calculation).
In the atomic pseudopotential scheme, the nucleus plus the core electrons are
treated in a frozen core type approximation as an �ion� carrying only the va-
lence charge. In order to make this approximation, the valence orbitals, which,
in principle, must be orthogonal to the core orbitals, must see a di�erent pseu-
dopotential for each angular momentum component in the core, which means
that the pseudopotential must generally be non�local. For further details see
section 1.2.3.4

PWs have a series of advantages that are at the heart of their success. PWs
are atomic position independent; this makes the calculation of the Hellmann�
Feynman forces very simple. PWs are totally unbiased and do not lead to basis
set superposition errors. The calculation of the Hartree potential is very sim-
ple and checking the convergence of the calculation is trivial. Furthermore, the
use of the fast Fourier transform technique considerably simpli�es many ma-
nipulations. There are, however, signi�cant disadvantages in using PWs. Most
noticeably, a large number of PWs is needed to reproduce the rapid variations
of the wavefunctions close to the nuclei. This is alleviated by the use of pseudo�
potentials, but for several elements unreasonably large basis sets are still needed.
Even more paradoxical is the fact that with PWs empty regions of space need
to be represented with the same accuracy as the atom��lled regions, leading
to further waste. This makes PW based algorithms very demanding in terms
of memory, which at present is probably the major bottleneck for these calcu-
lations. Another problem with PWs is that they are not the natural language
of chemistry. The interpretation of the results is not straightforward and PW
results need to be projected into a localized basis set in order to extract the
relevant chemistry. There was therefore a de�nite need to �nd alternatives to
the PW approach so as to remove its main defects while at the same time pre-
serving most of the advantages: e.g. it is a good choice to use Gaussians to
represent the KS orbitals.
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1.2.3.2 Gaussian basis sets

There is a great advantage to be gained by the use of localized basis sets over a
delocalized basis like plane�waves. In particular, the computations scale better
for well localized orbitals. One of the most widely used localized basis sets is the
Gaussian basis. In a Gaussian basis, the KS orbitals are expanded according to

ψi(r) =
∑
α,β,γ

CiαβγGαβγ(r ;R) (1.39)

where the basis functions, Gαβγ(r ;R), are centred on atoms and, therefore, are
dependent on the positions of the atoms. The basis functions generally take the
form

Gαβγ(r ;R) = Nαβγxαyβzγ exp−|r−RI |
2/2σ2

αβγ (1.40)

with integer α, β and γ for the Gaussian centred on atom I. The advantage of
Gaussians is that many of the integrals appearing in the DFT functional (and
in other electronic structure methods) can be done analytically. The main dis-
advantage, however, is that Gaussian basis sets are non�orthogonal and, hence,
the overlap matrix between basis functions needs to be included in the various
energy terms. Moreover, being dependent on atomic positions, the derivatives
of the basis functions with respect to positions need to be computed. This leads
to a considerable degree of complication for MD. Finally, with Gaussian bases,
it is di�cult to reproduce the correct asymptotic behaviour of the density, and
one must always be aware of the e�ects of basis set superposition errors. Many
of these problems can be eliminated by choosing to work with a simpler localized
orthonormal basis set

1.2.3.3 Gaussian and plane�waves methods

The standard computational approach to DFT is already e�cient and thus
appropriate for fairly large systems, currently about ∼ 102 atoms. Nevertheless,
the computation of the Hartree (Coulomb) energy and the orthogonalisation of
the wave functions are not scaling linearly with system size, and these terms
therefore dominate the computational cost for larger systems.[33] The hybrid
Gaussian and plane�waves (GPW) method provides an e�cient way to treat
these terms accurately at a signi�cantly reduced cost.[34] The method uses an
atom�centred Gaussian�type basis to describe the wave functions, but uses an
auxiliary plane wave basis to describe the density. With a density represented as
plane�waves or on a regular grid, the e�ciency of Fast Fourier Transforms (FFT)
can be exploited to solve the Poisson equation and to obtain the Hartree energy
in a time that scales linearly with the system size. Fast Fourier Transforms and
regular grids are well established in plane wave codes.[10]
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Periodic boundary conditions follow naturally from the FFT based treat-
ment of the Poisson equation, and the GPW method scales linearly for three�
dimensional systems with a small prefactor and an early onset. The GPW
method seems therefore best suited for the simulation of large and dense sys-
tems, such as liquids and solids.The extensive experience with Gaussian�type
basis sets shows that basis set sequences that increase rapidly in accuracy can
be constructed in a systematic way. At the same time, a compact description of
the wave functions is maintained, and this opens the way for e�cient methods
to solve for the self�consistent �eld (SCF) equations. Furthermore, as Gaus-
sian functions are localised, the representations of the Kohn�Sham, overlap and
density matrix in this basis become sparse with increasing system size. This
eventually allows for solving the Kohn�Sham (KS) equations using computa-
tional resources that scale linearly with system size. In particular it is possible
to evaluate analytically in a fairly straightforward and e�cient way all the den-
sity independent terms of the KS Hamiltonian.
Central in the Gaussian and plane�wave (GPW) method is the use of two rep-
resentations of the electron density.[34] Such a dual representation allows for an
e�cient treatment of the electrostatic interactions, and leads to a scheme that
has a linear scaling cost for the computation of the total energy and Kohn�Sham
matrix with respect to the system size. The �rst representation of the electron
density n(r) is based on an expansion in atom centred, contracted Gaussian
functions

n(r) =
∑
µν

Pµνϕµ(r)ϕν(r) (1.41)

where Pµν is a density matrix element, and ϕµ(r) =
∑
µν diµGi(r) with prim-

itive Gaussian functions Gi(r) and corresponding contraction coe�cients diµ.
The second representation employs an auxiliary basis of plane�waves, and, as
presented in equation 1.38, is given by

ñ(r) =
1

Ω

∑
g

ñ(g) exp(ig ·r) (1.42)

where Ω is the volume of the unit cell, and g are the reciprocal lattice vectors.
The expansion coe�cients ñ(g) are such that ñ(r) is equal to n(r) on a regular
grid in the unit cell. This choice allows for a rapid conversion between n(r),
ñ(r), ñ(g) using an e�cient mapping procedure and fast Fourier transforms
(FFT). Using this dual representation, the Kohn�Sham DFT energy expression
as employed within the GPW framework is de�ned as depicted in equation 1.43,
where ET [n] is the electronic kinetic energy, EV [n] is the electronic interaction
with the ionic cores, EH [n] is the electronic Hartree energy and EXC [n] is the
exchange�correlation energy. The interaction energies of the ionic cores with
charges ZA and positions RA is denoted by EII . EV [n] is described by norm�
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conserving pseudopotentials with a potential split in a local part V PP
loc (r) and a

fully non�local part V PP
nl (r , r ′).

E[n] =ET [n] + EV [n] + EH [n] + EXC [n] + EII

=
∑
µν

Pµν〈ϕµ(r)| − 1

2
∇2|ϕν(r)〉

+
∑
µν

Pµν〈ϕµ(r)|V PP
loc (r)|ϕν(r)〉

+
∑
µν

Pµν〈ϕµ(r)|V PP
nl (r , r ′)|ϕν(r ′)〉

+2πΩ
∑
g

ñ∗(g)ñ(g)

g2
+

∫
eXC(r)dr

+
1

2

∑
I 6=J

ZIZJ
|RI −RJ |

(1.43)

1.2.3.4 Pseudopotentials

An expansion of an atomic all�electron density or wave function in plane�waves
is computationally ine�cient. However, to describe a wide range of chemically
interesting events, such as bond breaking and formation, an accurate description
is required only for the valence electrons. Such an accurate description can be
obtained using a pseudopotential description of the nuclei.
The Goedecker�Teter�Hutter (GTH) pseudopotentials, as implemented in CP2K

will be discussed: this norm�conserving, separable, dual�space pseudopotentials
consist of a local part including a long�ranged (LR) and a short�ranged (SR)
term

V PP
loc (r) = V LR

loc (r) + V SR
loc (r)

− Zion
r

erf(αPPr)2 +

4∑
i=1

CPP
i (
√

2αPPr)2i−2 × exp−(α
PPr)2

(1.44)

∗ with αPP = 1/(
√

2rPP
loc ) and a non�local part

V PP
nl (r , r ′) =

∑
lm

∑
ij

〈r |plmi 〉hlij〈plmj |r ′〉 (1.45)

with the Gaussian�type projectors

〈r |plmi 〉 = N l
iY

lm(r̂)rl+2i−2 exp

[
−1

2
(
r

rl
)2
]

(1.46)

∗erf stands for the error function (also called the Gauss error function or probability inte-
gral): it is a special function (non�elementary) of sigmoid shape which occurs in probability,
statistics, materials science, and partial di�erential equations.



1.3 Classical MD 27

where N l
i are normalisation constants and Y lm(r̂) spherical harmonics. The

small set of GTH pseudopotential parameters (rPP
loc , C

PP
i , rl and hlij) optimised

with respect to atomic all�electron wave functions as obtained from fully rela-
tivistic density functional calculations using a numerical atomic program. The
optimised pseudopotentials include all scalar relativistic corrections via an aver-
aged potential ,[35] and improve therefore the accuracy for applications involving
heavier elements. The emphasis in the construction of these pseudopotentials
has been on accuracy, and hence these pseudopotentials are computationally
more demanding for plane�wave methods, as a large plane�wave basis typically
is required. The GPW method is less sensitive to the hardness of the pseu-
dopotential since the kinetic energy as in equation 1.43 and the short range
pseudopotential terms are computed analytically in the Gaussian basis. The
long range term can be e�ciently treated as part of the electrostatic energy,
whereas the short range terms can be easily computed as two and three centre
overlap integrals.

The electrostatic energy in a periodic system is de�ned by a conditionally
converging sum in which the separate contributions of ions and electrons are in-
�nite. All terms of the electrostatic energy are therefore treated simultaneously
using the Ewald sum method

EES =

∫
V PP
loc (r)n(r)dr + 2πΩ

∑
g

ñ∗(g)ñ(g)

g2
+

1

2

∑
I 6=J

ZIZJ
|RIRJ |

(1.47)

At the basics of the DFT techniques is the introduction of an approximate
exchange and correlation functional EXC. These functionals have the common
general form †

EXC[n] =

∫
eXC

(
n↑(r), n↓(r),∇n↑(r),∇n↓(r), τ↑, τ↓dr

)
(1.48)

used for generalised gradient approximations (GGA) and meta�GGAs based on
the kinetic energy density τ .

1.3 Classical MD

Classical molecular mechanics uses Newtonian mechanics to model molecular
systems. The potential energy of all systems in molecular mechanics is cal-
culated using force �elds. Molecular mechanics can be used to study small
molecules as well as large biological systems or material assemblies with many

†This formulation does not cover functional where the Hartree�Fock exchange term is
explicitly introduced, such as B3LYP functional.
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thousands to millions of atoms. A force �eld is built �tting data from both
experimental work and high�level quantum mechanical calculations, therefore
they are called empirical. The most common force �elds could be divided in
three classes

All�atom, provide parameters for every atom in a system, including hy-
drogen;

united�atom, treat the hydrogen and carbon atoms in methyl and methy-
lene groups as a single interaction center;

Coarse�grained, which are frequently used in long�time simulations of pro-
teins, provide even more abstracted representations for increased compu-
tational e�ciency.

All�atomistic molecular mechanics methods have the following properties: each
atom is simulated as a single particle, each particle is assigned a radius (typically
the van der Waals radius), polarizability, and a constant net charge (generally
derived from quantum calculations and/or experiments) and bonded interac-
tions are treated as �springs� with an equilibrium distance equal to the exper-
imental or calculated bond length. Variations on this theme are possible; for
example, many simulations have historically used a �united�atom� representa-
tion in which methyl and methylene groups were represented as a single particle,
as depicted above. The force �eld refers to the functional form and parameter
sets used to describe the potential energy of a system of particles � atoms or
superatoms.

Some existing force �elds do not account for electronic polarization of the
environment, an e�ect that can signi�cantly reduce electrostatic interactions of
partial atomic charges. This problem was addressed by developing �polarizable
force �elds� or using macroscopic dielectric constant. However, application of
a single value of dielectric constant is questionable in any highly heterogeneous
environments and the nature of the dielectric depends on the model used.

Most current force �elds use a ��xed�charge� model by which each atom is
assigned a single value for the atomic charge that is not a�ected by the local
electrostatic environment; proposed developments in next�generation force �elds
incorporate models for polarizability, in which a particle's charge is in�uenced by
electrostatic interactions with its neighbors. For example, polarizability can be
approximated by the introduction of induced dipoles; it can also be represented
by Drude particles, or massless, charge�carrying virtual sites attached by a
springlike harmonic potential to each polarizable atom. The introduction of
polarizability into force �elds in common use has been inhibited by the high
computational expense associated with calculating the local electrostatic �eld.
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1.3.1 Force �eld in formulas

V (r , s) =

2 atoms interaction︷ ︸︸ ︷∑
i,j

V (2)(r i, r j ; s) + · · ·+

N atoms interaction︷ ︸︸ ︷∑
N

V N (r ; s) (1.49)

V (r1, r2, . . . , rN ; s) =

Bond Interactions



∑
bonds

1

2
Kb(b− b0)2︸ ︷︷ ︸
Vb

+

∑
angles

1

2
Kθ(θ − θ0)2︸ ︷︷ ︸
Vθ

+

∑
improper dihedrals

1

2
Kξ(ξ − ξ0)2︸ ︷︷ ︸

Vξ

+

∑
dihedrals

Kφ[1 + cos(nφ− δ)]︸ ︷︷ ︸
Vφ

+

non�Bonding Interactions



∑
i,j pairs

(
C12
ij

r12ij
−
C6
ij

r6ij

)
︸ ︷︷ ︸

VvdW

+

∑
i,j pairs

(
qiqj

4πε0εrrij

)
︸ ︷︷ ︸

Vel

+

Specials terms

1.3.1.1 Two bodies interactions

Generally, the interactions Vb are harmonic and the constants Kb and the equi-
librium values (depicted with a �0� subscript) could be calculated from experi-
ments (crystallographic or spectroscopic) or even theoretically.
Some force �elds use the Morse function instead to the harmonic potential for
the bonds vibrations

Vb =
∑
bonds

De{exp [−kb(b− b0)]− 1}2 (1.50)

where De is the dissociation energy of the bond and kb = ω
√
µ/2De the force

constant, in which ω is the vibrational frequencies and µ the reduced mass. This
potential allow a better description of the vibration spanning on a bigger range
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of b values.

1.3.1.2 Three bodies interactions

The term Vθ refer to the deformation of the valence angle from the equilibrium
value: even in this case the potential is in the harmonic form. However, some
force �elds allow for a mixed terms that match changes in bond length and
angle, like Kbθ[b− b0][θ − θ0].

1.3.1.3 Four bodies interactions

In the case of four bodies, two terms are used in order to describe:

Improper dihedral angle, used to correct the deformation of tetrahedral
and planar structures;

Proper dihedral angle, that is a sinusoidal function, where Kφ is the force
constant, n the number of oscillation occur in the unit time interval and
δ the phase.

1.3.2 Non�bonding interactions

These terms concern the interaction between non�bonded couple of atoms: van
der Waals & Coulomb interaction.

1.3.2.1 van der Waals

All types of van der Waals forces are strongly environment�dependent, because
these forces originate from interactions of induced and �instantaneous� dipoles.
The original Fritz�London theory of these forces can only be applied in vacuum.
Among the most used formulation to describe non�bonding interaction Buck-
ingham potential (equation 1.51) and Lennard�Jones potential (equation 1.52)
are remarkable.

V B
ij = Aij exp

[
−Bijrij

]
− Dij

r6ij
(1.51)

The Lennard�Jones potential is given by a sum of two terms describing attrac-
tive and repulsive contributions

V LJ
ij =

repulsive term︷︸︸︷
C12
ij

r12ij
−

C6
ij

r6ij︸︷︷︸
attractive term

(1.52)
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in which C12
ij (that account for short�range repulsive interaction) and C6

ij (that
represents London's forces), are constants that can be obtained from experi-
mental or theoretical data; in particular C12

ij could be obtained from the second
term of the virial, while the C6

ij could be obtained from the Slater�Kirkwood
equation

C6
ij =

3

2

αiαj√
αi/Ni +

√
αj/Nj

=
αiαj

α2
iC

6
ii + α2

jC
6
jj

(1.53)

in which Ni = 16(C6
ii)

2/9α3
i is the number of electrons and α the atomic polar-

izability. One of the most used Lennard�Jones potential forms is represented
by the equation 1.54.

V LJ
ij = 4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

(1.54)

The parameters in this case have a simple physical interpretation: ε is the min-
imum potential energy, located at r = 21/6σ, and σ is the diameter of the
particle, since for r < σ the potential becomes repulsive. A very great advan-
tage choosing the Lennard�Jones potential has to be addressed to the existence
of �combinatorial rules�. The Lorentz�Berelot rules state that the interaction
energy of two dissimilar atoms (e.g. C· · ·N) is an average of the interaction
energies of corresponding identical atom pairs (i.e. C· · ·C and N· · ·N), as in
equation 1.55, but other approaches are available.

σij =
σii + σjj

2

εij =
√
εii · εjj

(1.55)

1.3.3 Electrostatic term

The electrostatic interaction is generally described by Coulombic term:∑
non bonded pairs

= − qiqj
4πεrrij

(1.56)

Each atom has a partial charge, calculated with a quantomechanics method.
Di�erent values have been used for the relative dielectric constant εr spanning
from 1 to 8 and even proportional to the distance rij . However, to overcome
the lack in the description of the physics of the problem, a way is to include
the atomic polarizability: in order to do that the equation of the electric �eld
accounting about the induce dipole has to be introduced, like Ewald sum, es-
pecially for periodic system. The simulation �cell� is e�ectively replicated in
all spatial directions, so that particles leaving the cell reappear at the oppo-
site boundary. For systems governed by a short�ranged potential it is su�cient
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to take just the neighbouring simulation volumes into account, leading to the
�minimum�image� con�guration. For long�range potentials, this arrangement
is inadequate because the contributions from more distant images at 2L, 3L and
so on, are no longer negligible and other methods are used.

1.4 What about Reactions?

Many interesting and important processes still lay beyond the time scale ac-
cessible with MD simulations even on today's fastest computers. Indeed, an
ab initio molecular dynamics simulation of liquid water long enough to observe
few dissociations of water molecules would require a multiple of the age of the
universe of computing time even on state�of�the�art parallel high performance
computers. The computational e�ort needed to study many other interesting
processes, ranging from protein folding to the nucleation of phase transitions
and transport in and on solids, in molecular dynamics simulations with atom-
istic resolution may be less extreme, but still surpasses the capabilities of current
computer technology. Fortunately, many processes occurring on long time scale
are rare events‡ rather than slow. Consider, for instance, a chemical reaction
during which the system has to overcome a large energy barrier on its way from
reactants to products. Before the reaction occurs, the system typically spends a
long time in the reactant state and only a rare �uctuation can drive the system
over the barrier. If this �uctuation happens, however, the barrier is crossed
rapidly.

In order to study rare events there are two main approaches. The �rst one
is to renounce the all�atom description and use instead a coarse�grained model
(an extensive example will be given in Chapter 3). This would retain only those
characteristics which are essential but would require a detailed knowledge of
the systems that is often unavailable. If one does not want to renounce to the
atomistic description, methodologies aimed at accelerating rare events using the
available computer time with improved e�ciency are available.
Broadly speaking these methods can be classi�ed in four categories, according
to their scope and range of applicability:

Methods aimed at reconstructing the probability distribution or enhancing
the sampling as a function of one or a few prede�ned collective variables

‡Rare events are processes that occur infrequently due to dynamical bottlenecks that sep-
arate stable states. Once this threshold is crossed, however, a trajectory will move quickly to
the reaction products. This phenomena are of high interest, by the way take place on time
scales that are orders of magnitude larger, and are, therefore, rare events on the currently
accessible simulation time. Examples of rare events are chemical reactions and structural
phase transitions and, in biophysics, protein folding, protein�protein interactions and molec-
ular recognition.
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(CVs) � i.e. any variable that allows to follow the system along the reac-
tive path.
These approaches are very powerful but require a careful choice of the CVs
that must provide a satisfactory description of the reaction coordinate. If
an important variable is forgotten they su�er from hysteresis and lack of
convergence. Moreover, when more than a few CVs are used, the compu-
tational performance rapidly degrades as a function of the number of vari-
ables. For instance, in a chemical reaction one would choose the distance
between two atoms that have to form a bond Examples of these methods
include thermodynamic integration,[36] free energy perturbation,[37] um-
brella sampling,[38] adiabatic molecular dynamics,[39] and metadynamics
[40, 41, 42, 43, 44, 45, 46, 47]

Methods in which the phase space is explored simultaneously at di�er-
ent values of the temperature, such as parallel tempering [48] and replica
exchange,[49] or as a function of the potential energy, such as multicanon-
ical MD [50] and Wang�Landau [51] . These approaches are very general
and powerful; however, they are not immune from some of the limitations
listed in the previous point.

Methods aimed at exploring the transition mechanism and constructing
reactive trajectories. These methods do not require in most of the cases
the explicit de�nition of a reaction coordinate, but require an a priori

knowledge of the initial and �nal states of the process that has to be
simulated. Examples are nudged elastic band,[52] string method [53, 54,
55] and transition path sampling [56, 56, 57]

Methods for exploring the potential energy surface and localizing the sad-
dle points that correspond to the transition states such as eigenvalue fol-
lowing, the dimer method,[58] hyperdynamics[59]. These approaches are
extremely powerful for exploring potential energy surfaces of low dimen-
sionality, but their reliability degrades with the complexity of the system.
Indeed, for very large or complex systems the number of possible transition
states surrounding a minimum becomes rapidly too large for a determin-
istic search. However, in solvated systems the concept of saddle point on
the potential energy surface becomes fuzzy, and these approaches cannot
easily be applied.
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1.5 Programs

1.5.1 CP2K

In this thesis the CP2K suite program have been widely used.
CP2K is a freely available (GPL) program, written in Fortran 95/2003, to per-
form atomistic and molecular simulations of solid state, liquid, molecular and
biological systems. It gives to the user the possibility to choose through a variety
of molecular simulation methods at di�erent levels of accuracy, from ab initio

DFT to classical Hamiltonians, passing through semi�empirical NDDO approx-
imation, Minimum Energy Path techniques, biased methods like Metadynamics
and so on.

In particular, among the several methods available to perform the AIMD
studies presented in this work the Quickstep one has been chosen. Whit this
module, CP2K provides a way to perform accurate and e�cient DFT calcula-
tions on large, complex systems such as e.g. liquids, crystals, proteins and in-
terfaces. Both static property calculations (such as spectra computed with time
dependent�DFT or as derivative properties of the total energy) and dynamical
properties are possible. Quickstep is based on the Gaussian and plane�waves
method (GPW) and its augmented extension (GAPW). As explained above,
central in this approach is a dual basis of atom centred Gaussian orbitals and
plane�waves (regular grids). The former is used to represent the wave functions
and the Kohn�Sham matrix, whereas the latter is used to represent the elec-
tronic density. The key advantages are a compact representation of the wave
function, only relatively few basis functions per atom are needed as compared
to plane�wave representations. This allows for memory friendly and e�cient
algorithms. The matrix representation of the Kohn�Sham matrix and density
matrix become sparse with increasing system size, allowing for linear scaling
methods to perform the density matrix optimisation. Linear scaling computa-
tion of the Kohn�Sham energy and matrix is readily achieved using screening
techniques and Fast Fourier Transforms to compute the Hartree energy.

The code can be freely downloaded at cp2k.berlios.de/download.html

1.5.2 Gromacs

GROMACS is a versatile package to perform molecular dynamics, that allows to
solve the equations of motion for systems of several complexity, spanning from
hundreds to millions of particles. It is primarily designed to perform classical
molecular dynamics simulation of biochemical molecules like proteins, lipids and
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nucleic acids that have a lot of complicated bonded interactions, but since GRO-
MACS is extremely fast at calculating the non�bonded interactions � the com-
mon bottleneck of classical molecular dynamics simulation � many groups are
also using it for research on non�biological systems, e.g. polymers. GROMACS
is user�friendly, with topologies and parameter �les written in clear text format.
Both run input �les and trajectories are independent of the available hardware
and can thus be read by any version GROMACS, even if it was compiled using
a di�erent �oating�point precision. GROMACS comes with a large selection of
�exible tools for trajectory analysis The output is further provided in the form
of �nished Xmgr/Grace graphs, with axis labels, legends, etc. already in place.
GROMACS can be run in parallel, using standard MPI communication. The
package includes a fully automated topology builder for proteins, even multi-
meric structures. Building blocks are available for the 20 standard aminoacid
residues as well as some modi�ed ones, the 4 nucleotide and 4 deoxinucleotide
resides, several sugars and lipids, and some special groups like hemes and sev-
eral small molecules. There is ongoing development to extend GROMACS with
interfaces both to quantum chemistry and bioinformatics/databases.
GROMACS is a free software, available under the GNU General Public License
at www.gromacs.org





Chapter 2

AIMD & Metathesis

The reason to integrate standard static DFT calculations with a dynamics ap-
proach lies in the intrinsic di�erent options that the two methods o�er. A
comparison between a picture and a movie should point out the meaning of the
last sentence: with a picture, it is possible to capture any single detail with high
resolution, while with a movie it is possible, instead, to follow the dynamics of
the system in examination.

(a) Horse
drawing �
Leonardo da
Vinci 1492

(b) The Galoping Horse � Muybridge 1882

Figure 2.1: Statics and Dynamics comparison.

In the same way, to explore the ensemble of accessible conformations or a
reaction, static DFT approaches � or analysis of X�ray structures � are useful
for the characterization of the species involved but at the same time poorly
e�ective since they freeze the system to a minimum of the potential energy
surface. A dynamic approach, instead, is better suited since it allows to fol-
low the real dynamic behavior of the system with time. Said that the two
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methods are not exclusive instead complementary. After a prefaction, in this
chapter two examples regarding the catalytic systems with the generar formula
[NHC−Ru(CH2)(Cl2)(PR3)] � where NHC stands for N�heterocyclic carbene �
widely used in metathesis reaction, will be given:

in Section 2.4 an accurate comparative analysis of the �exibility of the
NHC precatalysts shown in Chart 2.2 will be reported using a combined
static and dynamic DFT approach integrated by an analysis of the systems
based on the buried volume %VBur, descriptor presented in details in
Section 2.3.

in Section 2.5 one of the possible pathways for the deactivation of this
kind of catalysts induced by coordination of a CO molecule trans ole�n
metathesis catalyst bearing the NHC ligand SIMes will be explored.

The treatment of them with ab initio techniques is mandatory, due �rst of all
to the presence of a transition�metal and, furthermore and expecially for the
reaction case to the bond breaking/formation, in which the electrons play the
most important role and cannot be �coarse�grained� in any way.

2.1 Metathesis

Broadly speaking, metathesis is a molecular process involving the exchange of
bonds between the two reacting chemical species, which results in the creation of
products with similar or identical bonding a�liations,∗ besides, the etymology of
the word metathesis comes from the Greek µεταϑαεσιζ (metathesis) that means
transposition. The chemical species involved can either be ionic or covalent: a
general scheme of the metathesis reaction can be represented by the equation
AX + BY → BX + AY.

Due to its enormous impact on chemistry, with the term metathesis is com-
monly identi�ed a class of reaction involved in the formation of C�C bonds: in
this �eld, with the exception of Pd�catalyzed cross�couplings, no other group
of reactions has had such a profound impact in the last quarter of a century
than the metathesis reactions of enynes, alkynes and, by far, the most widely
utilized, ole�ns. The only disadvantage of the most metathesis reaction (the
ones that involve terminal π�bonds) is the release of an ethylene molecule, that
is against the �atom�economy� approaches. Instead, unlike the correspond-
ing alkene�metathesis reactions, enyne metatheses are wholly atom economical
(that is, no ole�n�containing by�product is released during the process)[60] and

∗International Union of Pure and Applied Chemistry, 2006. IUPAC Gold Book, Com-
pendium of Chemical Terminology IUPAC Publications.
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are therefore driven by enthalpic rather than entropic factors, principally the
stability of the conjugated diene system thus produced. The enyne�metathesis
reaction, involves an alkene with an alkyne to form a 1,3�diene system.[61, 62]
Since is o� topic to this thesis no more insight will be give.

The alkene�metathesis, could be classi�ed depending on the transformation
in all its various modus operandi listed here and presented schematically in
Figure 2.2:

cross�metathesis � CM, involves the transalkylidenation of two terminal
alkenes under release of ethene. Statistically, the reaction can lead to three
possible pairs of geometric isomers, i.e. E/Z pairs for two homocouplings
and the cross�coupling (R�CH=CH�R, R'�CH=CH�R', and R�CH=CH�
R'), for a total of 6 products.

ring�closing metathesis � RCM, starting from α − ω dienes gives rings:
has developed into one of the most powerful and reliable methods for
ring formation, used also in the syntesis of supramolecular structures, i.e.
rotaxanes, catenanes, etc.

ring�opening metathesis � ROM, allows to obtain linear dienes starting
from cyclic systems; strained rings may be opened by a reaction with a
second alkene following the mechanism of the CM. The driving force is
the relief of ring strain. As the products contain terminal vinyl groups,
further reactions of the Cross Metathesis variety may occur. Therefore,
the reaction conditions (time, concentrations, etc.) must be optimized in
order to favor the desired product.

ring�opening metathesis polymerization � ROMP, allows the polymeri-
zation of cyclic ole�ns and the synthesis of functionalized polimers; the
concept is the same of ROM, but in absence of a second reaction partner
in excess;

acyclic diene metathesis polymerization � ADMET, giving the polyme-
rization of acyclic α − ω dienes. The reaction is driven by the removal
of ethylene from the system, which can be accomplished with a nitrogen
purge.

For further resumed examples browse the internet site www.organic-chemistry.org.
The success of the alkene�metathesis reaction is due to the fact that most cata-
lysts allow to work at room tempereature, even in water solvent, and are tolerant
to a large variety of functional group; furthermore, these catalysts are commer-
cially available for the synthesis of rather complicated organic molecules and
polymers, both in laboratory and industrial scale. The giant step was possible
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Figure 2.2: Scheme of the metathesis guises. All the reactions are reversible!

when a detailed comprehension of the chemical mechanics at work with these
systems was achieved. This understanding was key to the rational design of
a large number of more active and, in the broadest sense, better performing
catalysts.

2.1.1 Historical background

The history of alkene metathesis is fascinating, beginning with its serendipitous
discovery at the end of the 1960's, and the mechanism was really mysterious and
a challenge for the science community. The name metathesis was given for the
�rst time to this reaction by Calderon in 1967,[63, 64] but the �rst observation
of the metathesis of propene at high temperature was reported in 1931. The
�rst catalyzed metathesis reactions were found in the 1950's when industrial
chemists at Du Pont, Standard Oil and Phillips Petroleum (H. S. Eleuterio, E.
F. Peters, B. L. Evering, R. L. Banks and G. C. Bailey) reported that propene
led to ethylene and 2�butenes when it was heated with molybdenum, in the
form of the metal, oxide or [Mo(CO)6] on alumina.[65, 66, 67]

Catalytic systems were either oxides such as WO3/SiO2 used in industry for
the transformation of propene to ethylene and butenes, or Ziegler�Natta derived
systems such as WCl6 (or MoCl5) + AlXnR3−n or (SnR4). Early mechanistic
ideas had appeared (Figure 2.3), but they did not match the results of some
metathesis experiments. For instance, Calderon had suggested a mechanism
involving an intermediate π�cyclobutane�metal species,[64] but the metathe-
sis reaction does not give cyclobutane and metathesis catalysts do not lead to
ole�ns by reaction with cyclobutane derivatives. Y. Chauvin, from the Insti-
tut Français du Pétrole, had taken into account the report of E. O. Fischer on
the synthesis of a tungsten�carbene complex,[68] that of Natta on the polymer-
ization of cyclopentene by ring�opening catalyzed by a mixture of WCl6 and
AlEt3,[69] and that of R. L. Banks and G. C. Bailey on the formation of ethy-
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Figure 2.3: Itermediate proposed in the earlier time.

lene and 2�butene from propene catalyzed by [W(CO)6] on alumina.[63, 64]
Consequently, Y. Chauvin and J.�L. Hérisson published their proposition of
metathesis mechanism in 1971,17 Section 2.1.2 with key experimental evidence
for its validity subsequently being provided by the Casey,[70] Katz,[71] and
Grubbs groups,[72, 73] and invokes metal carbene intermediates as key prop-
agating species in the catalytic cycle. From a practical point of view, a key
milestone in the evolution of alkene metathesis was the demonstration by Katz
and co�workers in 1976 that single�component, well�de�ned tungsten carbenes,
for example Ph2C−−W(CO)5, could initiate alkene metathesis without added
coactivators.[74, 75] This discovery opened the modern era of rational catalyst
design, and after further development, the alkene�metathesis reaction has de-
veloped into one of the most powerful carbon�carbon bond�forming reactions
currently available to the synthetic chemist.
Schrock's work, published in 1980 on the catalysis of the metathesis reaction
using non-stabilized transition�metal�alkylidene complexes, that is those re-
ally involved in metathesis catalysis, has clearly established the validity of the
Chauvin mechanism; since then, this mechanism is universally recognized and
accepted.

The evolution of the catalysts continued on and on: up to now is possible
to distinguish three main classes of such catalysts most routinely used, showed
in Figure 2.4, that came out subsequently in time. Catalyst a introduced by
Schrock's group in 1990 represents the �rst real groundbreaking advance in cat-
alyst design, since the tungsten carbenes initially used by Katz and co�workers.
It displays a superb metathesis activity with a wide variety of alkene substrates,

Figure 2.4: The three main classes of metathesis catalists.

and is particularly useful for the formation of sterically crowded systems. By
the way, the main (and basically the only one) drawback of catalyst a is its pro-
nounced sensitivity to oxygen, moisture, and certain polar or protic functional
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groups owing to the electrophilicity of the high�oxidation�state transition�metal
center.
Afterwards, Grubbs and co�workers subsequently introduced ruthenium�based
carbene complexes, initially optimized as represented by system b, known as
��rst�generation� Grubbs (pre)catalyst; although less active than the Schrock
molybdenum�based systems a, it exhibits much greater functional�group toler-
ance most notably in the total synthesis of complex products, both natural and
designed. The use of phosphine ligands PR3 is ubiquitous in organo�metallic
chemistry and homogeneous catalysis,[76] yet these ligands su�er from signif-
icant P�C bond degradation at elevated temperatures. Furthermore, speci�c
applications bene�t from or require the use of sterically demanding phosphine
ligation in order to stabilize reactive intermediates.[78]
Almost simultaneously, Nolan[79] and Grubbs[80] reported the synthesis of re-
lated ruthenium alkylidene complexes, with the replacement of one of the phos-
phine ligands in b with an N�heterocyclic carbene ligand, for example, the
1,3�dimesitylimidazolin�2�ylidene complex 12 and its 4,5�dihydroimidazolin�2�
ylidene analogues 13 and 14, using di�erent nucleophilic N�heterocylic ligands of
the Arduengo type,[81, 82] leading the class of system c. It is worth emphasising

Scheme 2.1

that the metathesis activity of these new ruthenium complexes is strongly de-
pendent on the nature of the N�heterocyclic ligand, solvent and substrate; the
saturated complex is more active with some substrates than the unsaturated
one. increases the catalytic activity, thermal stability, and functional�group
tolerance of the complex; now they are addressed as the �second�generation�
catalyst

Despite these advances, the search for increasingly e�cient and selective
metathesis catalysts continues unabated. A rapid historical excursus resume
of metathesis reaction is reported in Figure 2.5

2.1.2 The Chauvin mechanism

As explained above, the elucidation of the mechanistic pathway took two decades
of extensive research by numerous groups, and was the subject of lively debate
in the literature during that period, and debate that is still active about the �ne
details. The Chauvin mechanism, depicted in Figure 2.6 requires the coordina-
tion of the ole�n onto the metal atom of the metal�alkylidene species, followed
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Figure 2.5: Metathesis Vs. Time.

by the shift of the coordinated ole�n to form the metallocyclobutane intermedi-
ate, and �nally the topologically identical shift of the new coordinated ole�n in
the metallocyclobutane. Since every step of the metathesis reaction is reversible,
this shift could give the same starting ole�n and catalyst or a new ole�n con-
taining a carbene from the catalyst and the other carbene from the starting
ole�n; in this case the new metal�alkylidene contains one of the two carbenes
of the starting ole�n and it can re�enter into a catalytic cycle of the same type.
Afterwards the ole�n is released. In principle, depending on the orientation of

Figure 2.6: The Chauvin Mechanism.

the coordinated ole�n, the new catalytic cycle can give two di�erent metalla-
cyclobutenes, one leading to the symmetrical ole�n and the other one leading
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the starting ole�n. This latter cycle is said to be degenerate ole�n metathesis.
Thus, the catalytic cycles alternatively involve both metal�alkylidene species
resulting from the combination of the metal with each of the two carbenes of
the starting ole�n.
Just for the sake of completeness, such metallocyclobutane complexes are some-
times stable: early elegant studies by Grubbs' group showed that Tebbe's com-
plex [Cp2Ti(CH2)(ClAlMe2)][83] reacts with ole�ns in the presence of dimethy-
laminopyridine to give titanacyclobutanes that slowly catalyze metathesis and
could be used to identify all the intermediates in ole�n metathesis.

2.2 N�heterocyclic Carbenes

The �rst studies on N�heterocyclic carbenes (NHC) compounds has to be ad-
dressed to the Wanzlick's work in 1960: he could not isolate any carbenes in
a stable form, but he postulated the existence of them, assuming that a C�
carbenic center, located in the positon 2 in a imidazole ring, could be stabilized.
This provided the basis for developing the chemistry of these species. The main
impetus to research e�orts on the chemistry of NHCs is attributed mainly to
the work of Arduengo and co�workers in 1991, they were able to isolate a �rst
stable NHC. The isolated carbene proved to be a solid compound in crystalline
form, thermally stable, the structure of which was experimentally con�rmed
by crystallographic analysis. It has been estimated that 90% of the studies on
diamino�carbenes are focused on the �ve�member cyclic compounds, in which
the carbene center is linked to two nitrogen atoms; this is based on the versa-
tility of these species, with respect to carbenes from other N�heterocycles or
acyclic diamino carbenes form. NHCs are stable singlet carbenes that can act
as excellent two electron donor ligands towards almost any element in the peri-
odic table. They coordinate strongly to late transition metals and heavy main
group elements, but are also known to bind to early transition metals and the
lanthanoids. NHC derive their excellent stability from their unique electronic
structure. The carbene carbon atom is sp2�hybridised featuring two σ�bonds to
the adjacent nitrogen atoms (�pull� stabilisation due to large electronegativity
of nitrogen) and an electron lone pair in the remaining sp2�hybrid orbital. Two
π N → π C donor interactions from the electron lone pairs on nitrogen into the
�empty� p�orbital of the carbene carbon atom complete the electron con�gura-
tion on the carbene carbon atom (�push� stabilisation) and gives the NHC its
stability.
NHCs are always referred as mimes of phosphanes, in particular the electron�
rich trialchil�phosphane, but they NHCs are strong σ�donor amnd only weak
π�acceptor ligands: these two features makes them, usually, better donor lig-
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ands than phosphanes and bind stronger to many transition metals than those.
The best known NHC possess an imidazole framework with two wingtip groups,
one on either nitrogen atom. However, other representatives are known and en-
joy rising popularity. Most NHCs are planar, wedge shaped ligands compared
to the cone shaped phosphanes. Steric shielding of the metal immediately above
and below the ligand plane is somewhat inediquate, but bulky substituents on
the imidazole ring can increase the steric bulk of the NHC signi�cantly. The
introduction of e�cient chirality on the NHC is hampered by the basic struc-
ture of the carbene. The necessity of stabilising �anking nitrogen atoms on the
carbene centre causes the asymmetric carbon atom on the NHC ligand to be
at least three bonds away from the metal compared to just two bonds in the
case of phosphanes. Thus, the development of e�cient chiral NHC ligands for
asymmetric catalysis remains a major challenge.

Figure 2.7: Most common NHCs and their abbreviations.

2.2.1 NHCs in Organometallic Chemistry

It is di�cult to overemphasize the impact that NHC ligands have had in or-
ganic and organometallic chemistry. Less than twenty years have passed since
the �rst report of a stable NHC ligand,[84] and already catalysts contain-
ing them can be purchased in industrial scale for a number of rather di�er-
ent chemical transformations such as Pd�catalyzed cross�coupling reactions
of various types,[85, 86, 87, 88, 89] hydrosililation,[89, 90] C�H activation[89,
91, 92] and hydrogenations,[93, 94] Au�catalyzed cyclization of polyunsatu-
rated substrates,[95, 96] Cu�catalyzed borylation reactions,[97, 98] and �nally
in the Ni�catalyzed dehydrogenation of ammonia�borane H2.[99] However, Ru�
catalyzed metathesis of ole�ns and alkynes remains the �eld where the largest
impact in the forthcoming years is expected,[79, 100, 101, 102, 103, 104] with
applications that span from basic transformations of raw materials in oil re�nery
and polymer chemistry,[105, 106] as well as from renewable resources,[107, 108]
to sophisticated synthesis in the pharmaceutical industry.[109, 110, 111]
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This impressive number of applications is possible because NHC ligands are
rather �exible architectures whose stereoelectronics can be modi�ed to a large
extent, thus giving the chance of an accurate tuning of the catalytic activity.
This explains why several groups have dedicated remarkable e�orts to their
characterization.[112, 113, 114, 115, 116, 117, 118, 119, 120, 121, 122] Focus-
ing on the steric properties, the group of L. Cavallo developed the percent of
buried volume, %VBur, for further informations see Section 2.3, which is the
amount of volume in the �rst coordination sphere of a metal occupied by a
given ligand,[123] and several groups have used it to quantify di�erences be-
tween a large series of NHC ligands and even to compare them to classical
phosphines.[112, 115, 124, 125, 126] However, all the steric analyses of NHC
ligands have been performed on X�ray structures or DFT optimized geome-
tries and, although useful, this approach o�ers a somewhat limited perspective
of the di�erences between di�erent NHC ligands. Indeed, a series of studies
clearly indicated that NHC ligands, due to an intrinsic �exibility around the N�
substituent bond, are rather �exible entities and this �exibility can be exploited
to achieve better or new performances in catalysis. For example, Cavallo et al.
related the e�ciency in the desymmetrization of achiral trienes of the asymmet-
ric (pre)catalyst 1 of Chart 2.1, developed by Grubbs,[127, 128] to a peculiar
folding of the NHC ligand.[129] Based on DFT calculations Cavallo et al. pro-
posed that the unsubstituted side of the NHC ligand could be bent toward the
halide�Ru�halide plane, and this bending is at the origin of the stereoselec-
tive ability of 1.[129] A conceptually similar strategy was followed by Blechert,
that tethered the aromatic N�substituents to the bridge, see (pre)catalyst 2 in
Chart 2.1, to impose a folding to the N�substituents with the aim of achieving
high diastereoselectivity in ring rearrangement metathesis.[130] Although this
strategy showed promising, 2 is of limited stability probably due to C�H activa-
tion of the folded down ortho C�H bonds of the N�substituents. A folding of the

Chart 2.1

N�substituent, not imposed by features of the NHC skeleton as in 1 and 2, was
observed by Grubbs in the X�ray structure of 3 and in the NMR structure of 4.



2.3 Steric Parameter � %VBur 47

In complex 3 the folding of the N�substituent allows one of the ortho�F atom of
the NHC ligand to engage in an interaction with the Ru atom, and this interac-
tion was hypothesized to be connected to the higher activity of 3 in a series of
metathesis reactions.[131] The folding of the N�tolyl rings in complex 4, instead,
allows it to host the bulky C=C moiety cis to the NHC ligand.[132] Interestingly,
Grubbs and Goddard proved unambiguously that the substituted side of the o�
tolyl rings of 4 is rotated away from the bound ole�n (i.e. it appears smaller
to the substrate). This surprising �nding led the authors to suggest that the
increased reactivity and ability to react with bulky substrates of (pre)catalysts
containing o�tolyl rings, such as 5, with respect to those containing the classi-
cal mesityl ring, such as 6, could be due to an increased �exibility around the
N-aromatic bond in 5 relative to 6, which provides the substrate an increased
accessibility to the metal.[133] These results clearly indicate that the �exibility
of NHC ligands around the N�substituend bond is a key parameter that can be
used to shape appropriately the space in the �rst coordination sphere around
the metal with practical consequences in terms of catalytic performances (both
activity and selectivity).

Chart 2.2

2.3 Steric Parameter � %VBur

Electronic and steric ligand e�ects both play major roles in organometallic
chemistry and consequently in metal�mediated catalysis. Quantifying such pa-
rameters is of interest to better understand not only the parameters governing
catalyst performance but also reaction mechanisms and also to rationalize ex-
perimental results in order to predict future reactivities. The steric parameters,
in general, represet the result of changes in molecular properties caused by re-
pulsive forces (usually of the van der Waals type) between parts of a molecule.
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As explained above, the NHCs mimic the electron�rich trialchil�phosphane.
Tolman proposed to measure the size of a ligand by the cone angle θ de�ned
with the metal at the vertex and the atoms at the perimeter of the cone, see
Scheme 2.2 For the Tolman's descriptor CPK models can be used with a metal to
phosphorus distance of 2.28 Å, the standard Ni�P bond length in [Ni(CO)3(L)]
complexes. Tertiary phosphine ligands are commonly classi�ed using this pa-
rameter, but the method could be applied in principle to any ligand. Nowadays,

Scheme 2.2

ligand molecular architectures are becoming signi�cantly more elaborate � i.e.

biarylphosphines (Buchwald ligands), bidentate ligands and NHCs � and exist-
ing models like the Tolman one have proven di�cult and sometimes meaningless.
In order to better de�ne the steric pressure brought about by the use of NHC
ligands, Nolan and Cavallo proposed an alternate model to measure the NHC
steric bulk: the �percent buried volume� (%VBur) de�ned as the percent of the
total volume of a sphere occupied by a ligand. The sphere has a de�ned radius
and has the metal center at the core.[124, 134] %VBur could be calculated using
both crystallographic data and optimized structures.
The volume of this sphere represents the �rst coordination sphere space around
the metal occupied by a ligand/ligand fragment. The spatial occupation value
of the ligands are obtained using the SambV ca (Salerno molecular buried vol-
ume calculation) software developed by Cavallo and co�workers that is now
available on�line, see below Section 2.3.1. Originally developed to be applied
to NHC ligands with examples of ruthenium�,[124] iridium�,[115] palladium�
,[135] rhodium�, nickel�,[112] gold�, and silver�NHC complexes,[136] the �per-
cent buried volume� model can be extended to numerous other types of co-
ordination chemistry ligands in order to check the steric indrance in the �rst
coordination sphere. This descriptor is now well�known in literature and have
proven his usefulness in several works.[126, 135, 104, 123, 137, 138, 139]

Calculation of %VBur values requires the de�nition of the metal centre (M) to
which the ligand is coordinated. If the structure to be examined is a transition
metal complex, it might be natural to use the coordinates of the metal centre
as in the structure. In contrast, if the structure of the ligand alone is available,
a putative metal centre (M below) to which the NHC ligand is coordinated
through the carbene C atom must be de�ned (Figure 2.8).
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Similarly, in the case of phosphanes it is the P atom that is coordinated
to the putative metal centre. This descriptor can be also used for a classical
η5�coordinated Cp�based � in this case it is the centroid of the Cp ring that is
coordinated to the putative metal centre � and for polydentate ligands. Looking

Figure 2.8: %VBur picture.

at Chart 2.3, the %VBur increases as a function of the N�substituents bulk
(entries a�i). Nonetheless the in�uence is limited to the close area around the
nitrogen. Thus i�Pr groups give a similar %VBur value as cyclohexyl (entries
c and f) showing that only the �rst 2 or 3 atoms connected to the nitrogen
atom in�uence the buried volume of the NHC. According to these values, IPr
and SIPr are signi�cantly bigger than IAd (entry i), this could explain why such
NHCs usually lead to good results in transition metal catalysis. These results
also support literature statements mentioning that the nature (substitution and
(un)saturation) of the NHC backbone has a minor impact on its steric properties
(entries a�e).[135]

Chart 2.3: %VBur for selected systems.

2.3.1 Web Application Implementation

To mesure %VBur the The SambV ca program has been made freely available to
the chemical community through a graphical interface on a web application at
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the URL http://www.molnac.unisa.it/OMtools.php. The application has been
developed in a three�layer architecture. The user interface combines several
client�side technologies such as HTML, CSS and JavaScript. The web appli-
cation is PHP script running on Apache web server. Finally, the underlying
program logic has been implemented in Fortran and compiled with the In-
tel Fortran Compiler version 10.1. The main interface is shown in Figure 2.9.
Following the 2.9, the user can upload the NHC structure as classical xyz for-

Figure 2.9: Sambuca web page.

mat, CIF and Chem3D Cartesian formats, which are transformed automatically
to xyz format with the Open Babel 2.1.1 program, openbabel.sourceforge.net.
The user needs to provide only the coordinates of the atoms of the NHC, or
of any other ligand (new features in development), for which the %VBur value
has to be calculated. This means that in the case of an organometallic complex
the coordinates of all the atoms that do not belong to the NHC ligand must
be removed. After upload of the coordinates, the user needs to provide, in the
mandatory input windows:
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the sequence number of the atom that coordinates to the metal (the car-
bene C atom or the P atom in the cases of NHCs or PR3, respectively),

the number of atoms needed to build the additional point (XN or XC in
Scheme 2.3) to construct the coordination axis (two in the case of the
NHCs, three in the case of PR3), and

the sequence numbers of the two N atoms (in the case of NHCs) or of the
three C atoms bonded to the P atom (in the PR3 case).

At this point, the user can choose either to accept or to change the default
settings (Bondi radii scaled by 1.17 for the atoms, R = 3.5 Å for the radius
sphere, and d = 2.10 Å for the distance between the coordi- nated atom and the
putative metal centre, s = 0.05 Å for the mesh spacing). Finally, if H atoms are
to be included in the %VBur calculation, it is necessary to active the hydrogen.

Scheme 2.3
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2.4 Flexibility of NHCs

After this prefaction, a detailed static and dynamics characterization of eleven
N�heterocyclic carbenes in Ru�complexes of general formula (NHC)Cl2Ru−−CH2

will be presented. Analysis of the dynamic trajectories indicates that the na-
ture of the N�substituent can result in extremely di�erent �exibility of the Ru�
complexes. In almost all the cases the N�substituent trans to the Ru�ylidene
bond is severely folded so that it protects the vacant coordination position at
the Ru�center. Limited �exibility is instead associated to the N�substituent on
the side of the Ru�ylidene bond. NHCs with a single ortho substituent, either
a simple Me or a bulkier i�Pr group, have a preferential folding that bends the
unsubstitued side of the ring towards the halide�Ru�halide plane. Analysis of
the dynamics trajectories in terms of buried volume indicates that the real bulk-
iness of these systems can be somewhat modulated, and this �exibility is a key
feature that allows NHCs to modulate their encumbrance around the metal in
order to make room for bulky substrates. Analysis of the buried volume in terms
of steric maps illuminated that NHCs with mesytil or 2,6�diisopropylphenyl N�
substituents shape quite di�erent reactive pockets. Rather �at with a constant
pressure on the halide�Ru�halide plane the former, vault shaped with higher
pressure on the sides the latter. As concerns the NHCs with a ortho tolyl or
i�Pr group on the N�substituent, the steric maps quantify the higher impact of
the unsubstituted side of the ligand in the �rst coordination sphere of the metal,
and evidence the overall CS and C 2�symmetric reactive pockets of the corre-
sponding complexes. The detailed characterization of the di�erently shaped
reactive pockets is a further conceptual tool that can be used to rationalize the
experimentally di�erent performances of catalysts bearing these ligands or to
devise new applications.

2.4.1 Computational details � Static calculations

The DFT static calculations were performed at the GGA level with the Gaus-
sian03 package,[140] using the BP86 functional of Becke and Perdew. [14, 141,
142] The electronic con�guration of the molecular systems was described with
the standard split�valence basis set with a polarization function of Ahlrichs and
co�workers for H, C, N, O, P, and Cl (SVP keyword in Gaussian03).[143] For
Ru has been used the small�core, quasi�relativistic Stuttgart/Dresden e�ec-
tive core potential, with an associated (8s7p6d)/[6s5p3d] valence basis set con-
tracted according to a (311111/22111/411) scheme (standard SDD keywords in
Gaussian03).[144, 145, 146] The geometry optimizations were performed with-
out symmetry constraints, and the characterization of the located stationary
points was performed by analytical frequency calculations. Solvent e�ects in-
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cluding contributions of non electrostatic terms have been estimated in single
point calculations on the gas phase optimized structures, based on the polariz-
able continuous solvation model PCM using CH2Cl2 as the solvent.[147, 148]

2.4.2 Computational details � Dynamic calculations

The dynamics DFT simulations were performed using the Born�Oppenheimer
scheme as implemented in the CP2K Quickstep code.[149] The electronic struc-
ture calculations were done at the DFT level using the Perdew-Burke-Ernzerhof
exchange and correlation functional.[150] Within CP2K the Kohn�Sham molec-
ular orbitals are described by a linear combination of Gaussian�type orbitals,
whereas an auxiliary planewave basis set is employed in order to expand the
electron density.[151] A double�ζ basis set with a polarization function, in con-
junction with the Goedecker�Teter�Hutter pseudopotentials, was used for all the
atoms (standard DZVP�GTH keywords in CP2K).[31] The auxiliary planewave
basis set was de�ned by a cubic box of 20 × 20 × 20 Å and by an energy cuto� of
300 Ry. The equations of motion were integrated using a timestep of 0.5 fs. The
systems were �rst equilibrated at 300 K for 2 ps in the NVT ensemble, and then
systems were sampled for additional 10 ps. %VBur calculations. The buried
volume calculations were performed with the SambV ca package developed by
Cavallo and co�workers.[123] The radius of the sphere around the metal center
was set to 3.5 Å, while for the atoms have been adopted the Bondi radii scaled
by 1.17, and a mesh of 0.05 Å was used to scan the sphere for buried voxels.
The steric maps were evaluated with a development version of the SambV ca
package.

2.4.3 Static analysis

This section starts discussing the φ1 and φ2 values in the structure of com-
plexes 7�17 as obtained from a standard geometry optimization. The optimized
values are reported in Table 2.1. Have been noted that the optimized φ1 and
φ2 values of system 7, bearing the SIMes NHC ligand, are practically equal to
90◦, which means that the mesityl rings are perpendicular to the NHC plane.
The same occurs for systems 8 and 9, bearing the SIPr and IMes NHC ligands,
respectively. Of course, freezing the φ1 and φ2 angles to exactly 90◦ for 7�9 has
no energy consequences. Di�erently, the φ1 and φ2 angles in the unsubstituted
system 10, bearing the SIPh NHC ligand, strongly deviate from 90◦ with the
φ2 angle more coplanar with the NHC ring rather than orthogonal to it. This
is a clear consequence of the space available around the vacant coordination
position trans to the Ru�ylidene bond, which allows the phenyl N�substituent
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to rotate remarkably. Of course, this rotation is prodrome to deactivation re-
actions through activation of the ortho C�H bonds.51,66-67 Forcing either φ1
or φ2 = 90◦ results in structures which are 1.3 and 2.5 kcal/mol higher in en-
ergy, respectively, which indicates that the phenyl ring can rotate almost freely.
Further, �xing both φ1 and φ2 = 90◦ results in a structure that is 3.4 kcal/mol
higher in energy, which indicates that rotations around φ1 and φ2 are not con-
nected. Two Ph substituents on the C4 and C5 atoms of the NHC skeleton,

Table 2.1: Minimized Values of the φ1 and φ2 Angles in Systems 7�17, the
Gas�Phase Energies, in kcal/mol, of the same aystems in a Geometry in which
the φ1 and/or φ2 angles are forced to be equal to 90◦, and %VBur Values. In
parenthesis the values in CH

2
Cl

2

System φ1 φ2 E(φ1 = 90◦) E(φ2 = 90◦) E(φ1 = φ2 = 90◦) %VBur

7 91.0 92.2 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 31.6

8 88.9 93.6 0.0 (0.0) 0.0 (0.1) 0.0 (0.1) 31.9

9 91.5 92.4 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 30.9

10 134.7 27.0 1.3 (0.1) 2.5 (2.8) 3.4 (3.4) 32.6

11 92.3 113.7 0.0 (0.0) 0.8 (0.7) 0.7 (0.5) 30.6

12 78.0 44.8 0.1 (0.1) 0.9 (0.5) 1.0 (0.6) 34.1

13 66.3 59.0 1.4 (1.4) 2.2 (2.3) 3.9 (3.8) 31.2

14 66.1 60.5 1.0 (0.9) 1.5 (1.6) 2.5 (2.5) 30.8

15 64.2 57.8 1.2 (1.2) 1.9 (2.2) 3.0 (3.0) 30.3

16 66.0 158.5 0.4 (0.1) 2.2 (2.2) 2.7 (2.6) 32.4

17 66.6 69.5 0.2 (0.0) 0.3 (0.3) 0.6 (0.6) 30.4

as in system 16, do not prevent rotation around the N�substituent bonds very
e�ectively, see the quite large deviation of the optimized φ1 and φ2 values for
16, while a better control of these angles is obtained with 4 Me substituents on
the NHC skeleton, see system 17. Remarkably, the o�tolyl system 11, bearing
the SITol NHC ligand, presents φ1 very close to 90◦ and φ2 deviating from it
by roughly 20◦ only. This clearly indicates that one single Me ortho substituent
is already enough to prevent rotation of the N�substituents, even on the side
of the vacant coordination position trans to the Ru�ylidene bond. Neverthe-
less, as shown by Grubbs and Goddard system 11 is �exible and it is able to
rotate more away from a φ1 and φ2 ∼90◦ when a bulky substrate coordinates to
the metal.53,68 This underlines the need of a method able to describe properly
the �exibility of these complexes. The optimized ortho F substituted system
12 also presents φ1 and φ2 very close to 90◦ and, in the optimized structure,
there is no evidence for a Ru· · ·F interaction that is instead observed in the
X�ray structure.69 Neiter the B3LYP nor the PBE functionals would results in
a better agreement with the X�ray structure, but also with these functionals
the optimized geometries do not present a Ru· · ·F interaction. Moving to the
asymmetric systems 13�15, has been noted that these systems present nearly
identical φ1 and φ2 values, deviating by roughly 20◦�30◦ from 90◦, even in the



2.4 Flexibility of NHCs 55

absence of any substituent on the NHC skeleton. This deviation, which is in
line with the X�ray structure of a complex strictly related to 13,48 indicates
that the folding of the N�substituents in 13�15 is dictated by steric repulsion
between the i�Pr substituents and the halides, rather than by repulsion between
the i�Pr substituents and the susbtituents on the NHC skeleton. Surprisingly,
freezing φ1 or φ2 to 90◦ costs no more than 2.5 kcal/mol, which indicates that
some �exibility around the N�substituent bond is possible also for these systems.
Again, the energy of the structure with both φ1 and φ2 �xed to 90◦ indicates
that no correlation between the two angles exist.

2.4.4 Dynamics analysis

In this section have been reported on molecular dynamics simulations performed
to get insights on the �exibility of 7�17. The distribution of the φ1 angle for
systems 7�17, as obtained by the statistical analysis of the 10 ps molecular
dynamics trajectories, is reported Figure 2.10. For the sake of clarity the dis-
tribution of systems 7�12, which correspond to systems where the interest is
focused on the nature of the N�substituent, are reported in Figure 2.10a, while
those of systems 13�17, which are systems that allow to investigate the e�ect of
substituents on the C�C bridge of the NHC ring, are reported in Figure 2.10b.
In both cases system 7 is used as reference. Consistently with the static calcu-
lations, the φ1 distribution of 7 shows a peak centered at 90◦, and the �exibility
is substantially restricted to ±15◦. The unsaturated analogous IMes system 9
shows an almost overlapping distribution, indicating that the nature of the NHC
skeleton has a limited impact on the �exibility of the φ1 angle. Conversely, the
SIPr based system 8 shows a �atter and somewhat broader and jagged peak,
which is due to bumping of the i�Pr substituents into the halide ligands that
makes the φ1 angle to oscillate wildly in the 60◦�120◦ window. This result
indicates that the static calculations o�er a limited perspective only. Also un-
expected and quite instructive is the behavior of the N-phenyl system 10, with
a rather broad φ1 distribution covering the range 30◦�150◦ and tails almost ap-
proaching φ1 = 0◦ or 180◦, which correspond to geometries with the phenyl ring
almost coplanar with the NHC mean plane. Of course, conformations with 1 ≡
0 or 180◦ are geometrically very suited to interact with the ylidene moiety in
a C�H (de)activation reaction.(51, 66, 67) At this point the attention could be
turned to the o�tolyl system 11, which in principle should have a behavior in-
termediate between those of 7 and 10. Instead, the φ1 distribution of 11 is quite
peaked, which means that a single Me group on the N�substituent is enough to
reduce remarkably the �exibility of this system. Furthermore, the distribution
of 11 almost overlaps to that of 7 at higher φ1 values, which indicates that the
folding of the substituted side of the o�tolyl ring toward the Cl�Ru�Cl plane
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Figure 2.10: Distribution of the φ1 angle for systems 7�17. [Ru] stands for
the Ru(Cl

2
)(PMe

3
) moiety. φ1 = 90 or �90◦ corresponds to geometries with the

aromatic ring of the N substituent perpendicular to the mean plane of the NHC
ring, while φ1 = 0 or 180◦ corresponds to geometries with the aromatic ring of
the N substituent coplanar with the mean plane of the NHC ring.

is controlled by interactions between the ortho�substituent and the nearby Cl
atom. Conversely, the distribution of 11 presents a substantially larger shoulder
at low φ1 values, which indicates that the o�tolyl ring can fold more the un-
substituted side toward the Cl�Ru�Cl plane, and this rotation is only hindered
by the bumping of the ortho Me group of the tolyl ring into the �CH2�CH2
bridge of the imidazolin ring. This result relates well with the good catalytic
performances of 11, since it is a less hindered catalyst than 7, but the limited
�exibility relative to 10 prevents it from su�ering C�H deactivation reactions.
The ortho F system 12 presents a somewhat narrower peak with a shoulder at
higher φ1 values, indicating that the F atoms are big enough to prevent almost
free rotation as in 10, but they are smaller than a Me group, as in 7, so that
some folding can occur.

Now the systems which present some degree of substitution on the �CH2�
CH2� bridge of the imidazolin ring will be treated. The three systems with a
single ortho i�Pr group, systems 13�15, present a similarly shaped peak roughly
centered at 70◦, in agreement with the static geometry optimization discussed
before, and with the crystallographic structure of a strictly related compound.
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This indicates that on moving from a single ortho Me group, system 11, to a
single ortho i�Pr group, system 15, there is a remarkable change in the �exibil-
ity of the φ1 angle. In fact, the shoulder at low φ1 values of 11 is increased into
a peak, while conformations at φ1 > 90◦ are simply not accessible. The similar
behavior of 13�15 indicates that this substantial change is not related to the
presence of substituents on the NHC bridge, and con�rms that the driving force
that pushes the substituted side of the N�aromatic ligand of 13 and 14 away
from the Cl�Ru�Cl plane is the interaction of the i�Pr group with the halide
ligands. Now 16 and 17 to 10 will be compared. The distribution of 16 is rather
�at, as that of 10, but presents a low and broad peak at φ1 values around 120◦�
150◦. This folds the N�phenyl ring towards the phenyl ring on the NHC bridge,
to engage with it in a sort of van der Waals stacking interaction. Di�erently, 17
shows a rather sharp peak. This indicates that the 4 Me groups on the NHC
bridge, beside placing the phenyl N�substituent perpendicular to the NHC ring,
restrict remarkably the conformational freedom of the φ1 angle. This reinforces
the conclusion that the high stability of 17 is in the di�culty of the ortho C�H
bonds of the phenyl rings to undergo C�H (de)activation reactions. The φ2 angle
will be dealt; φ2 is the angle around the N�substituent bond opposite to the Ru�
methylidene bond, see Figure 2.11. Focusing on 7�12, the φ2 plots show rather
broad and overlapping peaks centered around 90◦ with the only noticeable ex-
ceptions of 10 and 11. The former presents a very �at φ2 pro�le indicating that
this phenyl group rotates almost freely. This is di�erent from the phenyl on the
side of the Ru�methylidene bond, where the methylidene group prevented free
rotation. System 11, instead, presents a well shaped φ2 peak shifted roughly 30◦

from that of 7�9. This indicates that the corresponding o�tolyl ring assumes
a preferential conformation that, again, folds the methyl substituted side away
from the Cl�Ru�Cl plane. System 12 presents a φ2 peak rather similar to that
of 7, which means that the corresponding F�substituted ring, consistently with
the static calculations, has no tendency to rotate and engage with the metal in
a Ru· · ·F interaction. Moving to 13�17, see Figure 2.11b, it is possible to notice
that 13�15 present almost overlapping peaks clearly shifted from 90◦. This in-
dicates once more that the presence of substituents on the C4 and C5 atoms of
the imidazolin skeleton has no in�uence on the conformational freedom of the
N�substituents, which is instead completely dictated by the single ortho i�Pr
group. Further support is given by 16, where the Ph substituents on the imida-
zolin skeleton are substantially unable to lock rotation of the phenyl ring around
the φ2 bond. Again, this rotational freedom can be restrained by complete sub-
stitution of the imidazolin skeleton, such as in 17, which presents a peak rather
similar to that of 7. Finally, the behavious of the 1 and 2 dihedral angles in the
key species of the metathesis reaction have been also investigated, which are
the 14e complex from dissociation of the PMe3 moiety from 7 and the ethene�
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Figure 2.11: Distribution of the φ2 angle for systems 7�17. [Ru] stands for
the Ru(Cl

2
)(PMe

3
) moiety. φ2 = 90 or �90◦ corresponds to geometries with the

aromatic ring of the N substituent perpendicular to the mean plane of the NHC
ring, while φ2 = 0 or 180◦ corresponds to geometries with the aromatic ring of
the N substituent coplanar with the mean plane of the NHC ring.

coordinated and metallacyclic intermediates. However, the ethene�coordinated
intermediate is not stable enough under the above depicted above simulation
conditions and very rapidly collapses into the metallacyclic intermediate. This
behavior is consistent with the known very low barrier for the metathesis step
calculated by several authors. For this reason, the analysis has been restricted
to the 14e and to the metallacyclic intermediates, and again compared them
with the starting (pre)catalysts 7 (see Figure 2.12). The distribution of the 1
angle in the two intermediates strongly resembles that in the (pre)catalyst 7,
although that corresponding to the metallacycle is slightly less peaked. Similar
small di�erences are calculated for the distributions of the 2 angle of 7 and of the
metallacycle, while that corresponding to the 14e intermediate is slightly more
peaked. However, the general conclusion is that the 1 and 2 distributions are
rather similar in the three key species of ole�n metathesis, which is consistent
with the previous analysis which suggested the main role of the halide ligands
and of the ylidene moiety in determining the �exibility of the N substituents of
the NHC ligand.
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Figure 2.12: Distribution of the φ1 and φ1 angles for the (pre)catalyst, the 14e
intermediate, and the metallacycle of system 7

2.4.5 Buried volume analysis

In the previous sections has been shed light on the di�erent �exibility showed
by 7�17. However, the analysis did not quantify the impact these di�erences
have in the �rst coordination sphere of the metal, where reactivity occurs. To
clarify this point it is useful the %VBur descriptor.[112, 123, 124, 152] The
%VBur of the NHC ligands in the optimized structure of 7�17 are reported
in Table 2.1. In line with the performed analysis of the %VBur in the model
(NHC)Ir(CO)2Cl systems,[123] the SIMes ligand has a %VBur slightly greater
than the corresponding unsaturated IMes ligand. This is consequence of the
di�erent nature of the NHC skeleton that results in the N�C�N angle being 3.8◦

greater in the saturated imidazolin ring of the SIMes ligand than in the unsat-
urated imidazol ring of the IMes ligand (108.0◦ and 104.2◦ in SIMes and IMes,
respectively).[153] This subtle geometrical di�erence bends the N�substituent
of the staturated NHCs slightly more toward the metal, see the shorter Ru�
Cipso distances in Scheme 2.4, thus increasing the steric demand measured by
the %VBur. Beside these two reference systems, the SIPh ligand of 10 shows a

Scheme 2.4

%VBur of 32.6, which is greater than that of the SIMes and SIPr based systems
7 and 8. This can be related to the remarkable rotation of the N�substituents
that place the phenyl groups almost coplanar to the NHC mean plane. Similar
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behavior is shown by 16, consistently with the high folding around φ1 and φ2.
Di�erently, the tetrasubstituted NHC of 17 shows a %VBur of only 30.4, indicat-
ing once more the role of the four Me groups on the C4 and C5 substituents of
the NHC ring to keep the N�substituent perpendicular to the NHC ring. Thus,
the performed analysis is in line with the strategy designed by Grubbs and co�
workers to achieve good catalytic performances in the ring closing metathesis of
tetrasubstituted ole�ns: a small N�substituent to accomodate large substrates
and a bulky backbone to prevent its rotation, which would reduce stability.[154]
Di�erently from the results on the model (NHC)Ir(CO)2Cl systems, the SIPr
ligand of 8 has a %VBur slightly larger than that of the SIMes ligand of 7,
although it presents remarkably bulkier i�Pr ortho substitents. As concerns
the NHCs with a single ortho substituent, the ITol NHC of 11 shows a %VBur

slightly smaller than that of the SIMes in 7 and of the NHC of 13. This last
result is clearly a consequence of the folding of the i�Pr substituents away from
the halide�Ru�halide plane.

However, the %VBur analysis based on static structures does not re�ect the
�exibility exhibited by the NHC ligands during the molecular dynamics simu-
lations discussed above and highlighted by Grubbs and Goddard.[133] To in-
vestigate this point the dynamic trajectories of the most relevant among the
systems of Chart 2.2. Namely, 7, 8, 9 and 11, to investigate the e�ect of the
N�substituent, and 10, 13 and 17 to investigate the e�ect of substituents on
the NHC C4�C5 bridge in terms of he %VBur. The distribution of the %VBur

of the corresponding NHCs, calculated on the structures collected during the
molecular dynamics simulations, are reported in Figure 2.13. Starting from 7
it is clear that the %VBur obtained from the geometry optimization only corre-
sponds to the peak of a fairly broad distribution. The %VBur of the SIMes in
7 spans easily over the 30�34% range, and the distribution overlaps with those
of the other systems. This result gives a completely di�erent perspective of the
impact that the SIMes ligand has in the �rst coordination sphere around the
metal, and clearly indicates that even small variations in the geometry of the
rather rigid SIMes ligand can have a strong impact in terms of bulkiness.

The %VBur distribution of the SIPr in 8 is peaked at higher values and is
somewhat broader than that of the SIMes in 7. It also presents a rather long
tail at high values evidencing again that normal vibrations of the SIPr ligand,
not captured by static methods, have a strong in�uence on the amount of space
this bulky ligand requires. Di�erently, the distribution of the unsaturated IMes
in 9 is shifted at slightly smaller values, consistently with previous analysis that
suggested that the unsaturated NHCs are slightly less bulky than the saturated
counterparts. As concerns the o�tolyl NHC in 11, the distribution is slightly
broader and it is peaked at lower values relative to the SIMes in 7, highlighting
that the single methyl substitution of the o�tolyl N�substituent has a double
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Figure 2.13: Distribution of the %VBur for selected systems.

positive e�ect. It results in a less demanding ligand so that 8 can accomodate
bulky substrates better than 7,[133] but it is bulky enough to prevent large rota-
tions around the N�substituent bonds, thus decreasing the rate of deactivation
reactions.

Moving to the NHC in 13 and 17, the single i�Pr ligand of 13 results in a
bulkiness substantially similar to that of the SIMes in 7, with the distribution
shifted to slightly lower %VBur values, although the complete picture is quite
more complicated, see below. Very instructive is instead the comparison be-
tween the unsubstituted NHC of 10 and the tetramethyl substituted NHC of
17. The former presents a very broad peak, consistent with the high confor-
mational freedom around the N�substituents bonds, the latter presents a much
narrower distribution. In a sense, the tetramethyl substitution confers to 17 a
better de�ned structure, which is a concept that could be useful in the rational
design of new ligands with a controlled behavior. The discussion now proceed
dissecting the %VBur values of some of the most interesting NHCs in terms of
quadrants contributions. In a previous paper, Cavallo et al. proposed that the
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stereoselectivity of 13 could be explained by considering that the folding of the
aryl N�substituents could result in a di�erent space occupation of the quad-
rants around the metal center.[129] The %VBur allows to measure this di�er-
ence. Indeed, the distribution of the %VBur in the four quadrants are reported
in Figure 2.13 for the representative NHCs of 11 and 13, and for comparison
of the parent SIMes NHC of 7. Due to the symmetry of the SIMes ligand the
two head quadrants (as well as the two tail quadrants) present identical %VBur

distributions and thus only the averages have been reported, black lines in Fig-
ure 2.13. The tail quadrant is much more buried by the SIMes ligand than
the head quadrant, average %VBur peaked at roughly 38% and 25%, respec-
tively. This is a clear consequence of the vacant coordination position trans to
the Ru�methylidene bond, that allows the NHC ligand to fold back in order to
minimize steric interactions with the methylidene group (the C(NHC)�Ru=CH2

angle in 7 is 103.8◦). Focusing on the NHC of 11, the asymmetry of the o�tolyl

Figure 2.14: Distribution of the %VBur values in the quadrants around the
metal center for selected systems.

N�substituents splits the %VBur peaks, colored lines in Figure 2.13. As a re-
sult the peaks corresponding to the substituted side of the o�tolyl rings (pale
colored quadrants and dashed lines in Figure 2.13) are shifted to lower values,
which means that these quadrants are less encumbered by the NHC ligand and
thus are more accessible to bulky substrates. The splitting on both the tail and
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the head side is roughly 3�4%, illuminating how small structural di�erences can
have an impact in catalytic performances. Interestingly, on the head side the
%VBur distribution of the unsubstituted part of the o�tolyl ring almost overlaps
to that of the IMes, consequence of the increased rotation around the φ1 angle.
This suggests that similar bulkiness can be obtained by playing with conforma-
tional e�ects (rotation around φ1) rather than substitutional e�ects (adding a
Me group in the ortho postion). Moving to the asymmetric NHC of 13 an even
more pronounced splitting of the distributions in the head and tail quadrants
is observed. Also in this case the less hindered quadrants correspond to i�Pr
substituted side of the NHC, which is a strong support to the mechanism of
stereoselectivity Cavallo et al. proposed.[129] Interestingly, the splitting of the
%VBur distributions in the tail quadrants is remarkably high, more than 10%,
consistent with a severe folding of the N�substituent on the side of the vacant
coordination position at the Ru center. Now into the �rst coordination sphere
of the metal will be envisaged through the steric maps shown in Figure 2.15
for selected systems. The reason for this choice is that the %VBur descriptor
� like the Tolman's cone angle � measures an average property, while catalysis
can be determined by a di�erent distribution of the buried volume in the �rst
coordination sphere of the metal.[155] The steric maps of Figure 2.15 report
the value along the z�axis at which the NHC ligand starts to bury space in
the coordination sphere around the Ru center. Positive values of the isocontour
lines refer to the top half�sphere, which is the half sphere where the NHC ligand
dwells. The geometries analyzed are the optimized geometries of Table 2.1, and
have been aligned as shown in Figure 2.13. Focusing on the SIMes in 7 it is
clear the way the tail mesityl group shields the vacant coordination position on
the Ru center, see the deep blue area on the left two quadrants in Figure 2.15a.
The impact of the head mesityl group in the right zone is less relevant, since it
has to compete with the methylidene group for space. Nevertheless, the broad
pale yellow area at 1.00�1.25 Å indicates that the mesityl ring is able to impart
a noticeable steric pressure on the methylidene, particularly through the ipso
and ortho C atoms, see the pale green imprints of these atoms in Figure 2.15a.
The ortho methyl groups of the mesityl ring have a small impact at the borders
of the coordination sphere. Quite interesting is the comparison between the
SIMes and the SIPr in 7 and 8, see Figure 2.15a and b. The bulkier ortho i�Pr
groups of the head N�substituent have a much stronger in�uence at the border
of the coordination sphere, see the pale blue areas. To relieve the steric inter-
action between these groups and the halide atoms the SIPr ligand is slightly
pushed away. Consequently, the steric pressure on the central zone, where the
Ru�methylidene bond is placed, is less encumbered by the SIPr rather than the
SIMes ligand. This is clearly indicated by the absence of the pale green spots
corresponding to the ortho C atoms of the ring in Figure 2.15b. In short, de-
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Figure 2.15: %VBur maps of the NHC in the optimized geometries of (a) 7, (b)
8, (c) 11, and (d) 13. The spots corresponding to the ortho and ipso C atoms of
the mesityl ring and of the o�methyl substituents of 7 are indicated by arrows.
The quadrants occupied by the o�methyl and o�isopropyl substituents in 11 and
13 are indicated by a black dot. The coloring scale of the isocontour levels, in Å
is also reported

spite the similar %VBur the two ligands shape a remarkably di�erent reactive
pocket. Quite �at and with a constant pressure the SIMes ligand, vault shaped
with higher steric pressure at the border the SIPr ligand. These di�erences,
which cannot be captured by the simple %VBur descriptor, since it measures an
average property, could contribute to the remarkable catalytic di�erences exhib-
ited by the corresponding complexes. Focusing on the o�tolyl NHC of 11 small
di�erences with respect to the SIMes of 7 also emerge. First, the space available
on the bottom-left tail quadrant, which corresponds to the unsubstituted side
of the o�tolyl ring, is more hindered than the top-left quadrant, which corre-
sponds to the substituted side of the ring. Further, the bottom-left quadrant is
also more hindered that the analogous quadrant in the SIMes of 7, see the deep
violet area in Figure 2.15c. Similar asymmetry can be appreciated in the right
head quadrants, and again the bottom one is more buried with the imprint of
the ortho C atom visible, whereas in the top quadrant, which correspond to the
substituted side of the o�tolyl ring, there is no trace of both the ortho C atom
and its Me substituent.

Moving to the asymmetric NHC of 13 the peculiar folding and the asymmetry
of the catalyst can be appreciated in full. The steric map is asymmetric both
in the tail (left) and head (right) quadrants. In both cases the less encumbered
quadrants are those occupied by the i�Pr substituted side of the N�substituents.
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The unsubstituted side of the N�substituent in the tail quadrants has an imprint
similar to that of the o�tolyl ring in 11, compare the similar purple areas in
Figure 2.15c and Figure 2.15d, whereas in the head quadrants the asymmetric
NHC of 13 has a much greater impact, note the large green spot corresponding
to the ortho C atom in the bottom-right quadrant of Figure 5d. This clearly
indicates that a substrate will prefer to coordinate to the Ru center (trans
to the NHC) in such a way that bulkiness is placed in the i�Pr quadrants.
This analysis supports the mechanism Cavallo et al.proposed to rationalize the
stereoselectivity in the desymmetrization of achiral trienes by 13.[129] Finally, it
is interesting to note that the o�tolyl NHC in 11 presents a rough CS�symmetric
map, with the two bottom quadrants more hindered, whereas the asymmetric
NHC in 13 presents a rough C 2�symmetric map, with the top-left and bottom-
right quadrants more hindered. This can be qualitatively related to the rather
good ability of the o�tolyl system to form cis�ole�ns, and supports the proposed
explanation of the higher enantiomeric excesses observed experimentally in the
asymmetric ring closing metathesis of E�ole�ns relative to the Z isomer.[129,
127]

2.4.6 Analysis of free NHCs

In this last section some features of free NHCs will be discussed, starting with
the energy pro�le around one of the φ angles for some of the most typical and
uncoordinated NHCs ligands, see Figure 2.16. The NHCs have been chosen in
order to exploit the e�ect of ortho Me substituents and the nature of the NHC
ring (satured or unsatured). The �rst result is that the two NHCs with phenyl
N�substituents prefer a planar geometry with the phenyl ring coplanar with the
the NHC ring, see the minima at φ = 0◦ and 180◦ for the IPh and SIPh curves
in Figure 2.16. The geometry with the phenyl ring almost perpendicular to the
NHC ring are roughly 3 and 6 kcal/mol higher in energy for IPh and SIPh, re-
spectively, see the maxima at φ = 90◦ and �90◦. Of course, the planar geometry
is destabilized by steric repulsion between the NHC and the phenyl rings, but
this destabilization is more than compensated by conjugation of the high energy
π orbitals of the NHC ring with the aromatic ring of the N�substituentents. The
balance between these two e�ects rationalizes the various systems. Indeed, the
presence of a single ortho Me group introduces additional steric destabilization
to the planar geometry, so that the energy curves of the SITol and ITol are
�atter and, in the case of the ITol, the in plane geometry is not the most stable.
Finally, the SIMes and IMes prefer a geometry with the mesytil rings almost
perpendicular to the NHC ring, see the double shallow minima around φ = 90◦

and �90◦ in their curves in Figure 2.16. The curves corresponding to saturated
imidazolin NHCs are roughly 2�3 kcal/mol higher than those of the analogous
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Figure 2.16: Energy pro�le around the φ1 angle in selected free NHCs.

unsaturated imidazol NHC around φ = 90◦ and �90◦. This increased preference
for the planar geometry in the case of the saturated NHCs can be ascribed to
the di�erent π orbital scheme between saturated and unsaturated NHCs. In
the latter class the π orbitals of the N�C�N moiety are already stabilized by
conjugation with the π orbitals of the unstaurated C4=C5 bond, whereas in the
former class not. Incidentally, the di�erent nature of the NHC skeleton has been
also related to the higher tendency of saturated NHCs to dimerize.[126] Finally,
the asymmetric NHC ligand 13 can exist in the two limit isomers with the i�Pr
groups away (anti) from the nearby Ph groups, as in the X�ray structure, or
with the both the i�Pr groups on the same side (syn) of the Ph groups. Surpris-
ingly, the syn isomer is more stable than the anti isomer both in the gas phase
and in CH2Cl2, by 2.3 and 0.3 kcal/mol, respectively. Said that the isomeriza-
tion pathway connecting them has been explored, see Figure 2.17. The barriers

Figure 2.17: Isomerization pathway connecting the syn and the anti isomers.

separating the syn and anti isomers are roughly 3 kcal/mol, which indicates
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a rapid equilibrium between the two isomers, and the small preference for the
syn isomer indicates that both isomers are abundantly present in solution. The
slightly higher stability of the syn isomer can be easily rationalized by visual
inspection of the structures reported in Figure 2.18. In both isomers the Ph
rings on the NHC skeleton push the nearby side of the aromatic ring of the
N�substituent toward the carbonic C atom. In the anti isomer this corresponds
to fold the i�Pr substituents toward the NHC backbone, while in the syn iso-
mer the i�Pr groups are folded in a unhindered region, which corresponds to
reduced steric stress in the syn isomer. However, after complexation to the Ru

Figure 2.18: Optimized structure of the anti and syn isomers of the NHC of 13.

center the syn isomer of 13 is 7.2 kcal/mol higher in energy than the anti isomer
of Chart 2.2, due to steric clashes of the folded down i�Pr groups and the Cl
ligand. This suggests that complexation to the metal occurs only (or faster)
with the slightly less stable anti isomer of the free NHC, while the abundant
syn isomer is probably unable (or slower) to be trapped by the metal. Removal
of the free anti isomer of the NHC shifts the syn/anti equilibrium toward the
anti isomer until it is quantitatively trapped by metal.

2.4.7 Summary

Here has been presented a detailed static and dynamics characterization of a
large set of NHCs ligands in Ru�complexes. These analysis indicated that the
nature of the N�substituent can result in extremely di�erent �exibility of the
Ru�complexes. In almost all the cases the N�substituent trans to the Ru�ylidene
bond is severely folded in such a way that it protects the vacant coordination po-
sition at the Ru�center, while somewhat limited �exibility is associated to the N�
substituent on the side of the Ru�ylidene bond. The phenyl N�substituent can
rotate almost freely, whereas rotation of the mesytil (or greater) N�substituents
is quite restricted. Results for the o�tolyl N�substituent indicate that one single
ortho�group on the N�substituent is already enough to restrict remarkably �ex-
ibility. Two phenyl substituents on the C4�C5 are not enough to freeze phenyl
N�substituents, while four methyl substituents freeze it. In agreement with
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previous results NHCs with a single ortho�substituent, either a simple Me or a
bulkier i�Pr, have a preferential folding that bends the unsubstitued side of the
ring towards the halide�Ru�halide plane. Analysis of the dynamics trajectories
in terms of the %VBur indicated that the real bulkiness of these systems at
work can be somewhat modulated. These increased �exibility, which cannot be
captured by static experimental or theoretical approaches such as X�ray or ge-
ometry optimizations, is instead fully captured and for the �rst time evidenced
by the presented dynamics approach. In short, the results indicate that the �ex-
ibility around the N�substituent bond is a key feature, so far underestimated,
that allows NHCs to modulate their encumbrance around the metal in order to
make room for bulky substrates.

Analysis of the %VBur of the optimized structures in terms steric maps illu-
minated the real impact of the NHC ligands in the �rst coordination sphere of
the metal, which is the place where catalysis occurs. The comparative maps of
the systems with mesytil and 2,6�diisopropylbenzene N�substituents indicated
that they shape rather di�erent reactive pockets. Rather �at with a constant
pressure on the halide�Ru�halide plane the former, vault-shaped with higher
pressure on the side and lower pressure on the middle the latter. As concerns
the NHCs with a o�tolyl or a o�isopropyl group on the N�substituent, the steric
maps quanti�cate the higher impact of the unsubstituted side of the ligand in
the �rst coordination sphere of the metal, and evidences the overall CS and
C 2�symmetric reactive pockets of the corresponding complexes. This detailed
characterization of the di�erently shaped reactive pockets is a further conceptual
tool that can be used to rationalize the experimentally di�erent performances
of catalysts bearing these ligands or to devise new applications. Finally, the
Ru�complexes that have been investigated here are relevant as (pre)catalysts
for ole�n metathesis. However, it is reasonable that the emerged behavior can
be easily extended to NHC ligands in almost any NHC�transition metal com-
plex, with a particular emphasis on those able to promote catalytic activity for
a broad spectrum of di�erent applications.



2.5 Deactivation of NHC bearing Ru Catalysts

by Lewis acids

In this section the reactivity induced by coordination of a CO molecule trans
to the Ru�ylidene bond of a prototype Ru�ole�n metathesis catalyst bearing
the NHC ligand SIMes will be explored. Static DFT calculations indicate that
CO binding to the Ru center promotes a cascade of reactions with very low
energy barriers that lead to the �nal crystallographically characterized product,
in which the original methylidene group has attacked the proximal aromatic
ring of the SIMes ligand leading to a cycloheptatriene through a Buchner ring
expansion. Analysis of the relevant molecular orbitals, supported by ab initio

molecular dynamics simulations, illuminate the key role of the π�acid CO coor-
dinated trans to the Ru�methylidene bond to promote this reactivity. Based on
this result, a large set of π�acid groups could promote this deactivating reaction
have been investigated. Results clearly indicate that almost any su�ciently π�
acidic group that can approach the Ru center in the sterically crowded position
trans to the Ru�methylidene bond can promote this deactivation route.

Unfortunately, stability remains an issue, and little is known about deacti-
vation pathways, although work in this challenging area is increasing. [156,
157, 158, 159, 160, 161, 162, 163, 164, 62, 165] Broadly speaking, deactiva-
tion pathways are those chemical transformations of the (pre)catalyst or the
active species that remove them from productive metathesis. In this sense,
Diver, Feistier, and co�workers[156, 157, 157] have clearly shown that addi-
tion of π acids such as CO or isocyanides to a solution of typical second�
generation catalysts can switch a metathesis catalyst into a cyclopropanation
catalyst,[166, 167, 168, 169, 170, 171] by activating the Ru�ylidene bond to a
carbene�like reactivity. This promotes ylidene attack to the proximal N�bonded
aromatic ring of the NHC ligand, which results in a Buchner type ring expan-
sion reaction; see Scheme 2.5. Although it is di�cult to call the reaction of
Scheme 2.5 a deactivation reaction, since CO is not normally added during
metathesis, understanding the chemistry behind this transformation is relevant
for the following reasons

π�Acids are inevitably present during metathesis, and any organometal-
lic textbook presents educative comparisons between the σ�basic/π�acid
properties of CO, ole�ns and phosphines. Clearly, ole�ns and phosphines
are much weaker π�acids than CO, but a reduced acidity could still induce
slow deactivation reactions as those shown in Scheme 2.5 for CO.

A clear understanding of the changes in the chemical behavior promoted
by a σ�basic/π�acid ligand trans to the Ru�ylidene bond would expand
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the present knowledge of the chemistry of Ru�based catalysts with possible
consequences in the design of new ligands with tuned properties.

Scheme 2.5

Indeed, the position trans to the Ru�ylidene bond has been scarcely considered
during the years.[172, 173, 174, 175] For example, Grubbs and co�workers have
suggested that one of the ortho�F atoms of the NHC A shown in Chart 2.4
could be engaged in an interaction with the Ru center that results in increased
metathesis activity.[131] Furthermore, strategies for the synthesis of pre�catalysts
having labile ligands that could result in more stable and active catalysts, such
as B and C of Chart 2.4, are explored.[175] For these reasons the reactivity
changes induced by a series of σ�basic/π�acid ligands coordinated trans to the
Ru�methylidene bond of the systems shown in Chart 2.5 have been computa-
tionally investigated. Such a systematic comparison should increase the under-

Chart 2.4

standing of the basic properties of the Ru�ylidene bond and of the reactivity
changes that could in principle be induced by changes in the nature of the lig-
ands connected to the Ru atom. Most of the calculations reported here are
based on a classical static density functional theory (DFT) approach, but a
DFT based ab initio molecular dynamics (AIMD) simulation have been also
performed: this o�ers the invaluable opportunity to capture the time evolution
of the reactive species.[176, 177]

Chart 2.5
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2.5.1 Computational details � Static calculations

All the DFT static calculations were performed at the GGA level with the Gaus-
sian03 set of programs,[140] using the BP86 functional of Becke and Perdew.[14,
141, 142] The electronic con�guration of the molecular systems was described
with the standard split�valence basis set with a polarization function of Ahlrichs
and co�workers for H, C, N, O, P, F, and Cl (SVP keyword in Gaussian03).[143]
For Ru the small�core, quasi�relativistic Stuttgart/Dresden e�ective core poten-
tial, with an associated (8s7p6d)/[6s5p3d] valence basis set contracted according
to a (311111/22111/411) scheme (standard SDD keywords in Gaussian03) has
been used.[144, 145, 146] The geometry optimizations were performed without
symmetry constraints, and the characterization of the located stationary points
was performed by analytical frequency calculations. Solvent e�ects including
contributions of nonelectrostatic terms have been estimated in single�point cal-
culations on the gas phase optimized structures, based on the polarizable contin-
uous solvation model PCM using CH2Cl2 as a solvent.[147, 148] In conclusion,
the energies reported correspond to the �Total free energy in solution: with all
non electrostatic terms� value in the Gaussian03 output.

The electrophilicity of the complexes was evaluated as the Parr electrophilicity
index shown in equation 2.1:[178]

ω =
µ

2η
(2.1)

where µ and η are the chemical potential and the molecular hardness, respec-
tively. In the framework of DFT,[179] µ and η for a N�electron system with
total electronic energy E and subject to an external potential are de�ned as the
�rst and second derivatives of the energy with respect to N at a �xed external
potential.[180, 181, 182] In numerical applications, µ and η are approximated
with the �nite di�erence formulas of equation 2.2, which are based on Koop-
mans' theorem,[183]

µ ∼=
1

2
(εL + εH), η ∼=

1

2
(εL − εH) (2.2)

where εH and εL are the energies of the highest occupied molecular orbital
(HOMO) and the lowest unoccupied molecular orbital (LUMO), respectively.
The strength of the Ru�ylidene bond was evaluated with the Mayer Bond Order
(MBO),[184, 185] which is a valuable tool in the analysis of the bonding in
main group compounds and has been also used to characterize transition metal
systems.[186, 187, 188, 189, 190, 191, 190, 192, 193] Finally, in some cases the
change in the local aromaticity of a given ring will be discussed. As a structure�
based measure, the Kruszewski and Krygowski harmonic oscillator model of
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aromaticity (HOMA) index has been used; see equation 2.3:[194]

HOMA = 1− α

n

n∑
i−1

(Ropt −Ri)2 (2.3)

where n is the number of bonds considered, Ri are the bond lengths, and α is
an empirical constant (for C�C bonds α = 257.7) �xed to give HOMA ) 0 for
a model non�aromatic system and HOMA ) 1 for a system with all the bonds
equal to their optimal value Ropt, which is 1.388 Å for C�C bonds (i.e., the
bond length in fully aromatic systems).

2.5.2 Computational details � Dynamic calculations

The AIMD simulations were performed using the Born�Oppenheimer scheme
as implemented in the CP2K Quickstep code.[?] The electronic structure calcula-
tions were done at the DFT level using the Perdew�Burke�Ernzerhof exchange
and correlation functional.[142] Within CP2K the Kohn�Sham molecular orbitals
are described by a linear combination of Gaussian�type orbitals, whereas an
auxiliary planewave basis set is employed to expand the electron density.[151]
A double�ζ basis set with a polarization function,20,24 in conjunction with the
Goedecker�Teter�Hutter pseudopotentials,[31] was used for all the atoms (stan-
dard DZVP�GTH in CP2K). The auxiliary planewave basis set was de�ned by a
cubic box of 20 × 20 × 20 Å3 and by an energy cuto� of 300 Ry. The equations
of motion were integrated using a time step of 0.5 fs. A harmonic constraint
centered at 3.0 Å with a force constant of 15 kcal/mol was applied on the Ru�
CO distance, and the system was equilibrated for 0.5 ps by imposing that the
temperature was held within 300 K (± 10 K by rescaling atomic velocities). Af-
ter equilibration the system was sampled in the NVE ensemble for 5 ps. After
the �rst picosecond, the constraint on the Ru�CO distance was removed and
the system was allowed to evolve freely.

2.5.3 Results

The argumentation starts discussing the e�ect of a CO molecule coordinated
trans to the Ru−−CH2 bond, since clean experimental data are available for this
system. Starting from precatalyst 1a, the �rst step corresponds to coordination
of a COmolecule to the vacant coordination position trans to the Ru−−CH2 bond.
The binding energy of the CO molecule to the Ru atom in 2a is 22.5 kcal/mol.
Coordination of the CO molecule has a strong e�ect on the Ru−−CH2 bond,
which elongates from 1.81 Å in 1a to 1.92 Å in 2a, and pushes the phosphine
almost perfectly trans to the NHC ligand, with a small elongation (less than
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0.04 Å) of the Ru−NHC and Ru−P bonds. CO coordination also results in the
remarkable reduction of the NHC−Ru−−CH2 angle from 103.9◦ in 1a to 93.9◦

in 2a, thus increasing the proximity of the reactive methylidene group with
the proximal aromatic ring of the SIMes ligand (the Cmethylidene�Cipso distance
reduces from 3.56 to 2.62 Å).

At this point, the cyclopropanation reaction between the methylidene group
and one of the Cipso�Cortho bonds of the nearby mesityl ring occurs in two steps.
The former corresponds to attack of the methylidene group to the Cipso atom,
which requires overcoming the negligible barrier of 0.7 kcal/mol and leads to 3a,
which still presents a Ru−CH2 bond and is only 3.7 kcal/mol more stable than
2a (Figure 2.19). The second step of the cyclopropanation reaction requires the
complete rupture of the Ru−CH2 bond with the concerted formation of a cyclo-
propane ring by attack of the Cmethylidene atom to one of the Cortho atoms of the
mesityl ring. This step requires overcoming a barrier of 0.3 kcal/mol only, after
which the system collapses into the quite stable intermediate 4a, 15.0 kcal/mol
below the CO coordinates species 2a. Intermediate 4a presents a vacant coor-
dination position trans to the CO. Analysis of the Mayer bond orders indicated
that transition state [2a�3a] is highly concerted, since the bond orders of the
breaking π Ru�Cmethylidene bond and of the forming Cmethylidene�Cipso bond in
transition state [2a�3a] are halfway (0.99 and 0.53, respectively) between the
values in 2a (1.48 and 0.14) and 3a (0.60 and 0.91). Conversely, [3a�4a] can
be classi�ed as an early transition state, since the bond orders of the breaking
σ Ru�Cmethylidene bond and of the forming Cmethylidene�Cortho bond in [3a�4a]
(0.56 and 0.23, respectively) are clearly closer to the values in 2a (0.60 and 0.15)
than in 3a (0.17, 0.87). Overall, considering the rather small energy barriers
associated with the 2a → 3a and 3a → 4a steps, it is reasonable to hypothe-
size that kinetically formation of the cyclopropane intermediate 4a, after CO
coordination, occurs in a single step from 2a down to 4a. Coordination of a
second CO molecule to 4a is a barrierless process and leads to intermediate 5a.
The binding energy of the second CO molecule, 20.4 kcal/mol, is comparable
to the binding energy of the �rst CO in 2a, 22.5 kcal/mol. At this point, the
only step needed to form the experimentally observed product is the opening
of the Cipso�Cortho bond of the tensioned cyclopropane ring of 5a, which leads
to product 6a, overcoming yet another small energy barrier, 0.8 kcal/mol in
this case. The cyclopropane opening in the absence of a second CO molecule
coordinated to the Ru atom has been also examined. In this case the somewhat
larger barrier of 4.2 kcal/mol must be passed, after which the system collapses
into intermediate 7a. After the cyclopropane ring is opened, coordination of a
second CO molecule leads to the �nal product 6a. Considering the small en-
ergy barrier for the 4a → 7a step, it is possible that coordination of the second
CO molecule occurs after the ring expansion step. Product 6a, shown in Fig-
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Figure 2.19: Energy diagram of the complete 1 to 6 deactivation pathway.
In parentheses is the energy of the various species, in kcal/mol, relative to the
pre�catalyst 1a.

Figure 2.20: Kinetic trans (6a) and thermodynamic cis (6a-cis) isomers of the
decomposition product.
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ure 2.20, is the only species for which X�ray data are available. Geometrical
analysis indicates that the computed structure is in excellent agreement with
the crystallographic structure, with a rmsd of 0.032 Å for distances and of 0.8◦

for angles.† This also indicates that the sterically demanding PCy3 phosphine
can be safely replaced with the less bulkier PMe3 phosphine to shed light on this
kind of reactions. As suggested by Diver and co�workers, alternative geometries
for 6a have been explored, since complexes of generic formula Ru(CO)2X2L2

(where X is a halide or pseudo�halide and L is a neutral donor ligand) usually
present a stable Ru(cis−CO)2(cis−X)2(trans−L)2 geometry.[195, 196] Four dif-
ferent isomers with a cis�CO and cis�Cl geometry are possible, since the NHC
ligand is C1 symmetric after formation of the seven�member cycle. All of them
are roughly 10 kcal/mol lower in energy than the trans isomer 6a, with the
most stable isomer, 6a�cis shown in Figure 2, 10.4 kcal/mol more stable that
6a. These results support the hypothesis of Diver and co�workers that 6a corre-
sponds to the kinetic product of the reaction6 and that isomerization between
the trans and cis isomers is not an easy process. The reaction pathway when
the phosphine of precatalyst 1a is substituted by a CO molecule leading to 1b
is also shown in Figure 2.19. Energetically, substitution of PMe3 with CO is
almost thermoneutral, since the CO binding energy is only 1.3 kcal/mol larger
than that of PMe3, although this substitution probably requires dissociation
of PMe3 from 1a, which costs 27.8 kcal/mol. Coordination of a second CO
molecule trans to the Ru�methylidene bond of 1b does not lead to an interme-
diate analogous to 2a. Instead, all the geometry optimizations that have been
tried inevitably collapsed into species 3b, in which the Cmethylidene�Cipso bond
is already formed. Beside this di�erence, the energy pro�le with a CO molecule
trans to the NHC ligand (path b in Figure 2.19) is rather similar to that with
a PMe3 molecule trans to the NHC ligand (path a in Figure 2.19). Our in-
ability to locate intermediate 2b indicates that the CO molecule trans to the
NHC ligand contributes to weaken the Ru�ylidene bond, activating it toward
the proximal mesityl ring. Considering the relative size of the PMe3 and CO
ligands in 1a and 1b, it is clear that the e�ect of the second CO ligand is almost
entirely electronic in nature. The activating e�ect of the CO coordinated trans
to the NHC ligand is also evidenced by the increase of the Parr electrophilicity
index,[148, 147, 197, 198] which increases from 112.1 in 1a to 174.7 kcal/mol
in 1b. However it is coordination of a CO molecule trans to the Ru�ylidene
bond the key factor facilitating attack of the methylidene group to the proximal
mesityl ring. This point is reinforced by observing that the aromaticity of this

†Standard deviations for distances and angles:

Sn−1 =

∑N
i=1(CV − EV )

N − 1

where CV stands for calculated value, EV experimental value (X�ray data), and N is the
number of distances or angles taken into account
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mesityl ring is comparable in 1a and 1b, as indicated by very similar HOMA
indexes, 0.834 and 0.838, respectively.

2.5.4 Results and Discussion

As already indicated, methylidene attack to one of the aromatic rings of the
SIMes ligand with formation of a cycloheptatriene type ring corresponds to a
classical Buchner ring expansion reaction. To understand the chemistry behind
this reaction, the possibility that CO coordination could induce the release of
a free carbene was tested at the beginning, as shown in Scheme 2.6. However,
the reaction of Scheme 2.6 is endoergonic by 40.7 kcal/mol, which rules out
this possibility and is in agreement with the experimental non�detection of
regioisomers due to remote cyclopropanation of aromatic π�bonds, as could
occur in the presence of free carbene.[156] To rationalize the activation role of

Scheme 2.6

the CO, Diver and co�workers suggested that CO binding may weaken π�back�
bonding between the Ru atom and the ylidene ligand, making the latter more
electrophilic and disengaging it from the metal center. To verify this hypothesis,
a comparative molecular orbital (MO) analysis of complexes 1a and 2a have been
performed. Results can be summarized considering the MO diagram reported in
Scheme 2.7. In the precatalyst 1a the classical Fischer carbene bonding scheme
is established.[199] Electron density is donated from �lled d orbitals on the
Ru to the empty π orbital of the methylidene. Di�erently, in the presence of
the strong π�acid CO molecule, electron density from the Ru is more strongly
donated to π�acid MOs of the CO. As suggested by Diver, this depletes electron
density from the π orbital of the methylidene, which is able to accept from the
properly oriented π orbital of the Cipso atom of the proximal ring, resulting
in a very low barrier for formation of the Cmethylidene�Cipso bond. Natural
bond order (NBO) analysis of the Ru�Cmethylidene bond supports this view.
In fact, in species 1a the MO corresponding to the π Ru�Cmethylidene bond is
62% Ru and 38% Cmethylidene. After CO coordination, which is in 1b, this
MO becomes 75% Ru and 25% Cmethylidene. Interestingly, a similar analysis
of the σ Ru�Cmethylidene bond indicates that in 1a this bond is 47% Ru and
53% Cmethylidene, while in 1b (due to the strong trans e�ect of the CO) this
MO becomes 35% Ru and 65% Cmethylidene. In short, after CO coordination
the methylidene has greater �free�carbene� character. Consequently, in the 3a
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f 4a step the Cmethylidene atom is able to attack with a low energy barrier one
of the Cortho atoms of the N�bonded ring that, incidentally, is also activated
by the loss of aromaticity after formation of the Cmethylidene�Cipso bond. Other
evidence of the incipient interaction between the π�orbitals of the methylidene
C atom and of the Cipso atom of the proximal mesityl ring is the decrease of
the HOMA index of this mesityl ring that drops from 0.834 in 1a to 0.787 in
2a and the decrease of the Mayer Bond Order of the Ru−−CH2 bond that drops
from 2.015 in 1a to 1.479 in 2a. The chemical consequence of this interaction
is in the higher reactivity of 2a with respect to 1a, as indicated by the increase
of the Parr electrophilicity index,[148, 147, 197, 198] from 112.1 kcal/mol in 1a
to 212.1 kcal/mol in 2a. This change in electrophilicity is a consequence of the
increased stability of the LUMO, which results in a smaller HOMO�LUMO gap
and thus in decreased chemical hardness (21.3 and 16.3 kcal/mol for species
1a and 2a, respectively). In order to characterize dynamically this reaction

Scheme 2.7

an ab initio molecular dynamics simulation has been performed, starting from
precatalyst 1a with a CO molecule constrained to be at 3.0 Å from the Ru
center. The most relevant structural �uctuations of the system are reported in
Figure 2.21 During the �rst picosecond, with the CO molecule constrained at
3.0 Å from the Ru center, only small oscillations in the Ru�methylidene and
Cipso�Cortho bond distances are observed. Larger oscillations are visible for the
Cmethylidene�Cipso distance, but the minimum value never is below 2.5 Å, due to
the repulsive interaction between the �lled πMO on the methylidene C atom and
the aromatic π MOs of the mesityl ring, which is consistent with the MO picture
of Scheme 2.7a. During the �rst picosecond the Ru�CO distance oscillates
broadly around 3.0 Å, and CO coordination to the Ru center is forbidden by
the constraint. Indeed, after release of this constraint, which is after 1 ps, the
CO coordinates rapidly to the Ru center with a damped oscillating behavior
centered around a value of ∼2 Å. Interestingly, as the Ru�CO distance stabilizes,
that is at ∼1.5�2.0 ps, larger oscillations start in the Cmethylidene�Cipso distance,
with peaks at the low values of 2 Å at ∼2.0�2.5 ps. Such a short distance is
possible because of the transfer of the Ru electron density from the π MO
on the methylidene C atom to the π�acid MO of the CO, consistent with the
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Figure 2.21: Time evolution of the most relevant distances during the AIMD
simulation. Cmet stands for Cmethylidene.

MO picture of Scheme 3b. Accidentally, at ∼3.2 ps one of these oscillations
overcomes the repulsive forces between the Cmethylidene and Cipso atoms (i.e.,
the system overcomes the transition state 2a�3a of Figure 2.19), and the system
collapses rapidly into structure 3a, with clean formation of the Cmethylidene�Cipso

bond. Almost immediately, complete rupture of the Ru�methylidene bond of
3a is observed, with simultaneous formation of intermediate 4a that, under the
presented simulation conditions, is stable for a very short time between 3.2
and 3.4 ps. In fact, the Buchner expansion step occurs rapidly and the system
reaches the �nal product 7a, with rupture of the Cipso�Cortho bond, at ∼3.6 ps.
The heptatriene product 7a is rather stable in the last 1.4 ps of the simulation,
suggesting that dynamically 7a is favored over the almost isoenergetic species
4a, probably due to a larger conformational freedom in 7a. This series of events
suggests that cyclopropane rupture occurs prior to coordination of the second
CO molecule.

At this point one might wonder to which extent this reaction could occur
without a ligand trans to the Ru�ylidene bond or, alternatively, in the presence
of a π�acid weaker than CO, such as ole�ns, phosphines, or pyridine, which are
typically present during metathesis or, �nally, with methyl isocyanide, a ligand
used experimentally by Diver, Keister, and co�workers.[156] To this end the
�rst step of the cyclopropanation reaction (see Scheme 2.8) in the absence of
any ligand, in the presence of an ethene molecule (to model the C−−C double
bond of any substrate), and in the presence of a pyridine, a PMe3, or a PF3
molecule (to model typical labile ligands) have been investigated. PF3 is chosen
as an example of a rather π�acid phosphine. On the other hand, also varied the
nature of the ligand trans to the NHC ligand has been changed. The results
for the various ligands are shown in Table 1. First of all, with no L2 ligand
trans to the Ru�methylidene bond, i.e., in system 1a, entry 1 in Table 1, the
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Scheme 2.8

metallacycle structure C of Scheme 2.8 is not stable. All the attempts to locate
a metallacycle structure similar to 3a in the absence of an L2 ligand failed, and
the geometry optimization collapsed into the starting species 1a. In the case
of L2 ) CO, entry 2 in Table 1, as already discussed in the Results section,
the L2 coordinated species 2a and the metallacycle species 3a (corresponding
to B and C in Scheme 2.8) are stable, though the metallacycle 3a is favored
relative to 2a by 3.7 kcal/mol. In the presence of the weak π�acid C−−C double
bond of an ethene molecule as well as in the presence of a pyridine molecule
trans to the Ru�methylidene bond, entries 3 and 4 in Table 1, the metallacycle
C is not stable. Indeed, ethene coordination to 1a is even disfavored by 1.8
kcal/mol, probably due to steric crowding around the metal that prevents the
ethene molecule to assume a proper orientation (i.e., parallel to the NHC�
Ru�P axis) to interact e�ectively with �lled d orbitals of the metal.38 On the
other hand, pyridine coordination to 1a is favored by 6.1 kcal/mol, thanks to
its σ�donicity and �at geometry, but its lacks the required π�acid property to
destabilize the Ru�methylidene bond and thus pyridine is unable to stabilize the
metallacycle. This conceptual scheme is somewhat con�rmed by the behavior
of the systems with L2 ) PMe3 and PF3, entries 5 and 6 in Table 1, the latter a
prototype of very electron�poor phosphites, which also have moderately strong
π�stabilization properties. In these cases both species B and C of Scheme 2.8
are stable, and the metallacycle structure C is slightly more stable than the
coordinated species B in the case of the more acidic PF3 phosphine (by 3.7
kcal/mol) than in the case of the less acidic PMe3 phosphine (by 0.7 kcal/mol).

At this point the behavior with L2 ) NH3, entry 7 in Table 2.2, is rather obvi-
ous. In fact, di�erently from phosphines, amines do not show π�acid properties,
which explains why NH3 is unable to stabilize the metallacycle C. Remarkably,
a small PH3 ligand coordinates favorably trans to the Ru�methylidene bond,
entry 8 in Table 2.2, which clearly indicates that the mesityl rings of the SIMes
ligand shields remarkably this position, which would be otherwise reactive. Re-
placing the L1 PMe3 ligand with a pyridine has a minor e�ect on the behavior
of the system (compare entries 10�12 in Table 2.2 with entries 1, 2, and 4) while
replacing both L1 and L2 with stronger π�acids such as CO and PF3 (entries
13 and 14 in Table 2.2) results in a reduction of the barrier separating the co-
ordinated species A from the metallacycle species C that, remarkably, becomes
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the only stable structure. The electrophilicity of the species with the L2 ligand
coordinated to the Ru atom indicates that the higher the electrophilicity, the
higher the reactivity of the methylidene group toward the Cipso. This is reason-
able, considering that the LUMO of the species with the L2 ligand coordinated
to the Ru atom mostly corresponds to the π MO on the methylidene group.
Interestingly, in all the cases where both structures A and C are stable, the en-
ergy barrier for the A→ C conversion is rather small. This indicates that an L2

π�acid ligand trans to the Ru�ylidene bond modi�es more the thermodynamics
that regulates the stability of possible structural isomers of the Ru�complex,
rather than the kinetics of the A → C conversion.

Table 2.2: Energetics, in kcal/mol, of the First Step of the Cyclopropanation
Reaction shown in Scheme 2.8 and Electrophilicity, ω, of the Species with the L2

Ligand Coordinated to the Ru Atom.
The entries GCyc indicated by a § refer to the species with L2 dissociated from
Ru.

System L1 L2 ω GCoord ∆G‡Cyc GCyc

1 PMe
3

none - - - not stable
2 PMe

3
CO 212.1 -22.5 0.7 -3.7

3 PMe
3

ethene 139.8 1.8 - not stable
4 PMe

3
pyridine 143.2 -6.1 - not stable

5 PMe
3

PMe
3

138.5 3.6 1.9 -0.7
6 PMe

3
PF

3
216.1 -12.0 0.2 -3.4

7 PMe
3

NH
3

112.9 -13.2 - not stable
8 PMe

3
PH

3
145.7 -7.7 5.0 4.6

9 PMe
3

MeNC 152.6 -17.7 3.8 2.7
10 pyridine none - - - not stable
11 pyridine CO 228.3 -19.4 -0.5 -7.0
12 pyridine pyridine 149.7 -6.9 - not stable
13 PF

3
PF

3
- not stable - -26.2 §

14 CO CO - not stable - -33.9 §

The decomposition pathway discussed so far is the one that seems to be
preferred according to these results. Nevertheless, other possibilities have been
taken into account. Beside the alternative pathway in which a CO molecule �rst
displaces the PMe3 ligand, path b in Figure 2.19, the possibility that CO binding
to the pre�catalyst 1a, leading to 2a, could promote PMe3 dissociation from 2a
have been investigated. Surprisingly, as the PMe3 ligand has been removed
from 2a the geometry optimization collapsed into the metallacycle structure of
Figure 2.22. This structure is 23.0 kcal/mol above 2a, which rules out this
possibility. This result evidences once more the remarkable activating role of
a π�acid ligand trans to the Ru�ylidene bond. Finally, the energetics of the
Buchner ring expansion step after cyclopropanation of the aromatic ring have
been explored, in particular looking to the four systems showed in Chart 2.6, in
order to get more insights. Comparison between systems 15a�18a and systems
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Figure 2.22: Structure of the optimized geometry after removal of the PMe
3

ligand from 2a.

Chart 2.6

15b�18b allows to understand the e�ect of the ylidene group and of the methyl
groups of the mesityl ligand on the energetics of the Buchner ring expansion
step. The energetics of this step is shown in Table 2. The clean result is that in
all the cases a rather low energy barrier is found. Further, the ring expansion
step in 17a f 17b can be directly compared with the ring expansion step 5a f 6a
shown in Figure 2.19. Clearly, this step is even more facile in the Ru�complex
5a, with a barrier of only 0.8 kcal/mol and an energy gain of 8.5 kcal/mol, versus
a barrier of 2.7 kcal/mol and an energetic gain of 4.3 kcal/mol for the 17a to
17b conversion. In the case of a Ru�benzylidene bond, the ring expansion step
would correspond to 18a f 18b. Interestingly, this system presents the highest
barrier, 6.7 kcal/mol, and the ring expansion product is practically isoenergetic
with the starting cyclopropane species.

2.5.5 Summary

Inspired by the experimental results of Diver and co�workers, who explored
the reactivity induced by coordination of CO to the Ru atom of typical NHC�
based ole�n metathesis catalysts, we clari�ed the mechanistic details of this
transformation. The performed calculations clearly indicate that CO binding
to the Ru center promotes a cascade of reactions with very low energy barriers
that lead to the �nal crystallographically characterized product. Analysis of
the relevant MOs, supported by dynamics simulations, illuminates the key role
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of the π�acid CO coordinated trans to the Ru�methylidene bond. Basically,
it attracts electron density from the Ru, which results in reduced Ru back�
donation to the π MO on the methylidene group. The reduced electron density
on the π MO of the methylidene group allows for a favorable interaction with the
π�aromatic system of the proximal mesityl group, which leads to metallacycle
formation �rst and subsequently in the formation of a tensioned cyclopropane
structure that �nally evolves to the experimental product via a Buchner type
ring expansion. Furthermore, the scope of this work to investigate to which
extent a large set of π�acid groups that can be normally present during ole�n
metathesis could promote this deactivating reaction have been expanded. The
presented results clearly indicate that several π�acid groups can promote this
deactivation route. However, this group must be able to approach the Ru center
in the sterically protected coordination position trans to the Ru�methylidene
bond. Finally, these comparative analysis indicated that the role of the π�acid
is not kinetic in nature (i.e., in lowering the energy barrier for attack of the
ylidene group to the proximal mesityl ring) but rather thermodynamic (i.e., in
making the metallacycle species a stable intermediate that can further evolve).



Chapter 3

Gold Nanoparticle/Polymer

Interfaces: All atom

Structures from Molecular

Dynamics Simulations

During the past �fteen years, organic semiconductor devices such as light-
emitting diodes,[200, 201] photovoltaic cells,[202] and transistors [203] have
aroused considerable interest because of the unique advantages provided by
organic materials and devices.
An electronic bistable device with a triple�layer structure, two organic layers and
a middle discontinuous metal layer, sandwiched between two metal electrodes
shows promising performance and can be used as non�volatile memory.[204, 205]
But its fabrication is through thermal evaporation in high vacuum, and stringent
conditions are required to control the morphology of the middle, discontinuous
metal layer. Before the work of Ouyang et al.,[206] a memory device using con-
ducting polymers has been reported,[207] but this device can be written only
once and cannot be used as programmable memory. A two�terminal electronic
bistable device, which can be fabricated through solution processing and can be
written/erased many times, should be the target for organic memory.
In particular, polymer nanocomposites based on nanometer�size metal particles
are experiencing an explosive growth during the last years due to their techno-
logical applications.[208] Organizing inorganic nanoparticles by using soft mate-
rials as matrix is crucial for developing materials with new functionalities.[206]
A vast array of applications of this class of materials are emerging in the �eld
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of nanoelectronics and have aroused considerable interest because of the unique
advantages provided. These advantages include low fabrication cost, high me-
chanical �exibility and versatility of the chemical structure. Electronic mem-
ories using organic materials such as polymers are industrial targets for the
next future.[209, 210, 204] Memories based on polymeric materials have been
achieved by several groups.[207, 206, 211] The e�orts in this �eld can be as-
cribed to the number of advantages that this technology o�ers: the materials
used are readily available and easily controlled, the device can be fabricated
through simple solution processing, the response time is short, and the oper-
ating voltages are low. Furthermore, polymer memories exhibit simplicity in
structure, good scalability, low�cost potential, 3D tacking capability and large
capacity for data�storage.
Advances in memory technology is involving the development of such kind of
nanoscale devices: bistable molecules,[212, 213] donor�acceptor charge transfer
complexes,[214, 215] and nanocomposites constructed by organic molecules and
nanoparticles[209, 216, 206] are the typical ingredients for the obtainment of
these peculiar memory device architectures.

With the development of facile routes of synthesis,[217] gold nanoparticles
coated with surface thiol layers are used extensively as building blocks to con-
struct such mesoscopic structures. Yang Yang and co�workers developed several
devices based on nanoparticles included into organic or polymeric materials.[218]
In particular, organic non volatile memory devices made from a polystyrene (PS)
�lm containing gold nanoparticles and 8�hydroxyquinoline (8�HQ) sandwiched
between two metal electrodes shows electrical bistability,[206] that will be brie�y
introduced in Section 3.1

Understanding the structure of the interfaces, in this new class of materials,
is fundamental to improve device function and e�ciency, and detailed investiga-
tions of interface physics and chemistry are at the focus of research. Understand-
ing and possibly manipulating structural organization at the interfaces level is
the key to a �bottom�up� fabrication approach to the development of nanoscale
devices. A key issue to rationalize the behaviour and then hopefully to improve
the performances of these nanomaterials is a fundamental understanding of the
e�ects of various molecular parameters on the interface structure.
In particular, for the device developed by Yang and co�workers, the bistability
has been attributed to an electric �eld induced charge transfer between the gold
nanoparticles and 8�HQ molecules.[206]

Unfortunately, experimental structural information at atomic level for na-
noparticles dispersed in polymer matrices, nowadays is extremely di�cult espe-
cially for the characterization of the interfaces between the nanoparticle and the
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dispersing polymer phase. Indeed, classical experimental methods for solving
the atomic structure of bulk crystals fail for such materials for the intrinsic di�-
culty to determine atomic arrangements in nanostructured materials. The need
to determine atomic arrangements in nanostructured materials has been called
the �nanostructure problem.�[219] It is di�cult to achieve an X�ray structure
even for gold nanoparticles as pure phase, given to their typical heterogene-
ity. Just recently, through systematic variation of solution conditions for gold
nanoparticle synthesis, a procedure to obtain thiol monolayer�protected gold
nanoparticle su�ciently uniform in size for the growth of large single crystals for
X�ray structure determination has been reported.[220] Very recently, a sophis-
ticated electron microscopy approach coupled with imaging simulation has been
proposed as technique to provide structural insights into gold nanoclusters.[221]

On the other hand, within the last 10 years, computer simulations have
evolved becoming a predictive tool for addressing structural investigations of
complex materials based on polymers.[222, 223, 224]
For nanostructured materials, the computational prediction of detailed molecu-
lar structures is di�cult. This is particularly true for polymer based materials,
due to the very broad range of length and time scales governing the chain molec-
ular motions.[222]
Many simulation studies to model solid nanoparticles embedded in a polymer
matrix have been reported. Most of them use particles without atomistic de-
tails. Early studies of coarse�grain models of dense polymer melts containing
solid spherical nanoparticles have been conducted with Monte Carlo methods
(MC) by Vacatello[225] and with Molecular Dynamics (MD) simulations by
Starr and co�workers.[226] Coarse�grain models have been further applied in
various MD[227, 228, 229, 230, 231, 232] and MC[233, 234, 235, 236, 237, 238]
studies to explore general e�ects such as the size of the nanoparticles, the �lling
density and the strength of the nanoparticle�polymer interactions.
For a recent review on theory and simulations of polymer nanocomposites the
reader can refer to reference [239].

Brown and co�workers in a preliminary investigation obtained an atomistic
detailed model of a silica nanoparticle embedded into an amorphous phase of
generic linear polymer modeled at �united�atom� level. [240] Afterwards, they
have carried out detailed all�atom MD simulations on a series of PEO oligomer�
silica nanoparticle systems.[241] With the exception of the study of Brown and
co�workers of reference[241] no further all�atom molecular simulations of nano-
particles dispersed in polymers have been reported.

The scope of this work is to use molecular dynamics simulations in order
to provide all�atom models of the interfaces between gold nanoparticles and a
polymer matrix. For the relevance of these systems in organic memory tech-
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nology, the attention has been focused on programmable devices made of PS
containing gold nanoparticles and 8�HQ. A characterization at molecular level
of the interfaces between the gold nanoparticles, the polymeric matrix and the
8�HQ molecules can help to understand the behavior of this class of devices.

The model system consists of a gold nanoparticle embedded in a melt of 10�
mers of atactic polystyrene as pure phase and in presence of 8�HQ molecules and
the e�ect of nanoparticle coating on the structure of interfaces. In particular,
the results of simulations of four systems containing a gold nanoparticle coated
by 1-dodecanthiols included in pure polystyrene melt and in presence of 8�HQ as
third component and non�coated gold nanoparticle included in pure polystyrene
melt and in presence of 8�HQ as third component are reported and compared.

3.1 The �Experimental system�

Ouyang et al. described the fabrication and operation of a simple, �eld�programmable
memory cell. The device meets the criteria set out above: the active layer is
fabricated by solution processing � i.e. with less issues, more expensive � it is
write�read�erasable through many cycles, and in addition is potentially com-
petitive with inorganic memory in some ways and potentially outperforms it in
others.[206] For example, it can be processed in three�dimensional arrays for
very high�density storage. The device has a simple structure with an organic
�lm sandwiched between two aluminium electrodes as depicted in Figure 3.1.
The organic �lm was formed by spin�coating a 1,2�dichlorobenzene solution of

Figure 3.1: Device structure for a device of structure Al/Au�DT+8HQ+PS/Al.

1�dodecanthiols�protected gold nanoparticles (Au�DT NPs), 8�HQ and PS; the
whole device could be represented as Al/Au�DT+8HQ+PS/Al. Both the top
and the bottom Al electrodes have a width of 0.2 mm, so that the device has
an area of 0.2 × 0.2 mm2.



3.1 The �Experimental system� 87

3.1.1 Synthesis

The Au�DT nanoparticles were prepared by the two�phase arrested growth
method, dissolving 0.62 g HAuCl4 · 3H2O in 50 ml water and mixed it with
160 ml p�xylene solution of 3 g tetraoctylammonium bromide. The organic
phase was isolated, and 0.4 ml dodecanethiol was added. The formation of the
gold nanoparticles was completed by adding 50 ml aqueous solution of 0.76 g
NaBH4 dropwise into the organic solution under vigorous stirring. The nano-
particles were puri�ed by washing with 300 ml methanol at least three times.
Nanoparticles were characterized by transmission electron microscopy (TEM)
(Figure 3.2) and had a narrow size distribution (1.6�4.4 nm in diameter).

Figure 3.2: Transmission electron micrograph and size histogram of Au�DT
nanoparticles. For the simulations below, the smallest radius have been used (0.6
nm).

3.1.2 Testing & Performances

The I�V curves of the device were tested in air, nitrogen or vacuum with an HP
4155B semiconductor parameter analyser or Keithley 2400 Source Meter. The
I�V curves at low temperature were tested using a Janis temperature�variable
probe station and liquid nitrogen as coolant. The nanosecond voltage pulse
was generated by an HP 214B pulse generator. The pulse for the write�erase�
read cycles was generated by an HP 3245A universal source, and the pulse and
the current on the device were read with a Tektronix TDS 460A four�channel
digitizing oscilloscope using a 1�MΩ resistor.

In the next, positive electric �eld is de�ned as being when the top electrode is
positively biased, and negative electric �eld when the top electrode is negatively
biased. The current�voltage (I�V) curves of the device are shown in Figure 3.3
The device showed very low current, about 10−11 A, at 1 V in vacuum. An
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electrical transition took place at 2.8 V with an abrupt current increase from
10−11 A to 10−6 A (Figure 3.3a, curve A). The device showed good stability
in this high�conductivity state during the subsequent voltage scan (curve B).
The high�conductivity state could be returned to the low�conductivity state
by applying negative bias as indicated in curve C, where the current suddenly
dropped to 10−10 A at �1.8 V. After the device has returned to the low- conduc-
tivity state, it can be switched back to the high�conductivity state by applying
a higher bias in either polarity (such as �+4 V� or ��4 V�), because of its sym-
metrical structure. Whether tested under a nitrogen atmosphere or in air, the
device showed similar electrical behaviour. The presence of oxygen and mois-
ture in the environment did not a�ect the threshold voltages for the electrical
transitions and the current in the high�conductivity state, but it caused the
current in the low�conductivity state to be one order of magnitude higher than
that in vacuum. Switching between the high� and low�conductivity states of

Figure 3.3: Current�voltage curve for a device of structure Al/Au�
DT+8HQ+PS/Al. A, B and C in a represent the �rst, second and third bias
scans, respectively. The arrows indicate the voltage�scanning direction.

Al/Au�DT+8HQ+PS/Al was performed numerous times. The device was re-
peatedly written, read and erased in air, as demonstrated in Figure 3.4 (for
convenience the absolute value of the current is shown). A voltage of 5 V was
applied to write �1� to the device: that is, this voltage switched the device to
the high�conductivity state. By convention, the high�conductivity state is des-
ignated with �1� and with �0� as the low�conductivity state.). The written �1�
state could be read by a low voltage (1.1 V in this case). The current during the
read pulse was of the order of 10−7 A. This high�conductivity state was erased
by a voltage of �2.3 V, which returned the device to the low�conductivity �0�
state. This state could also be detected by applying a small voltage. The cur-
rent was of the order of 10−9 A. These write�read�erase cycles demonstrate that
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the device can be used as a non-volatile memory device. The device in the low�

Figure 3.4: Write�read�erase cycles of device Al/Au�DT+8HQ+PS/Al. The
top and bottom curves are the applied voltage and the corresponding current
response, respectively. W, R and E in the top �gure mean write, read and erase,
respectively. The labels �1� and �0� in the bottom �gure indicate the device in
the high- and low- conductivity state, respectively.

conductivity state can be switched to the high�conductivity state by a pulse of
5 V with a width of 25 ns. The authors pointed out that their equipment (HP
214B pulse generator) was incapable of generating a pulse shorter than 25 ns.
It is possible that this device is faster than they were able to measure.

The di�erent conduction mechanisms in the two states suggest a change in the
electron distribution of the device after the electrical transition. It has already
been demonstrated that 8�HQ and gold nanoparticles can be electron donor
and acceptor, respectively.[242, 243, 244, 245] Hence, based on our current re-
sults, they proposed a charge transfer between Au�DT NP and 8�HQ under
a high electric �eld for the electronic transition in Al/Au�DT+8HQ+PS/ Al.
Fourier transform infrared and ultraviolet�visible absorption spectroscopy mea-
surements of the composite �lm indicate that before the electronic transition,
there may be little or no direct interaction between the Au�DT nanoparticle and
8�HQ. The concentration of free charge carriers is low, so that the device shows
a low current. However, when the electrical �eld increases to a certain value,
an electron on the highest occupied molecular orbital (HOMO) of 8�HQ may
gain enough energy to tunnel through the capped molecule, dodecanethiol, into
the gold nanoparticle. Consequently, the HOMO of 8�HQ becomes partially
�lled, and 8HQ and the gold nanoparticle are charged positively and nega-
tively, respectively. Therefore, carriers are generated and the device shows a
high�conductivity state after the charge transfer. It is well known that the con-
ductivity of conjugated organic compounds will increase after their HOMO or
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LUMO (lowest unoccupied molecular orbital) becomes partially �lled.[246, 247]

The latest statements open for further studies that are o� topic in this thesis
and will not be treated any longer. The next section is intended to guide the
reader quickly to the earlier work and concepts that are essential for under-
standing the present investigation. Further details and extensive validations of
the mesoscale approach can be found in references [248] and [249].
The basic idea of coarse-grain (CG) models is to group several atoms in one
e�ective bead.

3.2 Coarse�grained Approach

Although computational power increases 10�fold every 5 years, the huge num-
ber of degrees of freedom (DOF) and the large relaxation times typical of an
entangled polymer melt e�ectively precludes fully atomistic approaches to the
investigation of long polymer chains. Just to have an idea, the longest relaxation
of an entangled polymer melt of length N scales at least as N3, giving at least N4

in CPU time and the required computer time for a reliable equilibration is out
of reach. Polymer coarse�grained models have been widely utilized in order to
solve this problem.[250, 251, 252, 253, 254, 255] The general strategy is to reduce
the number of the DOF by simplifying the models and keeping only those DOF
that are relevant for a particular range of interest. In general, the price to pay
for a coarser model is the loss of chemical detail. To this purpose, several atoms
are grouped together into �super�atoms�, that typically comprised of on the
order of ten atoms. The potentials between super�atoms are adjusted to repro-
duce mainly structural properties of the polymer. The structure of an ensemble
of polymer chains are described by the distributions of geometrical quantities.
These distributions are extracted from atomistic simulations of oligomers and
can be used as targets to be reproduced by the coarse�grained (CG) model.

Following this approach, di�erent polymer properties have been calculated by
mesoscale simulations in good agreement with experimental data.[256, 257, 258,
259] In the case of vinyl polymers and in particular for polystyrene, due to its
industrial relevance, di�erent coarse�grain models have been recently proposed.
The application of di�erent mapping schemes to CG polystyrene and the related
results are good illustrations of the idea that, for a given polymer, the choice
of the mapping scheme is not unique, and the adopted CG strategy is related
mainly to the purpose of the CG simulation.

Milano et al. introduced a systematic procedure, based on atomistic simu-
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lations of polystyrene oligomers (10�mers) using iterative Boltzmann inversion,
to coarse�grain atomistic models of vinyl polymers into a mesoscopic model,
which is able to keep information about chain tacticity.[248] The model consists
of chains of superatoms centered on methylene carbons of two di�erent types
according to the kind of diad (m or r) they belong to; for further explanations
see the Subsection 3.2.1. The change to a coarse�grained scale leads to an ef-
fective speed�up of 2000 for the computational e�ciency of the relaxation of
the chains. The proposed mesoscale model has been successfully tested against
structural and dynamical properties of the melt for di�erent chain lengths for
atactic polystyrene as well as for stereoregular chains and opened the possi-
bility of relaxing melts of high molecular weight vinyl polymers.[248] Sun and
Faller reported a coarse�grain model of polystyrene based on iterative Boltz-
mann inversion to study the dynamics of melts.[260] They further extended
this approach to polystyrene�polyisoprene blends.[261] Recently, Kremer and
co�workers introduced a coarse�grain model of polystyrene based on atomistic
simulations of isolated polystyrene dimers where the bonded parameters are
chosen in a way which takes into account polymer stereochemistry.[262] The
main purpose of this contribution is the development and validation of a reverse
mapping procedure suitable for the coarse�grained model based on diads. It
generates well�relaxed amorphous vinyl polymers melts structures at the atom-
istic level starting from the mesoscale models. This is one of the important uses
of coarse grained models.[256] In fact, the apparently complicated procedure
�atomistic simulations → derivation of a coarse�grained model; coarse�grained
simulations → reverse�mapping and local relaxation of the atomistic model� is
an e�cient way to obtain well�relaxed polymer structures. After threading an
atomistic model through the coarse�grained chains followed by local relaxation
of molecular dynamics, atomistic properties, which depend on the behavior of
individual atoms, can be calculated.

3.2.1 Mesoscale Models for Vinyl Polymers

Vinyl chains present along their backbone sequences of methylene �CH2) and
pseudoasymmetric methyne groups (�CHR). Due to the presence of these pseu-
doasymmetric carbons, vinyl polymers can be stereoregular or stereoirregular.
The de�nition of isotactic, syndiotactic, and atactic vinyl polymers are well�
established in terms of succession of meso (m) and racemo (r) diads, so they
have been o�cially adopted as the IUPAC standard.∗ A diad can be consid-

∗According to the IUPAC stereochemical de�nitions and notations relating to polymers:
�stereoregular vinyl polymers can be de�ned in terms of the regular sequences of diads; thus
an isotactic vinyl polymer consists entirely of m diads, i.e., it corresponds to the following
succession of relative con�guration �m�m�m�m�m�m�, whereas a syndiotactic vinyl polymer
consists entirely of r diads, corresponding to the sequence �r�r�r�r�r�r��. As for an atactic
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ered as the shortest distinguishing piece of a stereosequence if two consecutive
con�gurations have the same absolute con�guration (e.g., RR or SS), the diad
is meso (m diad, see Figure 3.5a); if they are di�erent (e.g., RS or SR), the
diad is designated as racemo (r diad, see Figure 3.5a). The basic idea of the
coarse�graining scheme is to consider a con�gurational base unit, in particu-
lar a diad, as superatom at the mesoscale level. According to this choice, as
depicted in Figure 3.5b, the center of a superatom is the methylene carbon.
The force�eld corresponding to this choice of mesoscale model has two types
of particles m or r, and three di�erent bond types corresponding to the three
indistinguishable triads mm, mr, rr), and six angle types corresponding to the
six indistinguishable tetrads (mmm, mmr, mrm, mrr, rmr, rrr). Bonds and
angle distributions and intermolecular radial distribution functions between the
diads extracted from atomistic simulation are considered as target distributions.
A valid mesoscale model of a vinyl polymer will produce distributions close to
the target ones.

Figure 3.5: (a) Polystyrene m and r diads in transplanar conformation (hy-
drogen atoms on phenyl rings are omitted for clarity). (b) Illustration of the
mapping scheme for polystyrene: one bead corresponds to a diadic m or r unit.
The center of these super�atoms, as indicated by �lled squares, are the methylene
carbons. Hydrogen atoms on the phenyl ring carbons are omitted for clarity.

In particular, in the case of polystyrene,[248] the mesoscale model, which
reproduces bond and angle distributions as well as intermolecular radial distri-
bution functions almost identical to the target atomistic ones, gives a very good
reproduction of experimental structural data. The parametrization procedure
together with mesoscale force �eld are brie�y described in Subsection 3.2.2.

polymer, it is �A regular polymer, the molecules of which have equal numbers of the possible
con�gurational base units in a random sequence distribution�; i.e. it corresponds to a random
sequence of m and r diads.
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3.2.2 Mesoscale Potentials and Force Field Parametriza-

tion

Mesoscale potentials obtained by Boltzmann inversion of a multi�peaked distri-
bution approximated by a sum of several Gaussian functions have been recently
proposed as a valid alternative to a fully numerical approach for bond and angle
terms in mesoscale force��eld for polymers:[263] De�ning a Gaussian distribu-
tion of a bond length or bond angle denoted as θ:

gi(θ) = Ai/wi
√
π/2 exp−2(θ−θci)

2/w2
i (3.1)

the mesoscale potential can be obtained by Boltzmann�inverting a sum of such
Gaussian distributions:

V (θ) = −kT ln

n∑
i=1

gi(θ) (3.2)

and the corresponding force:

F (θ) = −4kT

∑n
i=1 gi(θ)

(θ−θci)
w2
i∑n

i=1 gi(θ)
(3.3)

Additional information about the multicentred Gaussian�based potentials
(MG�potentials) employed here can be found in references.[248, 263] As for the
non�bonded part of the potential, pressure�corrected CG numerical potential
optimized by iterative Boltzmann inversion have been used.[264] The e�ective
non�bonded potential V (r) is derived from a given tabulated starting potential
V0(r), targeting to match the radial distribution function g(r). The potential
is iteratively improved by successive corrections,

Vj+1(r) = Vj(r) + kT ln
gj(r)

gtarget(r)
(3.4)

Further details of the parametrization procedure, including a complete set of
distribution plots, and its validation against structural and dynamical properties
can be found in the paper of Milano et al.[248]

3.2.3 Reverse mapping

The strategy chosen for an e�cient reverse�mapping is based on rigid superpo-
sition of atomistic diads on the coarse�grained coordinates obtained from the
mesoscale simulations. In particular, as sketched in Figure 3.6, in a chain made
of i diads, the atomistic DOF are rebuilt superposing one by one atomistic
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diad structures corresponding to di�erent m or r superatoms. For a consistent
rebuilding of the atomistic polymer structure, great care has to be taken to
reinsert diads of proper chirality. Figure 3.6a shows the case of an end group,
e, followed by a sequence of two m diads. The �rst inserted structures are
the end groups, at the beginning of each chain, with equal probability, an end
group of absolute chirality R or S is chosen. This initial choice of the absolute
con�guration determines the absolute con�guration of the atomistic sequence
utilized for the reverse�mapping of the entire chain. For instance, given an R
chirality of the end group, a sequence of two m superatoms is formed by the
addition of two diads in which the chiral carbons (indicated with an asterisk in
Figure 3.6a) have both R con�guration. Given the chirality S of the end group
the same sequence of two m superatoms is translated into an atomistic structure
by adding two diads both of S con�guration. Similar considerations can be done
for all possible sequences of diads sketched in Figure 3.6a�d. Once the chirality
of the end group is �xed, it is possible to establish from the superatoms se-
quences of the coarse grained model the chirality of all the repeating units that
have to be added. Then, the chain reverse�mapping can proceed as indicated in
Figure 3.6a. First, the atomistic end group is rebuilt by superposing the three
superatom centers with the corresponding three methylene groups (indicated by
�lled squares in Figure 2a). In a similar way, the following diad insertion (see
diad i + 1 in Figure 3.6a) is done superposing the three methylene groups of the
atomistic diad model indicated by squares with their corresponding mesoscale
particle centers as indicated in the Figure 3.6a) Additional conditions are con-
sidered for the superposition of a non end group diad.

The structures obtained have to minimize the rmsd between methylene car-
bons and superatom centers and between some of the atoms (�rst chiral carbon
and the hydrogen bonded to it) of the inserted diad with the corresponding
atoms (last chiral carbon and the hydrogen bonded to it) of the previously in-
serted diad.
Structure superposition methods are used widely to compare molecular struc-
tures. They allow to superimpose molecular structures to facilitate visual com-
parisons and to give a quantitative measure of shape similarity as the root�
mean�square deviation of distances between corresponding atoms. One can use
di�erent numerical and analytical approaches to the rigid �t of two structures.
Methods based on linear algebra have been widely employed.[265, 266, 267] In
general, the problem can be solved by �nding the optimal orthogonal transfor-
mation and requires determination of a rotation matrix R and a translation
vector that will superimpose two sets of coordinates. In our case, due to the
presence of chiral centers, the additional requirement of chirality preservation
has to be considered. In linear algebra language, this means that the orthogo-
nal transformation must not include re�ections. Our choice is a method based
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Figure 3.6: Atomistic diads rebuilding. All four possible (a) mm, (b) rm,
(c) mr, (d) rr cases are depicted. Depending to the end group absolute R or S
con�guration each the four possible diad sequence can be translated in the correct
atomistic sequence according to the mapping rules indicated in reference [249].

on quaternions introduced by Kearsley.[268] Which is analytical (i.e., fast) and
assures chirality preservation. Quaternions are a non�commutative extension of
complex numbers and are widely used to describe rotations in classical as well
as quantum and relativistic physics.
Just to have an idea, the reverse�mapping of the systems containing 150 chains
of nine diads (corresponding to 150 10�mer chains, 24750 atom positions were
rebuilt), and three chains of 350 diads (corresponding 3 351�mer chains, 16863

atom positions were rebuilt) took few seconds on a common personal computer
(Pentium 4, 3 GHz).

For further details see reference [249].
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3.3 Simulations Strategy and Initial Con�gura-

tions Setup

In the case of a pure polymer melt, in a series of papers a systematic pro-
cedure to obtain well�relaxed all�atom melt structures of polystyrene starting
from mesoscale simulations of realistic coarse�grain models have been intro-
duced and validated.[241, 269, 248, 270, 249] The coarse�grain models obtained
from reference atomistic simulations have been successfully tested using both
MD [248] and, in order to simulate melts of molar mass up to 210000 g/mol, by
connectivity�altering MC simulations.[270] In both cases, chain dimensions were
found in very good agreement with experiments. Furthermore, the equilibrated
long�chain con�gurations reduced to entanglement networks via topological
analysis[271] provided a very good estimate of the molar mass between entangle-
ments and of the entanglement tube diameter extracted from plateau modulus
measurements. These coarse�grain models have been also used to calculate the
viscosity by reverse non�equilibrium molecular dynamics (RNEMD).[269] Fi-
nally, well relaxed all�atom melts successfully tested against experimental data
have been obtained by using a reverse�mapping procedure based on quaternion
algebra that, starting from equilibrated mesoscale melt structures, allows a very
fast and e�cient reconstruction of the atomistic detail.[249]

Here a similar approach using coarse�grain simulations and successive reverse�
mapping has been employed to obtain initial con�guration for four di�erent
systems modeling a polymer melt including a nanoparticle. In particular, as
sketched in Figure 3.7, as �rst stage, starting from one con�guration obtained
by MD equilibration of coarse�grain polymer chains, with periodic boundary
conditions, an equilibrated atomistic con�guration has been obtained applying
the procedure described and validated in reference [249].

The initial con�gurations of a nanoparticle embedded into a polymer melt
have been obtained inserting the gold nanoparticle into a cavity placed in the
center of the cubic box. The cavity has been obtained discarding from the back
mapping procedure the polymer chains overlapping with the nanoparticle. The
chosen overlap criterion is geometrical. In particular, two atoms are overlapped
if the distance between them (scaled by a tolerance coe�cient λ chosen be-
tween 0.6 and 0.8) was less then the arithmetic average of their Lennard�Jones
σ parameters. In the case of the non-coated nanoparticle, this procedure gives
systems ready for the equilibration run with a timestep of 2 fs. For the coated
nanoparticle, due to the presence of 1�dodecanethiol chains, the equilibration
is more di�cult. A straight application of the procedure outlined above gives
a very low polymer density around the particle. This results in collapses of
polymer chains in the neighborhood of dodecanethiol that causes failing of the
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Figure 3.7: On the left side coarse�grain models of polymer melts used for
the back mapping procedure are shown. The red beads correspond to m diads
the yellow ones to r diads. Coarse grain particles representing chain end groups
are in green. In the atomistic models the hydrogen atoms are not depicted for
clarity. Schematization of the reverse�mapping procedure for the obtainment of
initial con�gurations of (a) PS polymer melt; (b) PS polymer melt containing a
non�coated nanoparticle (systems 1 and 3 of Table 3.1). (c) PS polymer melt
containing a coated nanoparticle (systems 2 and 4 of Table 3.1). The coated
nanoparticle has been depicted with methyl chain end groups and the four subse-
quent �ve methylene carbon atoms, for which in the reverse�mapping procedure
λ is set equal to 0, in red, the remaining atoms of the chains are in blue.
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constraint algorithm for reasonable values of the time step. As opposite, us-
ing di�erent tolerance for the dodecanethiol atoms (λ = 0 or very low values
and between 0.6 and 0.8 for the other atoms) and introducing slowly excluded
volume interactions between the polymers and dodecanethiol atoms avoids the
chain collapse but makes the procedure very long. The best choice was to use
λ = 0 for the thiols methyl groups and for subsequent �ve carbon atoms and
hydrogens bonded to them and between 0.6 and 0.8 for the other atoms. This
avoids chain collapses and the excluded volume interactions can be introduced
in few stages.

To avoid possible artifacts depending on the chosen preparation procedures,
all systems were subjected to equilibration runs of 6 ns followed by production
runs not smaller than 10 ns. Table 3.1 contains details about all simulated
systems.

Table 3.1: Simulated systems. All systems have been simulated at constant
temperature and pressure (500 K and 1 bar).

System Nanoparticle

No. No. Total.

of PS of No. of

chains 8HQ atoms

1 Non�coated 145 0 24004

2 Coated 127 0 22478

3 Non�coated 86 277 19255

4 Coated 86 277 20699

System

ρ(r) Aver. DPS D8HQ Sim.

[kg/m3] Box size ×106 ×106 Time

[nm] [cm2/s] [cm2/s] [ns]

1 1057.9 6.42 1.51 � 10.5

2 1051.3 6.29 1.48 � 13.6

3 1072.7 6.10 3.25 20.5 30.0

4 1051.6 6.25 3.40 20.8 30.0

3.3.1 Simulation Details

All atomistic simulations were performed with the GROMACS package. [272]
The Berendsen manostat and barostat were used to get a NPT ensemble with
τP = 10 ps and τT = 0.1 ps couplings with a time step of 0.2 fs. All bond lengths
were kept constant by the SHAKE algorithm while for non�bonded interactions
a cut�o� together with a neighbor list of 1.35 nm were used.
For CG simulations, the GMQnum code, a version of the GMQ package able to
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handle numerical potentials and modi�ed in order to implement multicentred
Gaussian potentials, was used. The simulations were performed at constant
temperature (500 K) and constant pressure (P = 1 bar) for production runs.
The time constants for the loose coupling thermostat and manostat were set to
0.1 and 5 ps. A time step of 15 fs was used. Non�bonded interactions were
truncated beyond 15 Å.
The polystyrene force �eld has been already used to describe di�erent polystyrene
based materials: polystyrene gels,[273, 274], amorphous PS calculation of positro-
nium annihilation spectra,[275] anisotropy of di�usion of helium and CO2 in a
nanoporous crystalline phase of syndiotactic PS.[276] Details about the force
�eld and parameters can be found in reference.[249] Both coated and non�coated
nanoparticle models consider a gold core made of 79 Au atoms, organized in a
cubo�octahedral geometry with a Au�Au bond length of 0.292 nm. The model
of coated nanoparticle has 38 thiolate chains. This number has obtained ex-
perimentally and reported by Murray et al. for coated nanoparticles of 79 Au
atoms in cubo�octahedral geometry.[277]
The Lennard�Jones σ and ε values for Au were set as 0.293 nm and 0.1631
kJ/mol, Au�S bond has been modeled by a harmonic potential with a mini-
mum distance of 0.240 nm, all the parameters regarding Au, C, and S atoms
have been taken from the models of an Au(111) surface coated by alkylthiolate
monolayers reported by Ayappa and co�workers, further details and parameters
can be found in reference [278].
The 8�HQ model was developed on the basis of similarity between this molecule
and organic molecules present in the OPLS force �eld.[279] In particular, σ and
ε parameters corresponding to pyridine and phenol have been employed. The σ
and ε values of N were set as 0.325 nm and 0.71128 kJ/mol. The σ and ε values
of O were set as 0.307 nm and 0.71128 kJ/mol. For N atom partial charges and
constrained distances employed for 8�HQ are shown in the Figure 3.8 below.
Other parameters regarding bond angles, proper and improper torsions have
been taken from OPLS models for pyridine and phenol.

3.4 Results & Discussion

3.4.1 Polymer Chains and 8�HQ di�usion

In Figure 3.9 the center of mass mean square displacement (MSD) of PS chains
as function of time is shown. From the slope of the curves reported it is possible
to calculate di�usion coe�cients, using Einstein's equation:

6D =
d

dt
〈|Ri(t)−Ri(0)|2〉 (3.5)
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(a) (b)

Figure 3.8: (a) Partial charges (ecu) adopted for the 8�HQ model. (b) Bond
constraints (nm) adopted for the 8�HQ model. The C�H bond have been all
constrained to 0.108 nm.

Where Ri(t) is the position of the ith polymer center of mass at time t. Averaging
is performed over all polymer chains as well as over time origins. As reported
in Table 3.1, the di�usion coe�cients of polymer chains have similar values
in both systems containing a non�coated and a coated NP, in both cases the
calculated value is about 1.5× 10−6 cm2/s. This value is lower than the one for
a pure PS melt of 2.4 × 10−6 cm2/s calculated at the same temperature using
the same PS model.[248] This di�erence shows that the presence of a NP in a
polymer melt reduces the chain mobility. From the Figure 3.9 is also clear that
both curves corresponding to simulated systems including the 8�HQ molecules
(systems 3 and 4) show a similar behavior and a higher slope with respect to
systems 1 and 2 in which there is a pure polymer phase. This is reasonable
because it is known that in presence of a lower molecular weight compound
there is an increase of mobility of a polymeric material. The resulting center of
mass di�usion coe�cients for PS chains are 3.25 × 10−6 cm2/s for the system
including a non�coated NP and 3.40× 10−6 cm2/s for the system containing a
coated NP.

For the smaller 8�HQ molecule one order of magnitude larger (see Table 3.1)
di�usion coe�cients than for PS chains are calculated for both systems 2 and
4.

3.4.2 Radial Density Pro�les

In Figure 3.10 radial mass densities ρ(r) as function of the distance r from the
nanoparticle center of mass are shown. In particular, in Figure 3.10a the radial
mass density of PS chains as a pure phase is shown.

The ρ(r) of Figure 3.10a shows two distinct peaks at about 1.3 and 2.3 nm.
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Figure 3.9: Mean square displacements Vs. time calculated for the centre of
mass of PS chains in the four considered systems. The two curves corresponding
to systems 3 and 4 containing 8�HQ molecules show larger slopes with respect to
the systems with a pure polymer phase.

Figure 3.10: Radial density pro�les of the centre of mass of PS chains, for
systems containing a non�coated gold nanoparticle as function of the distance
from NP centre of mass. (a) System 1. (b) System 3. In red is reported the
calculated radial density for the centre of mass of 8�HQ molecules.

The �rst peak is stronger (1500 kg/m3), showing a chain ordering in the vicinity
of the nanoparticle, the second peak is weaker (1000 kg/m3). Beyond 2.5 nm the
value of the density becomes equal to the polymer melt density. This means that
at distances larger than 2.5 nm there is no correlation between the presence of
the nanoparticle and polymer chain positions. The calculated radius of gyration
of the non-coated nanoparticle is 0.53 nm, while for a polymer chain is about 0.6
nm. It is apparent that polymer chains closer to the nanoparticle are arranged in
two layers the �rst one more tightly packed (with a density 60% higher than the
melt value) the second one less but with a density still higher (around 10%) than
the pure PS melt. This is not surprising and this typical behavior is reported
by numerous simulations studies.[225, 233, 236, 227, 280, 228, 240, 210, 241]

The ρ(r) of Figure 3.10b shows the behavior of the system in presence of
8�HQ. The radial density retains the main the features of the corresponding
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one in a polymer pure phase. There is still a packing of polymer chains close
to the nanoparticle but, in this case, a single peak at 1.3 is obtained showing
less strong chain ordering (1000 kg/m3). As for third component, the �rst peak
(red curve of Figure 3.10b) lies at 1.1 nm indicating some preference for 8�HQ
molecules to be placed at the polymer/nanoparticle interface.

Di�erent is the behavior of the system containing the coated nanoparticle
shown in Figure 3.11. In fact, beside an obvious shift of the �rst peak at larger
distances due to the alkanethiol chains excluded volume interactions (in this
case the sum of the nanoparticle 0.89 nm and polymer gyration radius is about
1.5 nm), this system is characterized by a smoother behavior of the ρ(r).

Figure 3.11: Radial density pro�les of the centre of mass of PS chains, for
systems containing coated gold nanoparticle as function of the distance from NP
centre of mass. (a) System 2. (b) System 4. In red is reported the calculated
radial density for the centre of mass of 8�HQ molecules.

The density shows much less structure and a slower growth from zero to the
maximum value (1100 kg/m3 at about 2.2 nm). In the same way the ρ(r) of 8�
HQ (red curve of Figure 3.11) does not show peaks in the vicinity of the coated
nanoparticle. Furthermore it is interesting to note that the ρ(r) of 8�HQ shows
quite high values (comparable with the long distance one) already for distances
smaller than the nanoparticle radius of gyration. This indicates a penetration
of the 8HQ molecules inside the dodecanthiols layer.
This feature will be more clear and will be treated in a more detailed way in the
following where the atomic contribution to the radial density will be discussed:
atomic radial mass densities ρ(r) for the each system as function of the distance
r from the nanoparticle center of mass are shown. In particular, the density due
to backbone, phenyl rings and end groups carbon atoms of the polymer chains
will be reported separately.

In Figure 3.12 the behavior of ρ(r) for the system containing a non�coated
nanoparticle in a pure polymer phase is shown. It is worth noting that, as results
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from the curve related to the phenyl rings (red curve of Figure 3.12) , the atoms
of the rings are closer to the nanoparticle/polymer interface. Non zero values
of the density of the aromatic carbons start from 0.6 nm. In Figure 3.13 is

Figure 3.12: Atomic radial mass densities as function of the distance from the
NP centre of mass for system containing a non�coated nanoparticle in a pure
polymer phase.

shown a typical con�guration of polymer chains close to the nanoparticle, from
the picture it is clear that the polymer chains approach the nanoparticle surface
exposing mainly the phenyl rings.

Figure 3.13: Snapshot of system 1, showing some polymer chains closer to the
nanoparticle surface. Polymer chains approach the nanoparticle surface expos-
ing mainly the phenyl rings (white color). The backbone carbons are in blue,
hydrogen atoms are omitted for clarity.

In Figure 3.12b is reported a detail of the plot of Figure 3.12a, in particular,
the polymer chain end groups radial density is shown in a smaller scale. From
the plot of Figure 3.12b is clear that there is a slightly higher concentration of
end groups at a distance of about 1 nm from the nanoparticle center of mass.

In Figure 3.14 the behavior of ρ(r) for the system containing a non�coated
nanoparticle in polymer phase in presence of 8�HQ is shown. Similarly to the
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Figure 3.14: Atomic radial mass density as function of the distance from the NP
centre of mass for system 3, containing a non�coated nanoparticle in a polymer
phase in presence of 8�HQ molecules

pure polymer system, the phenyl carbon atoms are closer to the nanoparticle but
the peak is less pronounced showing less structuring of the polymer around the
nanoparticle (this di�erent behavior is also apparent in the centre of mass radial
densities). In this case also the atoms of 8�HQ are close to the nanoparticle
surface. Non zero values of radial density of atoms of 8�HQ start from about
0.6 nm. Also in this case there is a higher concentration of the polymer end
groups at a distance of about 1 nm from the nanoparticle centre of mass.

The discussion is focused now on the systems including a coated nanoparticle,
in Figure 3.15 the behavior of ρ(r) for the system containing a coated nanopar-
ticle in a pure polymer phase is reported. The alkanethiolate carbon chains

Figure 3.15: Atomic radial mass densities as function of the distance from the
NP centre of mass for the system 2 containing a coated nanoparticle in a pure
polymer phase
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density (aqua curve of Figure 3.15a) shows non zero values until 2.0 nm. This
length can be considered as the maximum average nanoparticle radius. Also in
this case the atoms closer to the interface are the phenyl ring carbons. It is
worth noting that the curves of the radial density of alkanethiol carbons and
the one related to polymer chains largely overlap in the region going from 0.7
to 2 nm from the NP centre of mass. This indicates that the polymer chains
atoms, especially the one of phenyl rings penetrate, at some extent, inside the
alkanethiolate chains. Indeed, non zero values of the radial densities of phenyl
carbon atoms can be observed starting from 0.7 nm. In contrast with the be-
havior of the system including a non�coated nanoparticle the radial density of
carbon atoms of both phenyl rings and backbone grows more smoothly and
without showing a maximum. Furthermore, di�erently from the behavior of the
systems with a non�coated nanoparticle, there is not an higher concentration
of polymer chain end groups close to the gold surface neither in the region of
alkanethiolate chains. In particular, from Figure 3.15b it is clear that the poly-
mer chain end groups radial density increases smoothly from zero starting from
about 1 nm from the nanoparticle centre of mass until reaching the constant
bulk value starting from 2.1 nm from the nanoparticle centre of mass. The ra-
dial density of NP alkyl chains end groups shows a maximum at around 2 nm
in the region of nanoparticle polymer interface.
In Figure 3.16 is shown a typical con�guration of polymer chains close to the
coated nanoparticle, from the picture is clear that the polymer chains approach
the nanoparticle surface exposing the phenyl rings (white atoms), some of the
rings penetrate trough the alkyl chains (in red) layer.

Figure 3.16: Snapshot of system 2, showing some polymer chains closer to
the nanoparticle surface. Similarly, to system 1 (shown in Figure 3.13) polymer
chains approach the nanoparticle surface exposing mainly the phenyl rings (white
color) some of the phenyl rings penetrate trough the alkyl chains layer (in red).
The backbone carbons are in blue, the thiols chains are depicted in red, hydrogen
atoms are omitted for the sake of clarity.

In Figure 3.17A the radial densities of the system including a coated nanopar-
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ticle in a polymer phase in presence of 8�HQ are shown.

Figure 3.17: Atomic radial mass densities as function of the distance from the
NP centre of mass for the system 4 containing a coated nanoparticle in a polymer
phase in presence of 8�HQ molecules.

Similarly to the pure polymer system, the phenyl carbon atoms are close to
the nanoparticle and from the overlap between the curves related to phenyl and
backbone carbon atoms and to the alkyl chains of the nanoparticle also in this
case it is possible to observe some penetration of the polymer chains inside the
coating layer. In this case, the atoms closer to the gold surface are the 8�HQ
ones. In fact the curve related to the 8�HQ atoms radial density starts to show
non zero value from about 0.6 nm and �nally grows to bulk values starting
from distances from the nanoparticle centre of mass of about 2 nm. It is worth
noting that, in the case of the non�coated nanoparticle, the 8�HQ molecules are
close to the nanoparticle surface together with the carbon atoms of the phenyl
groups (the two curves of Figure 3.17 corresponding to 8�HQ and phenyl carbon
overlap in the region close to the gold surface).
In contrast, in this case for the coated NP shown in Figure 3.17a the radial
density of 8�HQ atoms results closer to the NP centre of mass and the curve
corresponding to the phenyl ring is shifted at a larger distance. Furthermore, in
the case of Figure 3.17a, the radial density of 8�HQ atoms grows more smoothly
than the one shown if Figure 3.17 and does not show peaks. Also in this case
the radial density of NP alkyl chains end groups shows a maximum at around
2 nm in the region of nanoparticle polymer interface.

3.4.3 Polymer Chain Dimension

In Figure 3.18 the behavior of end�to�end distance and radius of gyration of
the PS chains as function of the distance between the nanoparticle and chain
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centre of mass are reported. In particular, in Figure 3.18a are shown the data
extracted from the simulations of systems including a non�coated nanoparticle.
From Figure 3.18a it is clear that for both pure polymer phase as well as in
presence of 8�HQ there is an increase of the dimension for chains closer to the
nanoparticle. In particular, at short distance from the nanoparticle, for the
systems shown in Figure 3.18a there is an increase of about 6% (black curve) in
the end�to�end distance from the value of the melt. For the system including
8�HQ (red curve of Figure 3.18a) there is a similar increase (about 7%) of the
chain dimension. At distances larger than 2 nm the chain dimension converges
to the value of the pure PS melt. The results are similar for the system including
8�HQ (red curve of Figure 3.18a). For the systems shown in Figure 2.1a the be-
havior of the radius of gyration shows trends similar to the end�to�end distance.

In Figure 3.18b are shown the data extracted from the simulations of systems
including a coated nanoparticle. The behavior is similar to the one shown in
Figure 3.18a, there is an increase of the chain dimension close to the nanoparticle
then for larger distance the dimension converges to the one of the pure polymer
melt. The system in pure polymer phase shows a chain expansion of about
8% with respect to the value of pure polymer melt close to the nanoparticle.
In the presence of 8�HQ (red curve of Figure 3.18b) the chain expansion is
about 5%. In all cases for both non�coated and coated nanoparticles in the
case of pure polymer phase and in presence of 8�HQ an increase of the chain
dimension going from 5 to 8% is found. A similar behavior has been obtained
in simulations of model bead a spring polymers in contact with a nanoparticle
by Glotzer et al.[229] the increase in the dimension was found to be of the order
of 20%. Brown and co�workers found from molecular dynamics simulations
of PEO oligomers in contact with a silica nanoparticle an expansion of chain
dimension of the order of 15%. Brown The smaller expansion values that we
obtained probably are due to the larger sti�ness of PS with respect to more
�exible bead and spring and PEO chains.

3.4.4 Orientation of 8�HQ molecules

The orientation of 8�HQ with respect to the nanoparticle can be characterized
using certain molecule��xed unit vectors. In Figure 3.19 are schematized the
structures of the gold nanoparticle and 8�HQ together with the vectors used
to characterize the orientation of 8�HQ with respect the (111) surface of the
nanoparticle.

In particular the vectors ûNP perpendicular to the eight (111) surfaces of the
octahedral nanoparticle and the three vectors û1, û2 and û3 are depicted.
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Figure 3.18: (a) PS end�to�end distance (L) and radius of gyration (Rg) as
function of distance between NP and PS centre of mass for systems 1 (black
curves) and 3 (red curves) containing a non-coated nanoparticle. (b) PS end to
end distance (L) and radius of gyration as function of distance between NP and
PS centre of mass for systems 2 (black curves) and 4 (red curves) containing a
coated nanoparticle.

Figure 3.19: Schematized structures of gold nanoparticle and 8�HQ together
with the vectors used to characterize the orientation of 8�HQ with respect the
nanoparticle (111) surface. Four among eight possible ûNP vectors perpendicular
to the nanoparticle surfaces are shown

As unit vector have been arbitrarily taken: û1 the in�plane vector along the
bond shared by the two rings of 8�HQ; the other in�plane vector û2, perpendic-
ular to û1 and joins the middle of the two C�C bonds parallel to the central C�C
bond; a third orientation vector û3 obtained by the vector product of û1 × û2

is normal to the molecular plane.

The orientation of the 8�HQ molecule with respect to the nanoparticle, as
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function of the distance between the nanoparticle and 8�HQ centre of mass, has
been characterized calculating a suitable orientation function averaged over dif-
ferent molecules, for all eight ûNP vectors and simulation time. Speci�cally, the
mutual orientation of the nanoparticle surface and the 8�HQ molecular plane
can be obtained considering the angle between the vectors ûNP (perpendicular
to the (111) nanoparticle surface) and û3 perpendicular to the molecular plane
of 8�HQ. In Figure 3.20 is reported the averaged order parameter P2 of the angle
between the vectors ûNP and û3 as function of the distance for the system con-
taining a non coated nanoparticle in the presence of 8�HQ. The order parameter

Figure 3.20: P2 order parameter of the angle between the vectors ûNP and
û3 (see Figure 3.19) as function of the distance between NP and 8�HQ centers
of mass for the system containing a non�coated nanoparticle in the presence of
8�HQ. The blue curve shows the behavior of 8�HQ centre of mass radial density.

P2 has been obtained calculating the second order Legendre polynomial

P2 =
1

2
〈3 cos2 θ − 1〉 (3.6)

Values of P2 close to one indicate a predominance of parallel or antiparallel
orientation of two vectors, values close to �0.5 indicate a predominance of per-
pendicular orientation. Random orientations give values of P2 equal to zero.
According to the de�nitions given above, from the plot of �gure 11 it is clear
that for distances between the nanoparticle and 8�HQ centre of mass lower than
1.2 nm the 8�HQ molecules are oriented with the molecular plane parallel to
the nanoparticle surface. In �gure 11 together with the P2 the radial density of
8�HQ molecules is also reported. From the radial density behavior is clear that
at short distances, where the orientation is stronger, the radial density is low.
The nanoparticle radius is about 0.6 nm and this means that when the distance
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between 8�HQ and nanoparticle centre of mass is about 0.6 the molecules are
attached to the surface. According to this, the few molecules 8�HQ that are
very close to the surface have a strong parallel orientation. This behavior is
reasonable due to the excluded volume interactions between atoms of the gold
surface and the atoms of the 8�HQ molecules. At distances where the radial
density is larger at around 1 nm the parallel orientation is still present but less
stronger. Finally, at distances larger than 1.2 the plot of �gure 11 indicates a
random orientation. In Figure 3.21 is depicted a snapshot of the simulated sys-
tems including a non�coated nanoparticle, where some of the 8�HQ molecules
closest to the gold surface are shown. From Figure 3.21 it is clear the parallel

Figure 3.21: Snapshot of system 3, showing three 8�HQ molecules close to the
nanoparticle surface. According to the analysis of orientation functions shown in
Figure 3.20 the 8�HQ molecules orient the molecular plane parallel to the NP
surface.

orientation of 8�HQ molecules with respect to the nanoparticle surface.

In Figure 3.22 is reported the averaged order parameter P2 of the angle be-
tween the vectors ûNP and û3 as function of the distance for the system con-
taining a coated nanoparticle in the presence of 8�HQ. At very short distances,
between 0.6 and 0.7 nm from the nanoparticle centre of mass, the molecular
plane is oriented parallel to the nanoparticle surface. In this case, as is possible
to see from the plot of 8�HQ radial density, at these very short distances the 8�
HQ radial density is practically zero. The region from 1.0 to about 1.5 nm away
from the center of mass correspond to higher density of alkyl chains (i.e. the
nanoparticle corona). In this region, as already noted in the previous section,
the density of 8�HQ is relevant. The behavior of the average P2 in this region
is characterized by negative values ranging from �0.3 to zero at distances larger
than 1.5 nm. This indicates a preference for the 8�HQ molecules penetrating
inside the region with high density of alkyl chains to orient perpendicular to
the gold surface. In Figure 3.23 is depicted a snapshot of the simulation of the
system including a coated nanoparticle in presence of 8�HQ, in the �gure have
been reported some of the 8�HQ molecules closer to the nanoparticle surface.
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Figure 3.22: P2 order parameter of the angle between the vectors ûNP and û3

as function of the distance between NP and 8�HQ centers of mass for the system
containing a coated nanoparticle in the presence of 8�HQ. The red curve shows
the behavior of thiols carbon atoms density. The blue curve shows the behavior
of 8�HQ centre of mass radial density.

From the picture it is clear the penetration of the 8�HQ molecules through the
alkyl chain layer and their tendency to be perpendicular to the gold surfaces.

Figure 3.23: Snapshot of system 4, showing some 8�HQ molecules close to
the coating layer. According to the analysis of orientation functions shown in
Figure 3.22 the inner 8�HQ molecules have the tendency to orient the molecular
plane perpendicular to the NP surface.

3.5 Summary

Using MD simulations interfaces between gold nanoparticle and PS melts have
been fully characterized at atomistic level. Considering their relevance in the
memory technology applications, systems containing gold nanoparticle included
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in PS polymer melts also in presence of 8�HQ molecules have been studied.
Four di�erent systems have been compared. In order to understand the e�ects
of nanoparticle coating on the interfaces structure, results obtained for systems
including coated and non�coated gold nanoparticles in a PS melt have been com-
pared. Furthermore, the e�ects of the presence of a third low molecular weight
component (8�HQ) and its orientation with respect non�coated and coated gold
nanoparticles have been considered. According to previous literature studies,
calculated radial density pro�les show that the presence of non�coated nano-
particles in a polymer melt causes an ordering of polymer chains. This e�ect is
less pronounced but still present for PS chains in presence of the lower molec-
ular weight 8�HQ third component. A similar ordering behavior is found for
the 8�HQ molecule. In presence of a coated gold nanoparticle, calculated radial
density pro�les, show much less order for both PS chains and 8-HQ molecules
with respect to systems including a non�coated nanoparticle. Atomic contribu-
tions to the radial density pro�les reveal that, in both cases of non�coated and
coated gold nanoparticles the PS chains expose the phenyl rings to the nanopar-
ticle surface. In the case of coated nanoparticles there is some penetration of
the PS phenyl rings into nanoparticle coating layer. When 8�HQ is present,
this molecule is closer to the nanoparticle surface and when in contact with a
coated nanoparticle shows a deeper penetration into the thiols layer. The ori-
entation of 8�HQ results short range and parallel with respect to the surface of
non�coated gold nanoparticles. Di�erent is the 8�HQ orientation in the case of
a coated gold nanoparticle. In this case the orientation results perpendicular to
the nanoparticle surface.



Conclusions

In addition to the summary at the end each topic, the most important conclu-
sions that can be drawn from this thesis are listed below:

Reactivity Problem � Metathesis:

(a) The �exibility around the N�substituent bond is a key feature, so far
underestimated, that allows NHCs to modulate their encumbrance
around the metal in order to allow the coordination even for incoming
bulky substrates. The Ru�complexes that have been investigated
here are relevant as (pre)catalysts for ole�n metathesis. However, it
is reasonable that the emerged behavior can be easily extended to
NHC ligands in almost any NHC�transition metal complex.

(b) The reduced electron density on the π MO of the methylidene group,
due to the presence of a π�acid ligand trans to it, allows for a favor-
able interaction with the π�aromatic system of the proximal mesityl
group of the NHC ligand, which leads to metallacycle formation �rst
and subsequently in the formation of a tensioned cyclopropane struc-
ture that �nally evolves to the experimental product via a Buchner
type ring expansion. The presented results clearly indicate that sev-
eral π�acid groups can promote this deactivation route. However,
this group must be able to approach the Ru center in the sterically
protected coordination position trans to the Ru�methylidene bond.

Structure Problem � Metal/polymer interface: the calculated radial den-
sity pro�les allowed to get atomistic insights in the Metal/polymer in-
terface. In both cases of non�coated and coated gold nanoparticles the
polystyrene chains expose the phenyl rings to the nanoparticle surface. In
the case of coated nanoparticles there is some penetration of the polystyrene
phenyl rings into nanoparticle coating layer. When it is present, the third
organic component (8�hydroxyquinoline) is closer to the nanoparticle sur-
face and when in contact with a coated nanoparticle shows a deeper pene-
tration into the thiols layer. The orientation of 8�hydroxyquinoline results
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short range and parallel with respect to the surface of non�coated gold na-
noparticles. Di�erent is the 8�hydroxyquinoline orientation in the case of
a coated gold nanoparticle. In this case the orientation results perpendic-
ular to the nanoparticle surface.
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