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CHAPTER 1

Introduction

Combustion engines have been for a long time thst mgportant prime
mover for transportation globally. A combustion emgis simple in its
nature; a mix of fuel and air is combusted, andkwsrproduced in the
operating cycle. The amount of combusted air arel fiontrols the
amount of work the engine producas

The engine work has to overcome friction and pumpasses, and a
smaller engine has smaller losses and is therefooge efficient.
Increasing engine efficiency in this way is comnyomnéferred to as
downsizing. Downsizing has an important disadvagttagsmaller engine
cannot take in as much air and fuel as a largey ane is therefore less
powerful, which can lead to less customer acceptanc

By increasing the charge density the smaller engarebe given the
power of a larger engine, and regain customer @anep. A number of
charging systems can be used for automotive apiolica e.qg.
supercharging, pressure wave charging or turbogt@rgurbocharging
has become the most commonly used charging syseme it is a
reliable and robust system, that utilizes somdefenergy in exhaust gas,
otherwise lost to the surroundings.

There are however some drawbacks and limits ofl@otinarger. The
compressor of a single stage turbo system is sfed the maximum
engine power, which is tightly coupled to the maximmass flow. The
mass flow range of a compressor is limited, whiopases limits on the
pressure build up for small mass flows and thematgyine torque at low
engine speed. Further, a turbo needs to spin g totational speed to
increase air density, and due to the turbo inatrtiakes time to spin up
the turbo. This means that the torque responsdwbacharged engine is
slower than an equally powerful naturally aspiragegjine, which also
lead to less customer acceptance

A two stage turbo system combines two differenedizurbo units,
where the low mass flow range of the smaller umigans that pressure
can be increased for smaller mass flows. Furthee @ the smaller
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inertia of the smaller unit, it can be spun updasind thereby speed up
the torque response of the engine. The smalleraamitthen be bypassed
for larger mass flows, where instead the largdydumit is used to supply
the charge density needed [71].

1.1 Generalities on engine modeling

In the past years, the recourse to experimentdysagmon the test bench
was the only way to design an engine, analyze ttlatpnt emissions and
develop engine control strategies. This method ledvy in terms of
human resources, facilities and time and, thertherdevelopment costs.
These aspects influenced both the final cost onctieomer and the
product time-to-market.

Starting from the need of limiting time and cost® engine models
have been developed to estimate engine performaacdspollutant
emissions with a narrow set of experimental datde Tuse of
mathematical models in an automotive control systmmgaining
increased interest from the industry. This incrdasgerest comes from
the complex engine concepts used, where additamtahtors and degrees
of freedom are added to the systems. Model basetlotas proposed as
a way of handling the increased complexity.

According to the description of phenomenon, the afsexperimental
data and computational time, the models can bsitkdinto:

*  White box

* Grey box

» Black box

The white box models are based on the resolutionpaftial
differential equations (PDE) and the need of expental data is very
limited. This means that the white box models anéed from engine
geometry and characteristic with an high degregesferalization. The
drawback is the high computational effort, therefanly steady state
condition can be simulated with these kind of medel

The black box models use a large number of expetmhelata in
order to make up to the lack of a physical matheaktescription. The
benefit of the black box models is the limited cangtional demand.
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Thank to this peculiarity, they are suitable foalreme applications such
as on-board and ECU implementation.

The gray box models are the right settlement betwelee
generalization of white box models and the fast patational time of
black box models: they merge the experimental dngipal information
about the process. They are frequently used foetiggne control tuning,
assumed a given geometry.

The choice about the model to be used derives fhenkind of engine
under test. Indeed the most critical phenomena edeinare different
depending on the fuel, the modality of combustiod the presence of the
turbocharger.

For a compression ignition engine (Cl), especifdlya Common Rall
multiple injection Diesel engine, the attention hasbe focused on the
combustion phase and on the in-cylinder eventsusecthey are the most
critical phenomena in the engine cycle. The reasmsist in the modality
of the mixture formation. Almost all the modern Beé engines adopt the
direct injection: the fuel is injected directly the combustion chamber
and the air turbulence has to provide the sufficearergy for the mixture
before reaching the flammability conditions. In ailet engine, there
are several injection per engine cycle (till 8 pgcle in the Multijet Il
system). The first interesting effect is that themgosition in the
combustion chamber cannot be considered homogen&outhermore
the ignition timing cannot be decided and deterhiagriori. It is evident
that, in order to have a good estimation of theirengcycle, the
phenomena above described must be modeled withighndegree of
physical concepts.

In a spark ignition engine (SI) with indirect fuatjection, the
combustion is easiest to simulate because the mixtome in the
combustion chamber already mixed and its compaositem be assumed
homogenous. Besides the combustion starts depermainde sparking
plug timing. The most common used combustion modetsbased on
guasi-dimensional approach, with semi-empirical Mgidaw for the heat
release rate simulation. For these engines théanemd dynamic effects
in intake and exhaust systems have greater infeie@oe-dimensional
models of gas dynamics, representing the flow aedceat transfer in the
piping and in the other components of the engirstesy are often used
for SI engine simulation.

The recent years have seen the extension of trerchgrgers system
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(mostly turbochargers) also to smaller engines mgmng the city cars.
This justifies the increasing interest of manufestsl about turbochargers
and the development of a wide numbers of turbo@rargdels.

1.2 Combustion modeling

The combustion models can be divided in three caieg zero-
dimensional models, quasi-dimensional models andti-aimensional
models [19][33][88][98].

The zero-dimensional models or single zone modgipase that at
any time the composition and the temperature ofrtheylinder gases are
uniform. These kind of models are able to forecasty well the
performances of the engine with a low computatiafdrt as shown in
[8][14][17][18][113]. Nevertheless they are nottslle for the estimating
of the gradients of gas composition and temperaturthe combustion
chamber, which are fundamentals for the pollutamssions calculation.

In opposition to the zero-dimensional models, thare the multi-
dimensional models, in which the differential eguas, that describe the
in-cylinder fluid motion, are solved by using veiige grids. However,
some processes are still simulated by means of gohemological
submodels and the simulation results are stronmdlyenced by the used
calibration parameters. Consequently, it is nosjids guarantee for each
operating condition an adequate level of accurdoy.addition, the
computational time and memory request impose tipdicgion only for
the design of the combustion chamber and not ®d#finition of control
strategies.

In the middle there are the quasi-dimensional nedehey combine
the benefit of both types of models, through thsoka&tion of balance
equations of mass and energy without explicithegnating the balance
equations of momentum. These models are able taderanformation
about the spatial distribution of temperature amanposition of in-
cylinder gases with lower detail than multi-dimemsl but with a much
lower computational burden. Over the years seveuasi-dimensional
models have been developed with only two zones €[1P1]) up to
models with more than one hundred zones ([63],,[[[4] e [86]). These
models, as well as the number of zone, differ i ldvel of detail and
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accuracy of the submodels used in the descriptibrprocesses of
penetration, atomization, evaporation, mixing arambustion. Some
multi-zone models simulate the mixing and subsegbeming without
considering the dynamics of the spray ([68] e [7FPr example, in [68],
an instantaneous vaporization of the fuel injedt®@d the cylinder is
assumed. Other models, such as that proposed i ¢énsider the
processes of atomization and evaporation so rapitdpared to the
mixing that can be neglected: the spray is desdrdsea jet of steam and
the liquid phase is not considered. Strictly spegkithe processes of
atomization and evaporation can be neglected dnlya in-cylinder
conditions are close to the fuel critical point.eféfore, it is not possible
to apply this type of models in a wide range ofieagperation. One of
the most advanced multi-zone models is undoubtbeyne proposed by
Hiroyasu and Katoda ([63]) and later taken by Jand Assanis ([67]),
where the spray is divided into many zones, botnglthe axial and
radial direction, simulating the time evolutionedch of them. The angle
formed at the base of the spray penetration, tieBSaean diameter and
the breakup length are simulated using experimeotaélations obtained
through studies in environments with constant pmessin addition, the
effect of swirl motion and the collision of the jgith the cylinder walls is
considered through appropriate empirical coeffigeAn important point
has to be taken in account: in the latest generatidDiesel engines, the
fuel injection pressure and the in-cylinder pressamd temperature at the
time of injection are significantly higher than s®considered in these
models. It should be noted that among the mentiomelti-zone models,
there are few examples of combustion submodels ¢hat simulate
adequately both the diffusive and premixed combustiFor example, in
the model proposed in of Ramos J. .[92], the lmgmate depends on the
amount of air incorporated during the premixed costion without
taking into account the mixing. Many works, as [@8jd [118], assume
that the fuel burns in a stoichiometric mixturee$l models overestimate
the temperature in the combustion chamber andftirereverestimate the
NOy emissions. In addition, they are extremely seresitd the amount of
entrained air which is often calibrated approphaterough coefficients
that take values very different among the differ@thors [67]. At last, in
other works ([23]) the combustion submodel is basada turbulent
simplified approach, in order to take into accotim effect that the
mixing has on the combustion. Many Multi-zone med#b not consider
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radiative heat exchange ([63] and [118]): its cdwiion to the overall
heat transfer may vary significantly {5 50%) [62].

In almost all multi-zone models the emissions ofyN@d SOOT are
estimated using, respectively, the well-known Zeide mechanism
([62]) and the formation mechanism of oxidationgweed by Hiroyasu et
al. [63]. In some recent works the oxidation mgutelposed by Nagle and
Strickland-Constable was also applied [67][88].

1.3 Turbocharger performance representation

State-of-the-art analyses on turbocharger modelsgthe one proposed
in [71], evidence that turbocharger performances wsually presented
through maps based on corrected variables. Theat@ns are important,
since the performance maps are otherwise only Validhe conditions
under which they were measured. The basis for treections is the
dimensional analysis [106] and the correction dquatrelevant for a
turbochargers are presented in [38][76][115]. Toerection equations
scale the turbine and compressor performance \esiabased on the
current inlet temperature and pressure. An experiahenvestigation of
the correction quantities for the compressor is@néed in [75]. There are
standards describing the procedures involved insov@gy a turbo map,
see [95][96][13][31]. The definition of when surgecurs, which gives
the smallest mass flow point for a corrected cosgwe speed, have been
discussed in recent works [1][47]. A summary of sordifferent
turbocharger test facilities is presented in [Mgthodology to measure
turbo performance on an engine in a test stancesepted in [73].

1.3.1.Compressor map

There are four performance variables for the cosgmemap: corrected
mass flow, pressure ratio, corrected shaft speddadrabatic efficiency.
The corrected compressor mass flow is given byth€1.1)
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TOl
T

c,std
Pos

pc, std

rhc,corr = rrl) (11)

where m, is the compressor mass flow,, is the compressor inlet
temperature, andp,, is the compressor inlet pressure. The temperature
T, s @nd the pressurg__, are the reference states. The reference states

c,std
must be supplied with the compressor map, sinceetstates are used to
correct the performance variables. The compresssspre ratio is given
by the eq. (1.2)

n, =re (1.2)
Pos

where p,, is the compressor outlet pressure. The correttafi speed

is defined as eq. (1.3)

Nc,corr = NtcL (13)
TOl

T

c,std

where N, is the turbo shaft speed. The adiabatic efficieatyhe

compressor is defined as eq. (1.4)
=

2
_\ Po1
n, = T (1.4)

0z 1
T01

where ). is the ratio of specific heats for air. The adiabafficiency

describes how efficient the compression of the igagxompared to an
ideal adiabatic process. Or in other words, how hmtite pressure
increases, compared to how much the temperatuneases. Points
measured with equaN are connected in the compressor map, and

c,corr
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are referred to as speed lines. A speed line dsnsisa number of
measurements ofl, and m, ., and gives the characteristics of the

compressor. Compressor efficiengyis also measured for each point,

and contours of constamf are normally superimposed over the speed

lines. The mass flows measured on each speeddigerfrom the surge
line into the choke region. An example of a compoesnap is shown in
Figure 1.1

The surge line is the boundary of stable operaiothe compressor.
A compressor will enter surge if the mass flow esluced below this
point. Surge is an unstable condition, where thesrffow oscillates.
These oscillations can destroy the turbo. Compredsoke is found for
high mass flows, and indicates that the speed wiid@s reached in some
part of the compressor. Measurements are condattddferentN_ .

up to the maximum allowable, and mechanical failofehe turbo can
result if the speed is increased further.

3854
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246.3 / /
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Figure 1.1 Example of compressor map
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1.3.2.Turbine map

As for the compressor map, there are four performance variables used in the
turbine performance map: corrected mass flow, expansion ratio, corrected
speed and adiabatic efficiency. It is further common to define two more
variables for the turbine: turbine flow parameter and turbine speed parameter.
The corrected turbine mass flow is given by the eq. (1.5)

T03
. . T, d
n.l,corr = m F:’St (15)
03
pc,std
where T, ,and p 4 can be other standards states, than are used in

the compressor maps. The turbine mass fldw is the combustion
products and thus normally the sum of fuel andTdie pressureg,, and
P, are the turbine inlet and outlet pressure, respdyt and T, and T,

are the turbine inlet and outlet temperature, retbgaly. It is common to
neglect the standard states in eq. (1.5), and prégine data using the
turbine flow parameter or TFP

T
TFP=m & (1.6)
p03
The turbine expansion ratio is given by the ed/)(1.
n, =Pe (1.7)
Pos

Some authors prefer to have the pressure afteraimgponent divided
by the pressure before, as is the case for the r@m®@r pressure ratio, as
eg. (1.2). The corrected turbine shaft speed isrghy the eq. (1.8)
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N
T03
=

t,std

Nt,corr = NTC (1'8)

It is common to neglecT,, in eq. (1.8) and define the turbine speed
parameter (TSP) as the eq. (1.9)

\V '03
@ o a0 - 800 mis] mase; HUB: 15,80 mm (0102451
3 - —— o i /
e i T '
f/u) T T 1
T on = o | o | e g—a 00 s |SD 5%, Hub: 7,40 mm .umsssm'
B} o _,_—.*3—_.
2 | az10| = | —e— =50 ”Si 40 %%; Hub: 5,30 mm (010863T1]
= | R e
= |
& P
g m,w“’ |20
oo
o
= " n e 0 s |min-lharmodyr|., Hub: 1,52 mm [010855T1]
|16 =
o] Fo———abal mfs | min; Hub: O mm [010240T1]
=1 [ 1 | |
L oot
]
‘“mdr:% Tt 1T
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. [/]

Figure 1.2 Example of turbine map

Since p,, and T, are constants, neglecting them in eq. (1.5) ar8) (i.
give eqg. (1.6) and (1.9) respectively, gives ongcaling.
The adiabatic efficiency of the turbine is giventhg eq. (1.10)
1-To
-
n, = —04y_1 (1.10)

0
Pos
where J; is the ratio of specific heats for the exhaust gas

The high temperatures on the turbine side caugge laeat fluxes.
Measurement of,, can have substantial systematic errors, due thehe
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fluxes. An alternative efficiency definition forehurbine side is therefore
commonly used, where no measurementTgf is needed. The heat

transfer effects are less pronounced on the comgmreside, and the
compressor power

Po=m [c,(T,~ T (1.11)

can be used to define an alternative efficiencys &lternative turbine
efficiency definition includes the shaft frictioand the equation is

r.rlc[tp,c[q-lz)Z_ 161) (112)

¥l

m (&, T, 1—{'““] '
Pos

n=mng,=

where the shatft friction is included in the mecleahiefficiencys,,.
Figure 1.2 shows an example of a turbine map.

1.4 Turbochargers modeling

Modeling of nominal turbochargers operation is déd into three
subsections, depending on the model structure.

1.4.1.3D and 1D models

Gas motion can be modeled in 3D, e.g. solving thevi®t-Stokes
equations of gas motion numerically. Such modelireds accurate
geometric information of the system, see e.g. tbeptex impeller
geometries of Figure 1.3.
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Figure 1.3 Compressor impeller

The boundary conditions of the model are furthepantant, i.e. how
the gas enters and leaves the modeled componeattdthe complexity
and the computational effort, these models are rafish only used to
model components of the engine [119][57][60]. Tlwusons obtained,
give valuable information of for example the gagiom that can be used
also for less complex model families. Also the reees true [29]; good
models from less complex model structures can bd o8 a component
level for a 3D simulation. Another level of dettikt is frequently used,
is the 1D model family. They model the gas flowrg@ipes and account
for properties in this dimension. However 1D mod#l€ompressors are
rarely found. The computational cost is reducedygared to 3D models,
and large parts of an engine system can be sindulailh reasonably
short simulation times.

1.4.2.Physical OD compressor models

For the physical compressor model, an ideal corsmmBsprocess is
frequently assumed, and different losses are tksoridbed and subtracted
from the ideal component performance. This modektire often makes
use of the velocity triangles, exemplified for fingpeller entry in Figure
1.4. This section follows a gas element through ¢benpressor, and
describes important losses along the way, that@mgpiled to the model.
The air flow into the compressor is assumed to haveircumferential
velocity, i.e. no pre-whirl, and the diffuser sectiis assumed to be vane-
less. An automotive compressor is normally vans-laad without
intentional pre-whirl, due to the fact that a vamffuser normally has a
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narrower flow range, and a pre-whirl system is dedidue to additional
cost and packaging constraints.
I

Compressor impeller vane |

Figure 1.4 Velocity triangle

The first losses occur since the gas has to comjly the vane
geometry at the impeller inlet. These losses afi@med to as incidence
losses [53], and are due to that the inducer veatelocity vector W does
not agree with the vector parallel to the vaneaxaf V, see Figure 1.4.
The impeller vane angle varies with the radiushef impeller, since the
outer points on the impeller have higher relatie®uities [49]. Studying
Figure 1.4, the incidence losses are minimized=if0l, but [53] states that
the actual velocity vectors are not given simplythg geometries of the
compressor, due to inertial effects of the gas. flthd friction losses due
to the gas viscosity and motion through the congmesare modeled in
[115][55][52], where slip is used to model the désnv through the
impeller. Slip describes how well the gas is guibgdhe impeller vanes,
and is discussed and modeled in [38][76][90]. Galher the less
guidance the gas attracts from the vanes the mijpe Bhe more
guidance, the more friction. Due to the potentiddige pressure gradient
through the compressor, flow can recirculate umiid@ally. These flow
recirculation losses occur due to the clearancevdest the impeller,
rotating at high velocity, and the compressor hagisFlow recirculates
both from the pressure side of the impeller vaoethé¢ suction side, and
along the compressor housing, from after the inepelio the impeller
entry. Models of these losses are presented ifid63]
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The air that recirculates to the impeller entryali®ady heated by the
compression process. The temperature of the réaiecl air increases
with increased compressor pressure ratio, andrtieuat of recirculated
air is a function of pressure ratio and not turpeesl. This recirculation
occurs where the local gas pressure is high andciglis low [60].
Experimental data of recirculation is also preserntethe literature [1].
The radial temperature profile at the impeller gng experimentally
shown in [1]. For compressors with vaned diffusarsjncidence loss can
be associated with the air leaving the impelled antering the diffuser
passages. These losses are however not simply lgyv#re geometries of
the impeller and diffuser vanes, but also of tlevflphysics inside the
impeller [49]. Experimental investigations of thesgmotion in the
diffuser is found in [97]. The main cause of th&wion process losses,
are in [38] said to be separation of boundary lsyand fluid friction.
Losses in the volute [114], and losses due to &istion [116] and
choking [29] can also be modeled. The losses as®acwith the volute
are more pronounced for a vaned diffuser, and avdefed in [53]. In
[66] it is noted that the relative magnitude of tearance, backflow and
volute losses decreases with increasing mass fkimce the losses
associated with incidence and friction increaseemor

1.4.3.Curve fitting OD based models

The curve fitting based approach is another subtghe 0D model
family, and recognizes that all performance vadabare conveniently
given by the speed lines and the efficiency corgofr the map. The
modeling effort is then to fit different curves the map, or to a
transformed map.

Semi-physical modeling usually transforms the campor map

variables into the dimensionless head param#tand the dimensionless

mass flow coefficient®. A connection betweert! and ® is then
parameterized and used as a model [65][103][4jv€titting directly to
the map variables is another way to produce a madtel modeling effort
is then to create functions describing the spesekliand iso-contours of
efficiency of the map. A summary of curve fittingpdels for automotive
control applications is presented in [79], and bgpked line shapes [22]
and efficiency contours are modeled [2][101][44ptB the models of
[72] and [74] use a parametrized ellipse to repretee speed lines of the
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map, and are therefore of the curve fitting family.

1.4.4.Choke flow and restriction modeling

The previous section described nominal compresperation and these
section presents research relevant for modelingethdlow, and when
the compressor only restricts the air, e.g. congmresperation with a
pressure ratio lower than unity. If the inlet sectiof the compressor
chokes, the choking is independent of compresseedpThis since the
flow is choked, before it reaches the impeller BRdA varying choke
mass flow with shaft speed, can be expected if iclgokonditions are
established further into the compressor. This stheedensity of the gas
arriving at the choking section, can be increasedugh an increase in
compressor speed. In [52] the choke mass flow,naisguthat choking
occurs in the impeller, is described as an incrgasunction in shaft
speed. A model that extrapolates compressor pediocen maps to
smaller pressure ratios, including choking effeistslescribed in [29]. For
pressure ratios lower than unity the compressasssimed to work as an
restriction for the flow, and the behavior of tr@rgpressor is compared to
a nozzle discharge [81], where further a const#itiency of 20 % is
assumed in this operating region. [74] uses a chukes flow model that
is affine in corrected shaft speed. This is physiaaotivated by that a
compressor impeller that stands still has a noo-zboke flow, and an
increase in choke flow can be expected for incieasecorrected shaft
speed, up to the point where the compressor ihiekes. The speed line
model in [72] focuses on a the nominal compressap,nbut the speed
lines are extended to also cover pressure ratgsstigan unity. Constant
compressor efficiency is assumed in this regiof7 #)[74]

1.4.5.Surge and zero mass flow modeling

The last region of the compressor map is the oih@ighe surge line in
Figure 1.1. When the compressor operating pointesdaeyond this line,
surge will occur since the compressor is unablm&ntain flow. When
the flow breaks down completely, the highly pressd air travels
upstream, reversing the mass flow. This reversewv ffeduces the
pressure ratio, until the compressor is able tontaai positive mass flow.
The pressure ratio then increases again and, ibther changes are
applied to the system, the compressor enters asneye cycle. Surge in
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automotive applications can be encountered for @karduring a gear
change in an acceleration phase. When the acaal@edal is released, a
sharp reduction in throttle mass flow results. Doehe inertia of the
turbo, the compressor wheel does not slow down &ast the compressor
continues to build pressure.

To model surge many authors follow the Moore-Gegitapproach
[56]. An extra state is introduced in the modeh&mdle changes in mass
flow through the compressor, where, due to the gustia, the
compressor mass flow deviates from stationary pedoce curves for a
transient [48]. Surge can be established from lovhigh turbo speeds
[59]. The frequency of the surge phenomenon is Ipagiven by the
system properties, where the downstream volumeos Mmportant. Most
of the time in a surge cycle, is spent in eithepsng or filling the
downstream volume [47][22][56], and measurements af clear
connection between increased surge frequency arrdated downstream
volume is presented in [48]. The filling periodtae cycle is longer than
the emptying, due to the flow through the throttl@vnstream of the
compressor in a Sl engine [56]. The surge freque®y depends on the
compressor characteristic, and compressor speéthetiefore also affect
the surge frequency [47][56]. The surge phenomemas a hysteresis
effect, where the breakdown of the flow does ndbve the same path in
the compressor map as the build up of flow [1][56)ass flow
measurements of surge presented in [1], show beaflow reversal is
conducted at nearly constant pressure, followedatyncreasing mass
flow at lower pressure, and finally a rapidly ineseng mass flow to a
steady flow compressor speed line. The unstablechraf a compressor
speed line is modeled using a third order polyngmaad is said to
influence the modeled surge cycles to a small degiace the time spent
there is small [59]. Compressor pressure raticeat mass flow has been
modeled in different versions in [48][107][54]. Thegative flow branch
of an extended compressor map, is modeled usireyabgpla with good
accuracy in [59]. The Moore-Greitzer approach ikofeed in [72]and
[74], and a third order polynomial in corrected mélsw is used in both
papers for the unstable branch. This polynomiglasametrized to give
zero derivative for the zero mass flow pressurdédbup point. The model
of [74] then uses a turbine flow characteristic tbhe negative flow
branch, while [74] uses the third order polynonaiislo for reversed flow.
Constant compressor efficiency is assumed for sgrgnass flows in
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[72][74].

1.5 Summary

The present manuscript is divided in three maceasrconcerning
modeling, optimization and control of engines anthponents.

In the next chapter the optimization of the contvaliables for a
turbocharged CI engine is faced [3]. The optim@atnalysis is based on
an engine simulation model, composed of a contr@nted model of
turbocharger integrated with a predictive multi-eazombustion model,
which allows accounting for the impact of contr@riables on engine
performance, NQand soot emissions and turbine outlet temperalime.
latter strongly affects conversion efficiency oteaftreatment devices
therefore its estimation is of great interest fothbcontrol and simulation
of tailpipe emissions. The proposed modeling stmgctis aimed to
support the engine control design for common-maibocharged Diesel
engines with multiple injections, where the largemier of control
parameters requires a large experimental tuningrtefevertheless, the
complex interaction of injection pattern on combastprocess makes
black box engine modeling not enough accurate andoee detailed
physical model has to be included in the loop. Arbrid modeling
approach, composed of black and grey box modelmjgemented to
simulate compressor flow and efficiency maps. Theydox model is
used at low engine speeds while the black box mdadesled on a moving
least squares method, provides compressor datedtum- high speed.
Both models appear to perform best in their respeetrea. On the other
hand a classical grey box approach is implemerdetht turbine, along
its overall working range. Compressor and turbineodels are
implemented in a computational scheme for integnawith a predictive
multi-zone combustion model that simulates the feteand its interaction
with surrounding gases by dividing the jet cor@intany parcels in order
to describe the thermal gradient and the chemmmalposition within the
combustion chamber. The whole engine model alloiwsulating in-
cylinder pressure and temperature, NO and sootsens as well as
turbine outlet temperature, depending on engingrcbrariables (i.e.
injection pattern, Exhaust Gas Recirculation - EGRriable Geometry
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Turbine - VGT). Model validation is carried out bgmparing simulated
in-cylinder pressure trace and exhaust temperatutte a wide set of
experimental data, measured at the test benclreadwtstate conditions
on a small automotive Diesel engine. In the paperdverall modeling
approach is presented with a detailed descriptidninecylinder,
compressor and turbine models and the results ef ekperimental
validation vs. measured data are shown. Furthernibee optimization
results over a set of operating points selectedngnticose of interest for
the ECE-EUDC test driving cycle are presented ascudsed.

The third chapter deals with the impact of altakeafuels on engine
control strategies [5][4]. Internal combustion eres for vehicle
propulsion are more and more sophisticated duec@asingly restrictive
environmental regulations. In case of heavy-dutgies, Compressed
Natural Gas (CNG) fueling coupled with Three WayaBsst (TWC) and
Exhaust Gas Recirculation (EGR) can help in meetimg imposed
emission limits and preventing from thermal stressngine components.
To cope with the new issues associated with theemmomplex hardware
and to improve powertrain performance and religbdnd after-treatment
efficiency, the engine control strategies mustdfermulated. The paper
focuses on the steady-state optimization of conpalameters for a
heavy-duty engine fueled by CNG and equipped witlvdcharger and
EGR. The optimization analysis is carried out &sign EGR, spark
timing and wastegate control, aimed at increasung £€conomy while
reducing in-cylinder temperature to prevent frorarthal stress of engine
components. The engine is modeled by a 1-D comaleitaid-dynamic
code for the simulation of intake and exhaust daw farrangement. In
order to speed-up the computational time, an eogliformulation based
on the classical Wiebe function simulates the castibo process.
Furthermore, an intensive identification analysiperformed to correlate
Wiebe model parameters to engine operation andagtes model
accuracy and generalization even in case of highR BEGte. The
optimization analysis is carried out by means a@basimulation process
in which the 1-D engine model is interfaced with canstrained
minimization algorithm developed in the Matlab/Slimk® environment.
Modeling approach and identification analysis arespnted and the
results of the experimental validation vs. measwaia at the test bench
are shown.

Both Cl and SI engine control design and optimaathave to face
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with turbocharger control through wastegate or (B@riable Geometry
Turbocharger) actuation. The fourth chapter corgevith turbocharger
control. Particularly a model-based design of a Rtihtroller for the
boost pressure by means of an actuation systerrgyamt the turbine
wastegate valves is handled [34][110]. Actuatiostems for automotive
boost control incorporate a vacuum tank and PWMtrotiad vacuum
valves to increase the boosting system flexibiltizysical models for the
actuator system are constructed using measurematda fiom a
dynamometer with an SI GM 2.0 liters engine hawantyvo stage turbo
system. The actuator model is integrated in a cetapMean Value
Engine Model and a boost pressure controller isttooted. Based on the
actuator model a nonlinear compensator, capahiej@dting disturbances
from system voltage, is developed. A boost presstostroller is
developed for the vacuum actuator and engine, udfiy The complete
controller is evaluated in an engine test cell whiés performances are
guantified and system voltage disturbance rejecia@emonstrated.
In the last chapter the conclusions will be present






CHAPTER 2

Turbocharged CI engine

The interest in Diesel engines for automotive apion has dramatically
grown in the last decade, due to the benefits gamith the introduction
of common-rail system. A strong increase in fuebremmy and a
remarkable reduction of emissions and combustioisentave been
achieved, thanks to both optimized fuelling strgtegd improved fuel
injection technology. Namely, the improvement géator time response,
injection pressure and nozzle characteristics hanegle feasible the
operation of multiple injections and have enhanitedfuel atomization.
Altogether these benefits make the combustion eleand more efficient,
thus reducing both particulate emissions and fuehsamption.
Furthermore, the presence of early pilot and pjection may enable the
occurrence of a quasi-homogeneous combustion wigdaction of noise
and main combustion temperature and with a decrafaii€, emissions.
Despite the technological improvements of fuelatign systems and the
increase of electromechanical actuators (e.g. BGEK], waste-gate) the
engine control design process evidences a methgidalogap of Diesel
engine compared to S| engine. Nowadays the degigh engine control
is supported by complex computational architectres Hardware-In-
the-Loop, optimization, rapid prototyping) whereetmain features are
compliant with the opposite requisites of high aecy and limited
computational demand. In the field of electronicntcol for Diesel
engines, it is likely to expect the implementatioh methodologies
derived from the Sl engine in order to gain all fegential benefits of the
common-rail system. Massive use of advanced matteshanodels to
simulate powertrain and system components (mechlaid electronic
devices) is needed to speed up the design and imgtion of engine
control strategies. This problem is particularlit fa presence of a large
number of control parameters (i.e. injection patt&GR, VGT), as it is
the case of current Diesel engines, where the sxe&luecourse to the
experiments is extremely expensive in terms of npoaed time. The
complexity of Diesel engine combustion, which isvgmed by the
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turbulent fuel-air-mixing, causes an unresolvedddraff between
computational time and accuracy. Single zone mdoketed on empirical
heat release laws [17], largely used to simulatenglne performance and
emissions, are inadequate to simulate the heteeogencharacter of
Diesel combustion. This problem is particularly t fébr emissions
prediction; in that case a huge effort has to nsfor the identification
analysis to reach a satisfactory accuracy. Thesgfor order to achieve
suitable precision, most of the studies in thedfief Diesel Engine
modeling have been addressed to the basic phenamesieed into fuel
injection/evaporation, air entrainment, combustiand emission
formation, with particular emphasis on particulatatter (mainly soot).
On the other hand many advanced models are awailalihe literature,
based on the complete 3D description of turbuleniti-phase flow field
inside the cylinder [88][33][98]. Despite their acacy, these models
present a large computational demand and are inoleedted to engine
design (combustion chamber shaping, fuel jet/deraction, swirl) rather
than to control design application. As experiended the S| engine
control design [9], the implementation of fast aihekible models of
reduced order is required. The proper solutiontmifound in a modular
approach from single zone toward more physical irzolhe models.
These models are coupled with algebraic relatigussfiie. regressions) to
relate model parameters to engine state variabieth® whole working
range. Phenomenological two-zone or multi-zone agstibn models
have been proposed in literature to meet the reoquants for engine
control design. Such models are accurate enoughpréalict fuel
evaporation, air entrainment, fuel-air distributiomnd thermal
stratification with a reasonable computational dedna[70][6].
Particularly, the recourse to two-zone models, tmipvith a detailed
identification analysis of the main model parangtenakes it possible to
have a predictive tool for simulating, with a reddccomputational
burden, the effects of control injection variabtes combustion process
and exhaust emissions formation [91][12]. The Bt&on of in-cylinder
processes with intake/exhaust systems is simulatedcoupling the
predictive multi-zone model with a control-orienteatbocharger model.
Particularly a quasi-steady approach based onedlaged characteristic
curves has been followed to simulate compressortanhe, according
with the methodology usually proposed in literatéoe control-oriented
application [80][27][28]. Simulation of intake/exinst processes allows
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predicting the gas temperature downstream the rteriihich has great
influence on the conversion efficiency of the afteatment devices and
consequently on tail pipe emissions

2.1.1.Model structure

The model structure is composed of a multi-zonenpheenological
model for in-cylinder pressure and temperature Etian coupled with
black-box and grey box models to simulate the stetagte behavior of
turbine and compressor. The interaction betweercylimder and
turbocharger models is sketched in Figure.2.1 teserischeme of the
overall computational structure is shown. The exdkrnnputs are the
engine speedN) and the control variables: injection pattern, EGitRe
and VGT rack position ). In steady state operation, the mutual
interaction of compressor and turbine models issicred through the
power balance at the turbocharger shaft. In amealculate temperature
and pressure into the exhaust manifold from inaddr data at Exhaust
valve Opening (EVO), the assumption of ideal fowolsee process with
constant pressure turbocharging is considered tdemihe open valve
cycle from EVO to Intake Valve Closing (IVC) [45].

N, inj, EGR

ma
COMPRESSOR
IN-
CYLINDER
e B

MODEL

Nrc Tevo

Pevo

iy

A

Ideal open valve cycle
EVO=s IVC

TURBINE
pln_T

—-[ Power balance at turbocharger shaft]

Figure.2.1 Scheme of the overall model structurencluding in-cylinder, turbine
and compressor models

Figure 2.2 shows the superposition of indicated mlehl exhaust



24 Chapter 2

process, evidencing the isentropic expansion atoBotDead Center
(BDC).The former assumption simplifies the evaloatof gas properties
(i.e. pressure and temperature) during the exhaosess, thus reducing
the computational time with respect to the simalawf the real exhaust
blowdown process. Therefore the gas is supposedotttinue its
expansion from EVO to BDC with the same thermodyicataw as
before EVO. The characteristic parameters (i.eytpmpic data) of the
expansion process are computed from the simulatss$pre cycle.
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Figure 2.2 Superposition of indicated and ideal irdke/exhaust strokes from EVO to
IvC

At BDC it is assumed that the gas expands adiaiti@and its
properties are computed again with common thermaayn laws.
During the exhaust stroke, the adiabatic constaggspire assumption is
considered to evaluate the temperature, which msneonstants from
BDC to TDC. In the next sections a satisfactory parison with
experimental data is provided for the temperatigtmated at turbine
inlet. During intake stroke the constant pressumegss is assumed and
the first law of thermodynamics is exploited to garte inlet temperature
and gas density at IVC [45]. Again a comparisorwieeh simulated and
measured intake variables was performed with satisfy agreement,
thus guaranteeing the proper accuracy of the exiraagke submodel.

It is worth reminding that the assumptions made camgsistent with
the turbocharged Mean Value Engine Model approachsfeady-state
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operating condition simulation [80][27]. Such arpagach is well suited
for the purpose, thus solving effectively the traffiebetween accuracy
and computing speed.

2.2 Commone-rail injector

The electro-injector is the heart of the commoh-naultiple injection
system and its scheme is shown in Figure 2.3. feédsby a single high
pressure fuel line which is divided in two partheTlargest amount of
fuel goes to the nozzle and the smallest attend®mdrol the rod. Both
parts are used to oil the internal moving connactb the element. The
injector can be divided in two main parts:

» the atomizer composed by spin and nozzle;

» the solenoid valve controller.

The control volume (Vc) (see Figure 2.3) is pernmiiyefed with the
fuel by means of the hole Z, while the dischargeheffuel is left to the
hole A, controlled by the solenoid valve. The foaming on the pressure
rod is proportional to the pressure ruling in the Yhe dynamics of the
pressure rod depends mainly by the equilibriunheffollowing forces:

* Fe acting in closing direction due to the springtbea spin.

» F. acting in closing direction due to the pressuréhe fuel in the
control volume at the top of the spin

* F4 acting in opening direction due to the presstithe fuel in the
control volume on the anchor

When the solenoid valve is not excited (see leftehaf Figure 2.3),
the pressure in the atomizer and in the controuwe are equal and
corresponds to the rail pressure so tigat-F,>F,. In this case the

closing forces are greater than the opening forwk the injector keep
closed. In order to open the injector, the conditi) + F, < F, has to be

satisfied. In this case the lack of balance onghi@ causes the nozzle
opening and the injection of the fuel (right-haridcgure 2.4).
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Figure 2.3 Scheme of the common-rail injector [32]

The solenoid valve throws off the forces. In regtiposition the
solenoid is not excited and the valve is closedleans of a spring. In the
control volume, fed by the hole Z, there is theé pagessure and then the
closing forces (F+F¢) are greater than the opening force).(fFor this
conditions, there is no injection of fuel in thelingler. By exciting the
solenoid valve, the raising of the anchor is olgdjnallowing the ball
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valve to open the hole A. This hole has a dischdigmeter greater than
that of hole Z, and then the control volume empties

T,
r |

Figure 2.4 Injector in closing and opening positiorf32]

This generates a pressure drop in the control veltimat causes a
decrease in the force..FWhen the force drop verifies the inequality
F. + F,<F,, the rod begins to raise causing the opening ®fatomizer.

In this condition the fuel injection starts. Theogstin the solenoid
alimentation causes the closing of the hole A afasaincreasing of the
control volume pressure till the equilibrium comaliis for the closing of
the injector. The quick movement of the rod, inesrtb guarantee a fast
interruption of the injection, is due to a spring.

Because of the dynamics of the injector mecharoaiponents, it is
clear that there is no time synchrony between kbetrécal signal feeding
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the solenoid valve (ET energizing time) and thenopg of the injector, as
shown in Figure 2.5 and in Table 2.1.

CURRENT
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Figure 2.5 Time correlation between current, solerd valve lift and nozzle lift

The only measurable variable for automotive appbca is the
energizing time. This means that the correct imgectiming (ISD) and
the correct fuel volume injected in the cylindanoot be measured by
experimental test.

Detailed models of the dynamical behavior of thjedtor and possible
improvement are available in literature [30][25]32hese concern about
the injector modeling from electrical features toid dynamic and
mechanical features [25][32] and the possible imeneent in order to
avoid a pressure drop during the injection [30].

In par. 2.3.1 a simplified model of the injectopiesented. The values
of ISD and EID are estimated depending of the armo@iinjected fuel
and the energizing time of each injection.
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Table 2.1 Acronyms of Figure 2.5

ET Energizing Time

ED Energizing Delay

COD Control Valve Opening Delay
CCD Control Valve Closing Delay
NOD Needle Opening delay

NCD Needle Closing Delay

IED Injection End Delay

EID Effective Injection Duration

2.3 In-cylinder simulation

Multi-zone model is structured so that a main moitinteracts with a
series of sub-routines for dynamic simulation oé tjet, turbulence,
combustion and emissions of pollutants. The conMmusthamber is
outlined in several zones with the same pressurditiarent temperature
and composition. Each zone consists of a homogenemxture of ideal
gases in chemical equilibrium. The thermodynamiopprties of each
area are measured as a function of pressure, tatapeiand composition
[45]. Simulation of in-cylinder pressure is accommpéd by a
thermodynamic model, which is based on the eneoggearvation for an
open system and on the volume conservation of dked tombustion
chamber [14][63][6][24]:
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E=Q-W+> im xh (2.1)

ji#]
chl = Va + Z\/| (22)

where i is the current zone and j are the zone=cifdl by mass and
energy exchangeE represent the temporal variation of the curremezo
Q the thermal power transmitted to current zoWé,the mechanical
power transmitted from the current zone to theopist); the mass flow,
h, specific enthalpyy,, the instantaneous cylinder volume andand

V. the instantaneous volume of air zone and curremé z

During the compression stroke, the in-cylinder waduis filled by an
homogeneous mixture of air and exhaust gases opia@ous engine
cycle, as shown in Figure 2.6

Figure 2.6 Scheme of the combustion chamber withrazone (a) and spray
discretization in axial and radial direction

The composition is constant till the fuel injectishich forms a spray
for each injector hole. The spray is divided iniaadnd axial zones
assuming that each zone has the same amount ofrfu@der to evaluate
the thermal gradient each zone is divided in tworendurned and
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unburned zone. The first one is an homogeneousuneibxdf combustion
result, instead the second one is composed by modeneous mixture of
air, vaporized fuel and exhaust gases of the pusvemgine cycle.

In order to complete eq. (2.1) and eq. (2.2), @qonatobtained from
several submodels that describe physical phenonagraiised (e.g. for
the injection, spray dynamic, evaporation, turboéenignition delay,
combustion and pollutant emissions).

2.3.1.Injection

For estimating correctly the start of injection ($@nd its duration from
the electric signal sent by the ECU, an approprsatemodel has been
developed by using the following equations:

C
g = 2.3
e Vf inj ( )
At =C, IV, LET (2.4)
where C, and C, are the model calibration constants,, . is the

amount of injected fuel for each injection ariel is the injector
energizing time.

2.3.2.Spray dynamic

This submodel regards the position, the velocitg #re momentum of
each single zone in the spray. The spray moddgdccatal from now, is
based on the analysis of an ideal spray followivggé condition [82]:
» the density of the liquid fuel is much larger titaat of the gas in
which is injected;
» the velocity profile is constant along sectionspgadicular to the
axis;
 the injection speed is constant;
» fuel and entrained air move at the same speed;
 the jet has a conical shape;
» the velocity along the axis of the ideal jet is &qto that of the
real jet;
* the momentum in each section perpendicular to #e af the
ideal jet is equal to that of the real jet
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Figure 2.7 Ideal jet reference

Considering the red hatched control surface in rfeigd.7, the
following mass and momentum conservations equatgams be written
between a generic section x and the section whele x

PiA (0)U =p A (XU, () (2.5)
A (U7 =0, A (L U(R] +o AC U 3T (26)
A (x)=A(XN-3, A(X (2.7)

where o, is a variable parameter between 0 andpl, the fuel
density, A, the fuel passing area), the fuel velocity, p, the air

density, A, the air passing ared the passing area andl the velocity.

By means of the three previous equations, the itglotthe spray, at any
section, can be calculated. Starting from the vsiagection by section

and using the momentum conservation, the mass whieed air is
computed:
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m; iy X Uf < d’s
(dsjz dt?
dt

C,is a calibration parameter that takes into accolateffects about

the collision of the spray with the head of thetgmsand the cylinder
walls, m, , is the mass of injected fuel, is the fuel speed andl is the

penetration is the central zones of the spray.

(2.8)

= -G,

2.3.3.Vaporization

The injected fuel moves as a liquid column, unhié tbreak-up time
elapses when the spray disintegrates and sevigiablioplets form. After
the break-up distance, the droplets begin to intessth the surrounding
air and to fall more and more their diameter umtibmization and
vaporization. The injected fuel, vaporizing, mergeth the surrounding
air supporting the combustion. Related to the brgaklistance, there is
the break-up time expressed as in eq. (2.9)

t =4.351 AY, (2.9)
’ cepi-n)]

where g and p, are, respectively, the density of the fuel andhef
air, p, and p, are, respectively, the pressure of the fuel anthefair,
d, is the injector hole diameter ar@l, is the discharge coefficient. The

break-up distance is shown in Figure 2.8. Gone dbher break-up
distance, the spray vaporizes.
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Figure 2.8 Break-up distance and spray angle

In this submodel the fuel phase transition is medieh accordance
with some hypothesis:
» vaporization follows the spray pulverization;
» the droplets have spherical geometry;
» the droplets are composed by only one componetitisicase the
tridecane C,H.,;)

» the droplet temperature is uniform

* section by section, all the droplets have the sdia@eter.

The diameter is assumed to be the Sauter mean tar(®VD
evaluated as follow:

dm, p p
— = . 2.10
- 7d, ND, ShR Ir[ IQSUJ (2.10)

where m,, is the vaporized fuel massD, the binary diffusion
coefficient evaluated at the mean temperature @bttundary layer (film
temperature)T™, Sh the Sherwood numberp the in-cylinder pressure,
P Vapor pressure evaluated at surface temperatuhe dijuid andd,
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the spherical and non-deformable droplet diameter.

2.3.4.Turbolence

The in-cylinder flow field cannot be computed pdiyt point, so that the
turbulence is taken into account in reference ¢ontlean value. In order to
make clear this phenomenon, the concept of homagsnand isotropic
turbulence is introduced: the statistical charasties are independent
from the space position and are the same in altliteztions. Following
this hypothesis, and merging it with the equilibmidetween production
and dissipation of the turbulence, the model ofedéntial turbulence is
formulated [92]:

d_2kdo_, 21
dt 3p dt

de _4edp_ 2 (2.12)
dt 3pdt Kk '

where k is the turbulent kinetic energy ang is its velocity of
dissipation. In eq. (2.11) and (2.12) the firstmerof the right-hand
member represent respectively the and & production due to
compression whereas the second terms are theipatiss. Eq. (2.11)
and (2.12) are a system of ordinary differentiauampn and, for
integrating them, two congruent initial conditiore aneeded: the first one
for the turbulent kinetic energy and the other doe the dissipation
velocity. In order to determine the initial condits, it is needed to define
the turbulence profile which portrays the flow nooti of the fluid
aspirated at initial moment of the integration mangn the internal
combustion engines, the turbulence intensity isumssl to be
proportional to the flow mean speed entering inaylender at the intake
valve closing. This speed is correlated to theopishean speedv( ) by

mean of a proportional factds, [94]. The integral scale of the length

stands for the biggest dimension if the turbulesrtex at the intake valve
closing. So that the conditions are:

2 2
Kyc :§(B Vo) (2.13)

1 ¥mp
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_ kue
Eve = 1 (2.14)
1,IVC
2.3.5.1gnition

To resolve the problem of the delay between thé ifijection and its
ignition a model is needed. The in-cylinder presstaising is made
explicit by an evident deviation than the compresstroke. The ignition
delay considers both the physic delay, correspanttirthe time required
to enter the first droplet in the combustion chambeaporize and mix
with the surrounding air, and the chemical delayresponding to the
typical time of the processes of chemical kinebarected with the fuel
burning. Generally, the ignition delay is a comaled function of
mixture temperature, pressure, air-fuel ratio anel properties. In this
model the delay is estimated through an Arrhenawgetation [67]:

2100

Ty =Agp e’ (2.15)

where p and T are the in-cylinder pressure and temperature,
respectively andA, is an empirical parameter and was set to 3.45
according with literature data [62]. Starting frahre SOI, and taking in
account the pressure and temperature variatioasstén of combustion is
founded by means of eq. (2.16)

SOC
[ a_y (2.16)
T

sol “id
2.3.6.Combustion

The speed with which the mass entrained in each #othe flame burns

is calculated with the turbulent combustion modelpsed in [92]:

dm, _m-mn (2.17)
dt I,

where the characteristic time, is the same for each chemical

reactants. In order to account for the interactibasveen turbulent and
chemical reactions the characteristic time is dateuas the weighted sum
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of the laminar timescaler( ,,,) and the turbulent timescale,(,,,):
Th =T Janit V7 b turk (2.18)

with the weighty given as (see also Figure 2.9):

_1-¢&%
0,632 (2.19)
where x is the combustion fraction defined as:
" 2.20
X m, ( )
1 ; ; ; :
0.8F---t---"---- 1
06
0.4****%* A EEREEETEEEE
0 ‘ w ‘ ‘
0 020406 08 1

X
Figure 2.9 Dependence oy from x

Zeroing the concentration of fuel at equilibriunhetlaminar time
scale is computed as:

1
T lam= [7.68><108 [ nva-OJSEE nQ Jl's eX;E %D (2.21)

whereE = 77.3 103 J/mol anBy= 8.3144 J/(mol K).
Finally the turbulent combustion time is considepedportional to the
eddy turnover:

k
Tb,turb:C4; (2.22)

the proportional factoC, was set to 0.142 according with literature
data [69][105][16][88].
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2.3.7.Heat exchange

The heat exchange in an internal combustion enginegongly non-
stationary and depends on the crank angle and #asumng point. Some
key-aspect of the phenomenon are:

» temperature, velocity and density of the gassesgihg in time;

» geometry of the system change because of valve pastdn

motion;

» temperature of the cylinder walls and of the pishe@ad changes

point by point due to the different thickness o thaterial;

* heat exchange is influenced by the oil flm andtbg piston-

cylinder friction;

By looking at the previous consideration, it isyets understand that
the modeling of the heat exchange in an internatlegtion engine is
very difficult. Applying the hypothesis that theetimal flow is constant
along the cylinder walls and along the piston,rtieglel used is [92]:

Q=hoAfT-T,)+ G, 0Af T~ T) (2.23)

whereh is the coefficient of convection heat transfey,and T, are

respectively the gas temperature and the wall tesye ando, is the
coefficient of radiation heat transfer for a blacél.

2.3.8.Nitrogen oxide emission

The measured emission of N@t the tail pipe of an internal combustion
emission are remarkably higher than the valuesutkd considering the
chemical equilibrium at exhaust temperature. Thesans that the NO
formation is not an equilibrium process driven e tkinetic of the
chemical reactions so that is influenced by thepenature gradient in the
burned gas areas. The model adopted is the wellsknextended
Zeldovich mechanism which use the following reatsio

O+N, « NO+ N

N+0, « NO+O (2.24)

N+OH o NO+ H

The model can be simplified assuming steady statelitons for the
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atomic nitrogen under the very low concentrationth® gasses. In
addition, the energetic contribution of the forroatiand dissociation
reactions of NO to the combustion is negligible teat these can be
decoupled from the kinetic of the combustion readj characterized by
shorter reaction time. Therefore it is allowed toin near the
concentration ofO,0,,OH,H and N, to the respective equilibrium

concentration realized downstream the flame with ganpletely burned.
Following these assumptions, the Zeldovich mecimanallows to
calculate the NO mole changing by means of thegmaten of the eq.

(2.25) [10][62][92]
[NO] J

2R 1—[
1dng, _ [No]eq

= = (2.25)
vV, dt L+ [NO] R
[No]eq % + R

where n, is the number of the moles of NO contained in Yhe

volume of burned gas, eq. (2.25) is referred todemical equilibrium
and R, R,andR, are:

R=K[d.[N],
R =k[Nd,[d,, (2.26)
R=k[Nd,[H.,,

And the velocity constant k are usually [92]:

k' =7.6010° (ex [{ 38000}

k; =1.5010 [ex ;{ 19500} (2.27)

‘—ZELO“DE;{ 23650)

By looking at the previous equations, it is cldattthe nitrogen oxide
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formation is strongly connected with the maximumperature reached
during the combustion.

2.3.9.SO0T emission

The mechanism of particulate formation is one @f iost critical tasks
in Diesel engine modelling The basic phenomena hwhltaracterize the
formation, the growth and the oxidation of the spatticles are not
completely clear yet. The most common model usegraposed by
Hiroyasu and models the formation and oxidatiorcesses through two
Arrhenius correlations [63]. The net soot masshes difference between
that produced and that oxidized

dnl; — dnlf _ dnl;,o
dt dt dt

(2.28)

where dm, , and dm, ,, expressed by the eq. (2.29), are respectively
the mass of formed soot and oxidized soot.

d
e pm B Dexé_i]

dt RT
am N (2.29)
,0 .8 _
dt =AmY, P Dex() RT)

where m, is the net mass of soopis the in-cylinder pressurey,
is the oxygen fraction,A, and A, are coefficients assumed both as

0.12+ N [BE10*, E, and E, are the activation energies considered equal
to 12500 [cal/mol] and 14000 [cal/mol] as propobgd63].

2.4 Compressor model

Two approaches have been followed for the compressdel:
1. An interpolation method called the “moving leastuaegs
method”. This is a black box model.
2. A model with a few physical principles added, alite
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extrapolate at low turbine speeds. This is a geeyrhodel.
The target is to reproduce the experimental conspresiap (Figure
2.10)

2.4.1.Black box model

The first alternative is a black box model callbd thoving least squares
method [111][20]. Starting from data obtained (mstcase from the

compressor map), consider the data @y} with X the

i=1,2,..N

coordinates anc§7i the experimental points. Next a domain of influenc

D()g) is defined around each data point.

42

34 Upeay =560 mis —— / 0565
/ /

I, [/]

TMecorr [kg/5]

Figure 2.10 Compressor maps from the manufacturer

Within this domain a weight functio ;(Z) has influence:
- - _[=0dfx0D(x
O(X—x)= _ E ) (2.30)
Oif xOD (i)

The approximation on a coordinatecan be given by:
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Y(0)=Y n(3a(y (2:31)

where pis the j-th basis, m = 3 for a linear basis ([Ix}) and m = 6
for a quadratic basisa;(x) are the coefficients which have to be

determined. The values f@; (X) are determined by solving a regression

problem for M experimental points in which the mimzation of the error
gives:

a(x) = A" (9B y (2.32)
where:

A) =806 ) {3 B(H

B() =[ 8(x=%) 1 x)..5(% X) 1t %]

(2.33)

Hence the approximatio)?iis be given by:
4 R
Y(¥=p(AA(YB X (2.34)
The principle of this approach is sketched in Fegrll. Consider a
certain coordinatex and experimental pointsiy,yy, and y. The

interpolated valueY on x will have a contribution of every measuring

point which hasx in its domain. In this example; yand y will have
influence, while y has no influence at all. It can be seen that tlbeem

experimental points contribute to the approximatitve more accurat¥
will be. This method could therefore be enhanceddsgributing the
experimental points more uniformly over the expemtal domain using
conformal mapping.
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D(x:)

Figure 2.11 Sketch of the moving least squares meith principle

Then the relative flow rate\is transformed as follows:

a(N.,,V,)= arctar{%j (2.35)

rel

Vrel H \/rel
arcta Ni = mi arcta Ni
Vrel,trans = < = (236)
{ ’Evrel j} ’{ {Vrel j}
max4 arctam —=- |>— mi arctan—"=-
Nrel NreI

A graphical representation of the domain transfaionais presented
in Figure 2.12. By distributing the coordinates mamiformly better
accuracy can be achieved at areas where only adbdde points are
available.

After preparing the experimental domain and appgjyihe moving
least squares method the whole compressor map earedveated as
shown in Figure 2.13. The surge and choke linesapproximated by
second and fourth order polynomials, respectivEhe figure shows that
the moving least squares method produces accueatéts within the
whole operating range of the compressor and is &blpredict flow
curves between two measured turbo compressor spébédserror is
found to be around +1%.

The same procedure can be applied to approximatefficiency of

the compressor simply by replacing the experimemaits offc (Yi) by
the efficiencync.
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Figure 2.12 The experimental domain transformatiorusing conformal mapping

There is one drawback to the moving least squaethad. Although
it performs well within the operating range of tb@mpressor, it cannot
extrapolate to low turbo compressor speeds (Figutd). Extrapolating
to low speeds is essential in order to study thieawier of the turbo
compressor when the engine runs at low speed amdolad. Therefore
another method is proposed in 2.4.2.



Turbocharged CI engine 45

Recreated compressor map
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Figure 2.13 Graph of the recreated compressor flownap with fitted and predicted
curves.

2.4.2.Grey box model

The second method is proposed by Marcello Canovh umes a few
physical principles to both interpolate and exttaj@ the compressor
map [28].

For this approach the following parameters are used

The inlet Mach number (Ma):

ﬂNr

tip

a=30_ (2.37)

\[ kc R-I;ef

The dimensionless flow parameter

Meor RT,,

7T2
% I’ti:i) Pres N

®= (2.38)

The head parametd:
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k,c-1
2Cp,cTref |:ﬂck’C - 1:|

Y= . (2.39)
T
o
¥ can be written as a function &f
_k+k® _
W= k. k, k.= f(N 2.40
o kele= TN (2.40)

15

1

0 0.01 0.02 0.03

Figure 2.14 Low speed area of the compressor

The parameters;kk; and l can be determined using the experimental
data. First the data for each available speedtedfiusing a third order
polynomial, an example is shown in Figure 2.15.

Fit of experimental data

24 :

23
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/

N

AN

X
\

8 | | |
0.02 0.03 0.04 0.05 0.06 0.07 0.08
Flow rate [m3/s]

w©

Compression ratio [-]

@

Figure 2.15 Example of a third order fit of a compessor flow curve
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Now for each available turbine speed the paramétels and k can
be determined. It should be noted that atkb a singularity will occur
which might cause problems. The relation betweenptérameters; land
N appears to be a linear function of the turbo casqor speed N, or the
Mach number Ma:
ki =k,+k,Ma (2.41)

When the parameters; lare known, the compressor map can be
recreated using the relations above. This metha@ble to extrapolate to
low turbo compressor speeds, as Figure 2.16 shohes.figure shows
two fitted curves within the operating range ana textrapolated flow
curves at 40.000 and 60.000 rpm. It can be obsehadthe results are
accurate in the low speed area. When observingethdts at high speeds
it can be seen that significant errors occur. Tihgwarity between flow
rate 0.08 and 0.09 s in Figure 2.17 can be explained by the fact khat
approache®.

Compressor flow curve for 75400 and 115000 rpm and extrapolated curves

1.35 T T T T T T

—Fit
*  Measured
—— Extrapolated |

Compression ratio [-]

_\ I I I I I
0 0.005 0.01 0015 0.02 0.025 0.03 0.035 0.04 0.045
Flow rate [m3/s]

Figure 2.16 Fitted and extrapolate compressor flowurves in the low speed area

This singularity occurring at high speeds could sfjoa the
applicability of this grey box method in this aréa.combination of the
black and grey box models could be useful. Theciefficy calculation is
based on the power output of the compressor. Thepis related to the

turbo compressor speed and the mass flow ratdlas/$o
3

P~ N3 -~ morr (242)

corr corr
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So the corrected power output can be written asd tlarder

polynomial:
. 3 . 2 .
R:orr = q Morr + q Morr + Q Mo + J?rr 0 (243)

bl’ bZ’ b\i’ F(?OI’I' ,0 = f( I\lJOI'I')

Peorr0 1S the power output at mass flow zero. This vaduebtained by
linear extrapolation of the experimental data tessnflow zero, creating
an extra data point as shown in Figure 2.18. Foh ¢arbo compressor
speed the values fog,ly, and i can be found.

Compressor flow curve for 281000 rpm

4 T T T T T T
35- o = i % . o
T 3 -
°
s
5
@
=
=
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186+
1 i i i i i i i i
0 0.01 0.02 003 0.04 0.05 0.06 0.07 0.08
Flow rate [m%/s]
Figure 2.17 Fitted compressor flow curve in the hig speed area
Corrected power as function of corrected mass flow rate
20 T T T T T T
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18| g * Measured data
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141 y B : .
_ 12 = ,
E F:
= 10p al
o’ ol N : : il
o \ ,
4 : ! .
2 / B
g m ; ‘

1 1
0 0.02 0.04 0.06 0.08 0.1 012 0.14 0.16 0.18
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corr

Figure 2.18 Fitted power curves
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The relation between the coefficientsabhd Rorro and Noyr IS written
as a third order function of the Mach numbeg¢P Ma’) with an added
constraint that the power goes to zero at Mach mumbro. To do this,
extra “measuring points” are created to force itlied curve to zero as
shown in Figure 2.19. This procedure is appliedalbcoefficients pand
I:)corr,()-

5x10 |
% Measured
: : Fit
1]y g .................. . ................ o Extra
&

5l

_1 0 | | L

0 05 1 15 2

Ma
Figure 2.19 Fit of coefficient bl as function of ta Mach number

Once the corrected power is known, the definitionthe work of the
compressor is used:

k,c-1
R:orr = morr -I; Cch/HEkcj _]},7& (244)

Now the compressor efficiency. can be determined. Figure 2.20
shows results of efficiency curves at low speedw &tted curve at
75,400 rpm and one extrapolated curve at 60,000 lpcan be seen that
the results are accurate in this area. Figure 8ivs the results of a
fitted efficiency curve at high speed, 281,000 rpm.

The situation between 0.08 and 0.09 kg/s is a tresuhe singularity
caused in the flow calculation gk ®, eq. (2.40)). It can be concluded
that the grey box model is applicable in the loveesp area while the
black box model is applicable in the whole operatiange. An obvious
suggestion is that both models are used: the goayntiodel in the low
speed area and the black box model in the operedimge.
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Efficiency curves, fitted and extrapolated
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Figure 2.20 Fitted and extrapolated compressor effiency curve in the low speed
area
Efficiency curve at high speed
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Figure 2.21 Fitted compressor efficiency curve inhe high speed area

At last, Figure 2.22 shows the simulated compressay recreated by
the two models above descripted
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Figure 2.22 Simulated compressor map

2.5 Turbine model

The performance of the turbine is not only depehdam the turbo

compressor speed, but also on the rack positiothefvanes, in other
words the turbine inlet area ( as shown in Figur23R A grey box

approach proposed by Marcello Canova is used torithesthe flow and

the efficiency of the turbine using a few physipahciples and the data
from the turbine maps [28]. The turbine efficiencalculation is

straightforward. The so called tip speed ratiosedi

U, TN, t

—t — corr 'in
c. — (2.45)

k,t
30 | Z, Ty 1—( yﬂtj
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Figure 2.23 Turbine maps from the manufacturer
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This is the ratio between the rotor tip speed amel $peed the
combustion gases would obtain after an isentropipaesion. The
efficiency of the turbine can be written as a selcorder function of the
tip speed ratio:

2
U U
=8+ 8N +(at 8 N ) S+ (3 %Non)[gtj (2.46)
where
a,a,...a,= f(£) (2.47)

The coefficients g &..a& can be found using the available turbine
map data. This expression takes into account lahip speed ratio and
the rotational speed. Any efficiency curve can éaeated for one of the
rack positions given by the experimental data. Bicudate a curve
between two given rack positions linear interpolatis used. Figure 2.24
shows three fitted efficiency curves and one ptediccurve at a rack
position of 40%.

Efficiency curves at rack position 40%

Efficiency [-]

* Measured
—Fit at 280 m/s
——Fit at 340 m/s
—Fit at 390 m/s
—Predicted at 360 m/s

1 1
1 1.5 2 25 3 35
Expansion ratio [-]

Figure 2.24 Fitted and predicted turbine efficiencycurves

It can be observed that this method produces amaecrecreation of
the turbine efficiency maps. The flow calculatiaa bit trickier. The
turbine is approximated as a non-isentropic orifice

- mJT _ce
red = =—f .
m, 0. NE (B) (2.48)
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where G is the discharge coefficient aiizl the inlet area which is a
function of the rack positio& The flow function ff;) is given by:

2 | ga_ g | n+L)e
el -a" ] as(3)

1
( 2 ]n_l 2 n-1 otherwise
n+1 k-1n+1

The upper situation is for subsonic flow and thedo situation for
choked flow. The polytropic coefficient n can beufa from the
definition of the isentropic efficiency:

1
1_

n-1

f(B)= (2.49)

n=—" (2.50)

The isentropic efficiency;; and the expansion ratfpare known from
map data. For convenience the value for n is aestand taken constant
for each rack position. This approach does nottglet into account the
turbo compressor speed however. Therefore the sigamatio B is
written as:

B - B~ Botl (2.51)

The paramete; o is the theoretical expansion ratio at mass flovo ze
This is obtained by considering the energy equdtiom fluid element in

a centrifugal field:
k,t

_ 2 2 _ "2 k,t-1
=1t L (ij NG, | 2o Do (252)
2k, RT, \ 30 4

The value for @ andQ are approximated as follows. First the data of
the flow curves are extrapolated using a seconaropblynomial to
estimate a maximum mass flow parameter as indicatEgyure 2.25.
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1 1
1.5 2 25 3 35
Expansion ratio [-]

Figure 2.25 A second order fit of turbine flow mapss used to estimate a maximum
reduced mass flow rate. An extra data point is craad by fixing this maximum
value to a high expansion ratio

A constraint is added by moving the found maximwan dway (for
example tg3; = 20) and fixing the value for@o 1 on this point. In other
words, an extra data point is created. Now using248) and (2.49) on
this point the value fafR2 can be found (becausg € 1). OnceQ is found
(which is constant for constant vane rack positiGg)can be calculated
for each data point using eg. (2.48) and (2.49¢ fblund values of gare
fitted using a second order polynomial, giving & function of the
expansion ratio for each rack position. It is assdnthat G does not
depend on the turbo compressor speed. WightXCand f(B;) known the
flow curves can be calculated. An example of tleeaated flow curves is
given in Figure 2.26. Flow curves can be recrediad any turbo
compressor speed on a certain rack position.
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Figure 2.26 Fitted turbine flow curves

The error in the mass flow parameter goes up to.IBds could be
caused by:
» The approximation for the discharge coefficiegt C
» The assumption that the polytropic coefficientepkconstant
at one rack position
» The constraint introduced at mass flow zer@fy

2.6 Model validation

The present section is devoted to analyze modeiracg by comparison
against a wide set of experimental data measurdigeatest bench on a
small automotive Diesel engine equipped with comirash multijet
injection system, EGR system and VGT. The engintia daeet is shown
in Table 2.2

The model accuracy has been evaluated via compabstween
predicted and measured in-cylinder pressure afheiinlet temperature
in a wide engine operating range
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Table 2.2 Data sheet of the reference engine

FIAT 1.3 1 COMMON-RAIL MULTI-JET ENGINE
Cycle Diesel

Number of stroke 4

Max power [KW] 66 @ 4000 rpm
Max torque [Nm] 200 @ 1750 rpm
Number of cylinders 4

Disposition In line

Bore [mm] 69.6

Stroke [mm] 82
Displacement [cr} 1248
Compression ratio 17.6
Rod/crank ratio 0.3122
European emission standard EURO 5

. Then the overall experimental data set was coatgpof 34 operating
conditions, measured with engine speed ranging fi@M00 to 4500
[rpm], BMEP ranging from 1 [bar] to full load, EGRte ranging from O
to 30 % and in correspondence of single, doublemaitiple fuel
injections. Figure 2.27 - Figure 2.34 show the cangon between
predicted and measured in-cylinder pressure an@rapp heat release
rate traces for four engine operating conditiongh wdifferent engine
speed, load, number of fuel injection and EGR ratell cases the model
exhibits a good accuracy in predicting the engiyede; even in the most
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critical conditions in case of high EGR rate (Fegure 2.33). The model
accuracy on the whole data set is shown in FiguBb 2vhere the
comparison between measured and predicted gros® IlisiEhown. The
figure evidences a good agreement with a correldtidex R equal to
0.9947. Figure 2.36 shows the comparison betweeasuned and
predicted turbine inlet temperature for the whatperimental data set,
with a correlation index Requal to 0.9964. Despite the assumption of
ideal open-valve cycle, the results evidence thedgaccuracy of the
model in predicting the gas temperature in the eghananifold. It is
worth noting that the results exhibit the good deas$ of the overall model
that allows taking into account the impact of eegoontrol variables (i.e.
injection pattern, EGR, VGT) on performance, enoissi and exhaust
temperature which has a key role on the activatiiniency of the after-
treatment devices.

140

[
Measured
Predicted ||

120

100

80

60

Pressure [bar]

40

20

50 - - 150
Crank angle [deg]
Figure 2.27 Comparison between measured and preded in-cylinder pressure.
Engine speed=1500 rpm, BMEP=13 bar, EGR=0%



59

Turbocharged CI engine

Measured
Predicted

[peu/r] ares asejal 1eay uareddy

150

-100

-150

Crank angle [deg]

Figure 2.28 Comparison between measured and preded heat release rate. Engine
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Figure 2.29 Comparison between measured and preded in-cylinder pressure.
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=2000 rpm, BMEP=13 bar, EGR
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Figure 2.32 Comparison between measured and preded heat release rate. Engine
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Figure 2.33 Comparison between measured and preded in-cylinder pressure.
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Figure 2.35 Comparison between measured and preded Indicated mean Effective

Pressure (IMEP) for the whole set of experimental ata. R*=0.9947
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Figure 2.36 Comparison between measured and preded turbine inlet

temperature. R°=0.9964

2.7 Optimization analysis

The optimization analysis is aimed at tuning thgie@ control variables
in steady state operation to minimize the exhanssgons with some
constraints on performance and fuel consumptioveNkeless the trade
off between NO and soot emissions makes this tamgetrduous task, due
to the need to simultaneously minimize both pohitdaFurthermore, the
recourse to after treatment devices for particulatster (e.g. Diesel
Particulate Filter - DPF) or NOe.g. DeNox catalyst, Selective Catalyst
Reducer - SCR), can address the control designrtbtli@ minimization
of just one of the two pollutants. In the currenalgsis the optimization
was performed by targeting the minimum NO emissiassuming the
feasibility of a successful after-treatment redwuctof engine soot. This
choice is supported by considering that DPF exhibigher conversion
efficiency than DeNOx catalysts and relatively easand cheaper
management than SCR, that needs additional anchgxpecomponents
for the UREA management.

The minimization was carried out by optimizing tentrol variables
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that are supposed to mainly affect the NO emissioasnely Start of
Injection (SOI) and injected fuel amount;{y of the main injection, EGR
rate and VGT actuatoi). The optimization analysis was performed in
four operating conditions selected among those ntérest for the
ECE/EUDC test driving cycle and reported in Tahl& Zonstraints were
introduced to impose:
» constant IMEP during optimization in order to maintthe
reference load condition for each test case;
> turbine outlet temperature greater than a threstwlensure
suitable oxidation efficiency in the pre-catalyst;
> limitation of soot increase with respect to theerehce
condition.
Table 2.3 Operating conditions selected as test @asfor the optimization analysis

Test Case Engine speed [rpm]| BMEP [bar]
1 1500 8
2 2000 8
3 2500 13
4 3000 13

Although soot emissions are supposed to be oxidiz¢kde DPF, this
latter constrain is introduced because measureoigllutants along the
test cycle include regeneration as well; therefiimgtation of engine
pollutants is always appreciated, regardless &y-aftatment devices.

The following formulation is then assumed for thenstrained
minimization problem:

min  NO

Vi »SOI, EGRE
ASoot< 5%
AIMEP <£1%
T . +=350C

out_T =

(2.53)

From eq. (2.53) it emerges that soot increaselldidP variation are
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restrained within 5% and 1%, while the turbine eutlemperature is
imposed to be greater than 350 °C which is a $afshold for efficient
conversion in the after-treatment devices (e.g. D¥P/or De NOXx
catalysts).

The results of the optimization analysis are pressem Figure 2.37 -
Figure 2.40 that show the comparison between Inérad optimized
engine emissions and control variables. Figure ZaBd Figure 2.38
evidence that engine NO emissions are reduced goatlitions and that
such reduction is achieved by an increase of EG&,is more effective
for the 4" case where the benefit on NO emissions appeaasegrd hese
results can be explained by considering the impddEGR on the in-
cylinder temperature reduction which in turn inksbihe NO formation
governed by kinetics. On the other hand the lovenperature and
oxygen content following the greater EGR rate iitRiparticles oxidation
with a negative impact on soot emissions. Neveselthe constraint
imposed in the optimization problem (eq. (2.53)pwas bounding the
soot increase within 5 % as shown in Figure 2.4 2.39 shows that
in order to overcome the IMEP reduction followilg EGR increase, the
main injection is advanced, particularly in thetlago cases due to the
greater EGR upgrade. Actually the earlier SOl ala@mpensating for
the longer ignition delay thus resulting in a mso@able heat release rate
and greater in-cylinder pressure.
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Heavy-duty CNG engine

Compressed natural gas has proven to be a conalEmative to
gasoline and diesel fuels for vehicle propulsiorhe Tmixed-fuel
technology enables the usage of CNG also in Diesgline with a
reduction of both nitrogen oxides (Oand particulate matter (PM)
without increasing hydrocarbons (HC) and carbon owate (CO),
though a strong effort is needed to design thenengontrol system. At
the present time, most of CNG engines operate arksmnition (SI)
mode, for both light and heavy-duty applicationattieularly in this latter
case the typical disadvantages of CNG (fuel tanighteand allocation)
are overcome because of the wide space availabililythe small relative
weight increase. Moreover in case of public tranghi@n in urban areas,
the route is scheduled and therefore the NG optian be chosen
according to the autonomy range. CNG wide inflamifitgblimits
enhances lean burn operation with benefits on ieffay and thermal
stress. Nevertheless, to assure a good level @rpence, an increase of
NOx and HC emissions is detected, due to poor catalgswersion
efficiency in case of lean mixture and low temperat respectively [50].
For this reason most of CNG engines operate wiitlsbmetric mixture
and are equipped with three way catalyst and clismol lambda control.
The drawback of this configuration is representgdidwer efficiency,
due to engine throttling, and high in-cylinder teargiure that results in
thermal stress of engine components [50]. In otd@vercome this issue
and increase engine reliability, exhaust gas refdtion has been proved
to be a good option [83] [37]. In fact, this teclogy allows reducing the
thermal load of components particularly stresseg. fealves, engine and
piston head) especially for diesel derived engitied are designed for
lower temperature than Sl engines. In addition E&GRances engine
efficiency for reduction in pumping and thermaldes. The recourse to
EGR allows maintaining the stoichiometric operatwith closed-loop
lambda control, however it's clear that the introiion of an additional
control parameter imposes a reformulation of thegiren control
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strategies. Particularly an optimization of contraps for spark advance,
throttling, EGR and boost pressure is mandatonyaio benefits in terms
of fuel consumption, catalyst efficiency and thekmatiess. Simulation
models have been proven to be valid tools to desigtibrate and
optimize engine control strategies, due to thesstd and continuous
need to improve fuel economy and emissions. Tlodgr in this process is
more and more evident due to the manufacturers teepeed up the
time to market of new engines/vehicles and to redbe recourse to time
consuming experiments. Many different modeling apphes have been
proposed in literature, characterized by substantidferences in
structure, goals and complexity [62][92]. A sigo&nt number of them
are devoted to design engine control strategied@ddvelop new engine
control technologies. They range from input-outplaick-box models, to
gray-box mean-value models [61][9], with a simgldfidescription of the
most relevant physical processes, up to quasi-diaeal models for
simulating engine combustion and emissions [101Drmodels for the
prediction of the unsteady gas flow in intake anxhagist pipes
[99][85][26]. All these classes of model substdiiaiffer in terms of
computational time and experimental data requifedthe validation of
the simplest black-box models, hundreds or thousasfdengine data
could be needed to compensate for the lack of phlysnformation,
resulting in high experimental effort and lower mbélexibility. On the
other hand, the computational time of phenomeno&gnodels is not
compatible with real-time application for contralirposes. Hierarchical
model structures have been proposed in literaturedet both reasonable
computing time and limited experimental effort. Yhare based on a
suitable mixed approach, in order to combine theaathges of different
modeling techniques [11]. The approach followedha present work is
based on the integration of a commercial solveefaine simulation into
Matlab/Simulini® environment to face with an optimization algorithm
(co-simulation). In this framework, the commeraabe simulates the 1D
unsteady gas flow in intake and exhaust pipes la@@ngine combustion,
thus providing the data to build-up the objectivendtion of the
optimization algorithm. This latter is in charge éwaluate the input
parameters for the engine simulator (i.e. engingrob parameters) that
iteratively will lead to meet the target enginefpanance. The work is
intended to furnish a detailed description of thethmdology followed in
order to:



Heavy-duty CNG engine 71

* extend engine model accuracy in a wide operatingegahrough
proper identification analysis;

* integrate physical simulation models with optimiaatalgorithms
and prove the effectiveness of engine simulatiorcémtrol maps
optimization.

3.1 Modeling approach

Several commercial solvers for engine simulatiom available, among
the others Wave from Ricardo North America, Bodstfrom Avl and

GT-Powef from Gamma Technologies. This latter was used tler

present application to simulate engine breathingl amombustion

processes. The fluid dynamics in all engine ductd ananifolds is

approximated via a finite volume method, by diseiey the

intake/exhaust system into many small sub-volumes solving the

equations of conservation of mass, momentum aedggn21]. These
equations are integrated in space by means ofggesied mesh and in
time with a variable time step based on the expleshnique with time
step governed by the Courant condition [87].

For the in-cylinder intake and exhaust process, time-dependent
simulation is based upon the solution of the eguatifor mass and
energy [62][92][45]. The combustion process wasusated assuming a
two zone discretization and estimating the burned fraction by means
of the well known Wiebe function [45]:

x(8)=1- ex{—a(ﬂ;b’%]n] (3.1)

where J, is the spark advance anglg, is the combustion duration, a

and n are pre-exponential and exponential parameatspectively.

This approach allows speeding-up the computatidima¢ though,
being based on an empirical formulation, the Wi&bwction lacks any
physical content.
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Figure 3.1 Scheme of the engine model developedGT-Power®. The red arrows

indicate the model input variables supplied by théatlab/Simulink environment in
the co-simulation process

Therefore identification of parametety, a and n is mandatory to

achieve satisfactory accuracy in a wide engine apey range. This
analysis will be presented in a next section. Thmedsional and

thermodynamic models provide among the othersylimaer pressure as
well as thermodynamic and chemical properties ohéd and unburned
gases along the engine cycle. These data repribgenbundary condition
for the optimization algorithm, as it will be deb@d in a later section.
Figure 3.1 depicts a scheme of the engine modeéldped in GT-

Powef, comprehensive of intake and exhaust systemsothesger and
low pressure EGR circuit. The external input vdeabsupplied by the
Matlab/Simulin®® environment in the co-simulation process are
evidenced by the red arrows.

3.2 Reference engine and experimental set-up

The reference engine considered for the presenk wgr heavy-duty
spark ignition engine, fueled with CNG, whose melraracteristics are
reported in Table 3.1. The engine was derived faoturbocharged Diesel
engine that was supposed to operate in lean bunditcan with low
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combustion temperature.
Table 3.1 Data sheet of the reference engine

IVECO CURSOR 8 CNG ENGINE

Rated power [kw] 200 @ 2100 rpm

Max. torque [Nm] 1100 @ 1100-1650 rpm

Number of cylinders 6

Disposition In line
Bore [mm] 115
Stroke [mm] 125
Displacement [I] 6.8
Compression ratio 11:1

As the fuel was turned to CNG and the combustiors waerated
stoichiometric, to meet satisfactory TWC efficien@an inlet charge
dilution with inert gas was needed to decrease csititn temperature
and reduce the thermal stress of some engine cango(head, valves).
Figure 3.2 shows the cooled low pressure EGR systenengine was
equipped with to accomplish this task. The engires wistalled on a
dynamic test bed at Istituto Motori laboratories. lArge set of
experimental data were collected in steady-stagradion, ranging the
engine speed from 1100 to 2000 rpm, the load fréNm to 1100 Nm
and the EGR valve opening from 0 to 50%.

Furthermore a research ECU enabled the acces® tmam control
parameters (air/fuel mixture, spark advance, wasteguty cycle etc.)
during engine operation. The measured data, batlantaneous (i.e. in-
cylinder pressure) and mean (i.e. brake torque faetl consumption)
were used for identification analysis and modeldadion as it will be
discussed in the next sections.
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Figure 3.2 Cooled low pressure EGR system on=the @Gengine

3.3 Parameters identification

As previously mentioned identification of Wiebe gaweters is mandatory
to achieve satisfactory model accuracy in the veigine operation range
investigated for the present work. This is partciyl true in case of high
EGR rate that gives rise to a significant variatudrthe heat release rate
due to greater ignition delay and slower combuspi@mtess. The analysis
was carried out vs. 33 operating conditions, ragmgangine load from
medium to high at various engine speeds and EGRBs.rdEngine
operation at low load was not considered since E¥8RId be useless in
such conditions. The three model parameters ndagansee eq. (3.1))

were simultaneously identified, for each operatoagdition, by a least
square technique, comparing predicted and appdreat release rate
derived from in-cylinder pressure measurementsenMards, in order to
enhance model prediction in the whole engine opeyaange, multiple
linear regressions were derived, expressing thanpetiers as function of
operating and control variables:

n=k +k,(rpnf + KOEGR+ K[F, (3.2

3, =k, +k, (rpm+ k3E||a§+%+ kOEGR (3.3)

b
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A step-wise method was used to identify the moreaBle functional
form of the linear regressions, expressed by e®) (@nd (3.3) [93].
Particularly the resulting multiple regressions regs dependence of
parameter n on engine speed (rpm), EGR rate an#t spzance §,),

and parameteg, on engine speed, EGR rate and boost presspye (

Concerning the pre-esponential parameter a, a fisigni cross
correlation was found against parameter n anddhewing relationship
was identified:

k

a=k + I<2Eh+F3 (3.4)

The identified coefficientsk, are reported in Table 3.2 for each

parameter, together with the correlation index Rvben predicted and
optimal values. The good accuracy achieved by dlgeession analysis is
also evidenced by Figure 3.3 - Figure 3.6 that shomparison between
experimental and predicted heat release rate,hf@etengine operating
conditions with different engine speed, torque &®@R rate. It is worth
noting the longer combustion duration in the forraaed last cases (i.e.
Figure 3.3 and Figure 3.6) with respect to the sdand third (i.e. Figure
3.4 and Figure 3.5), due to the higher EGR raté tbsults in a late
combustion, over 45° ATDC.

Table 3.2 Coefficients of the polynomial regressiafor the estimation of
parameters n, a anddy

K1 ko ks K4 Ks R
n 4.28 46818 | -1.610° | -0.0459 0.92
a -4.20 0.392 11.4 0.94
0, 11.0 3.40 18 4.20 0.177 0.030 0.99
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Engine speed=11000 rpm, brake torque=640 Nm, EGR t&=20%

1 ‘ ‘
= ||----- Experimental : :
S 0.8/ —Predicted |- 1 G T .
'.C; [l [l | | |
S | | | | |
L 067 T o Y A N R i
E Y A
L 04 IR o S AR o ]
'c | | l | |
3 | | ‘ | |
€02 IR o IR AR IR ]
=] | | | | |
0 | ‘ | | |

20  -10 0 10 20 30 40

Crank Angle [1

Figure 3.4 Predicted and experimental burned fuelrfction vs. engine crank angle.
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Figure 3.5 Predicted and experimental burned fuelriction vs. engine crank angle.
Engine speed=1500 rpm, brake torque=1050 Nm, EGR te=0%
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Figure 3.6 Predicted and experimental burned fuelriction vs. engine crank angle.
Engine speed=2000 rpm, brake torque=900 Nm, EGR rat13%
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3.4 Model validation

Model accuracy was validated by means of compatistween predicted
and measured boost pressure, brake torque andima@ypressure. The
analysis was carried out at 12 engine operatinglidons, corresponding
to medium and high load at 1100, 1500 and 2000 ith, and without
EGR rate. Figure 3.7 and Figure 3.8 show a commarisetween
predicted and measured boost pressure and bratpeetdor all the 12
conditions considered for model validation. The dy@@curacy achieved
is evidenced by the correlation indexes R equaD.@89 and 0.992,
respectively. Figure 3.9 - Figure 3.12 show the parnson between
predicted and measured in-cylinder pressure far teat cases, referred to
two different engine working conditions, with andtvout EGR. In all
cases the pressure peak is well predicted, botamplitude and in
position, confirming the accuracy of the regressioodels developed to
predict the heat release rate and the effectiveaesse whole engine
model to predict engine performance at variousaipeg conditions.

3.5 Optimization analysis

The introduction of the EGR system to limit combwusttemperature and
prevent the thermal stress of engine componentsseypa reformulation
of engine control variables. This task was accosheld by means of a
constrained optimization analysis aimed at miningzZuel consumption
as function of the engine control variables, nansggrk advances,),

EGR rate and wastegate valve openidJ. In order to minimize the

engine losses due to intake air throttling, thetthe was assumed fully
open in all conditions.
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Figure 3.7 Comparison between measured and prediaeoost pressure in the 12
operating conditions considered for model validatin. R=0.989
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Figure 3.8 Comparison between measured and prediaebrake torque in the 12
operating conditions considered for model validatin. R=0.992
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The constraint to be satisfied refers to the meetiboneed to limit the
thermal stress of engine and piston head. Thiseissas faced by
introducing a Thermal Load Factor (TLF), proporabto the heat power
transferred to the cylinder wall which is expresasd
Q,=SChIAT (3.5)

where S is the heat transfer surfaceisithe convective heat transfer
coefficient (W/nfK) and AT is the difference between gas and wall
temperature. The heat transfer surface S is onpermi#ent on engine
geometry while, according to the correlation praggb®y Woschni [62],
the convective heat transfer coefficientdepends on engine operation
through piston speed and in-cylinder pressure angpérature. The TLF
was defined as proportional to the maximum valwehed by the heat
power along the engine cycle. Therefore, assunfiag t
1) the mean temperature differenfd@ can be correlated with
the maximum in-cylinder gas temperature Tmax;
2) the mentioned dependence @fdn engine operation can be
condensed as function of fuel flow rate.
From eq. (3.5) the TLF was analytically expressed a
TLF =y, O . (3.6)

It is worth noting that both fuel flow rate anddglinder temperature
in eqg. (3.6) are dependent on engine operationishat turn affected by
control variables. Figure 3.13 shows the normalize#, estimated from
model simulations in case of engine speed rangiog 1100 to 2000
rpm without EGR. The simulations were carried duiu#l load (i.e. 1100
Nm) except for the condition at 2000 rpm where x taaque of 900 Nm
was imposed to limit the maximum power. As expedtedh eq. (3.6),
the most critical conditions are those at highexes) where the thermal
power transferred to the cylinder walls is greaberorder to set the TLF
threshold to prevent from thermal stress, a sethefmocouples was
located close to the engine head and temperatuesuraments were
carried out at the operating conditions mentiori@ava (i.e. Figure 3.13).
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Figure 3.13 Estimation of the TLF at full load without EGR vs. engine speed

The experimental observations suggested to conth@etemperature
reached at 1500 rpm as safe upper limit, therefteel LF relative value
of 0.85 was chosen as threshold value to be carslde the optimization
analysis.

The optimization analysis was performed in five raijeg conditions
selected as the most critical with respect to the, among the reference
ETC for heavy-duty vehicles: 600, 800 and 1100 Nrd590 rpm, 1100
Nm at 1700 rpm and 900 Nm at 2000 rpm, as it isvshio Figure 3.14.

Apart from the TLF, a further constraint was intnodd to impose an
almost constant Brake Torque (BT) during optimizatiin order to
maintain constant engine speed and load with régpethe reference
condition without EGR.

Finally, the following constrained minimization fmem was solved,
by a classical second order Quasi-Newton algor{thih

minr, (&,, EGR WQ
ABT <1% (3.7)
TLF/TLF,, <0.85
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Figure 3.14 Load-speed map of the operating condiths considered as test cases for
the optimization analysis

The optimization analysis was carried out by mezres co-simulation
process in which the GT-Poweengine model was interfaced with the
constrained minimization algorithm developed in ldbtSimulink’
environment. According to the scheme in Figure 3tdbeach of the five
test cases considered, the minimization algoritmoviges the control
variables (i.e.J,, EGRandWG) for the engine model, that in turn feed-
back the simulation results of interest, such as Wariable to be

minimized (i.e. fuel consumption) and those whicivén to meet the
constraints (i.eBT andTLF).
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ENGINE

Figure 3.15 Scheme of the co-simulation process

The results of the optimization analysis are presgem Figure 3.16 -
Figure 3.20 that show the values of TLF, BSFC amttrol variables (i.e.
EGR rate, spark advance and WG) in case of basenjthout EGR) and
optimized set-points. Figure 3.16 evidences thatTthF was reduced in
all cases, especially the more critical ones ¢ase 3, 4 and 5) where the
initial values exceeded the threshold limit impoged prevent from
thermal stress. The BSFC was also reduced in séiscésee Figure 3.17)
in a range between 3 % and 4.5 %. This reductios dize to the
concurrent effects of increased throttle openingd &G closing (see
Figure 3.20), that result in lower pumping lossesl greater turbine
work, respectively. More importantly, the EGR rétee Figure 3.18) also
contributed to the BSFC reduction, due to the reduteat transfer to the
cylinder wall following the in-cylinder temperatureduction. Figure 3.19
evidences the significant increase of spark advatge to the need of
compensating for the delaying effect of the EGR @t the combustion
process, thus ensuring an almost constant bragador
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Boost pressure control

The trend towards downsizing of internal combustengines in the
automotive industry has increased in recent yeHns. main goal is to
decrease fuel consumption and emissions, whileikgepe performance
of the engine constant. A way of achieving thislgeahe introduction of
turbocharging, as proposed in [39][58][89]. By meaf wastegate valve
opening or closing, it is possible to control theaf through the turbine
and thus the amount of energy available to compre<soordinated
control of throttle and wastegate valves is impataince the control
affects engine performance and efficiency [43][42].

As turbocharging develops, the demand on the watgeglve control
strategies increases. The wastegate valve actuatiosually performed
by a pressure actuator. The actuator is conneotedsblenoid valve that
is electronically controlled by a PWM signal in erdo reach the desired
pressure in the actuator chamber. One importantpsoitlem is that the
system voltage can vary several Volt during drivimgich has a direct
influence on the performance of the boost pressangroller. Figure 4.1
shows that a disturbance in supply voltage fron® Mto 11.1 V, causes
an alteration in the chamber pressure of 2500 Relwgroduces a change
in wastegate valve position of about 10%. A boostsgure control
system that follows the reference boost pressusetbabe developed,
while also rejecting the disturbance caused by esystvoltage
changes

Next section briefly explains:

» the system layout of the two stage turbochargedlg@sengine,
the operating principles of the pressure reliefveaknd its
connection to the engine;

» the experimental data collected for modeling, tbgetwith the
development of a physical including parameter idieation and
model validation;

» the wastegate valve position control focusing oe ttonlinear
compensator, its development and the obtainedtsgsul
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« development the control system for the boost pressuorder to
reach the desired pressure upstream the throtile vathe intake
manifold, pointing out the supply voltage disturbarrejection.
The performance of the compensator and of the absystem are
demonstrated first using a complete Mean Value isndilodel
(MVEM) of a Two Stage Turbo-Charged Spark Ignit{@sTCSI)
engine, developed and validated in [41], and themm engine in
a test cell.
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Figure 4.1 Effect of voltage disturbance on actuatochamber pressure an
wastegate valve position

4.1 Mean value engine modeling

MVEM libraries have been designed with the aim einly flexible and
reusable when building models for both naturallypi@déed and
turbocharged engines. Another design guideline een to enable a
modular design of the engine models and this isoraptished by
ensuring that the implemented components adheresirtgple rules
concerning their causality. In particular the cédisan these models for
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NA engines and TC engines follow the principle estrictions in series
with control volumes, see [41] for a longer diséason this topic. The
control volumes have pressure and temperature §sutsu and the
restrictions have mass flow and temperature of ftbeing fluid as
outputs. The components in the library is showFkigure 4.2, where the
upper components are components that have dyndemtests in them,
i.e. they have states and this is marked by a siedidlock. There are
also components that generate gas flows, engimgigporand some that
influence temperature. Currently no generic comptefor turbo
chargers are included in the library but they desped to be included.
However the generic equations used in these arerided in the
compressor and turbine sections in this document.

4.1.1.System decomposition and flow directions

A particular model for an engine is thus built tgaing control volumes in
series with generalized flow restrictions (i.e.lbastrictions and pumps).
For the control volume there is only one type ofdelobut for the
generalized restrictions there are two main comptmeompressible and
incompressible fluid. The implementations of thatcol volume and the
two restrictions mentioned above all have an upstr@and downstream
side but they can handle flows in both directiolse convention that is
used is described below. Through the engine treenatural direction
for the air and fuel flow, and these directions ased to define the
upstream and downstream of the components. Sontleeofomponents
implemented in the MVEM library do also handle uredtional flows. In
these components, that handle both flow directioie following
convention is used: A flow in the forward directjdnom upstream to
downstream, is positive, and a flow in the oppodgitection is negative.
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Figure 4.2 Top view of MVEN library. This top view shows the components that

are utilized and reused when building engine models

4.2 System overview

Traditional turbocharged gasoline engines havequedeficiency at low
end engine speed. This comes from the trade-ofdestviow end torque
and maximum engine power since the compressor taupply a high

boost pressure over the entire engine speed range.
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One way to solve this problem, and get better diiéy, is to use a two
stage turbocharging system, allowing good perfoaan the full speed
range of the engine.

4.2.1.Engine

The engine used for the experiments is a 2.0 @&t four cylinder
engine with direct injection, that has been equibpéh a research two
stage turbocharging system.

Figure 4.4 shows a sketch of the system. The ddgarof this layout
comes from the different sizes of the turbochargehgre the turbo of the
low pressure stage is larger than the one of thle pressure stage. In this
way, it is possible to utilize each turbochargeitenregion of maximum
efficiency.

For example, in a gasoline engine it is useful tadé the engine
speed range in three regions: low speed (below 28®), medium speed
(2000-3500 rpm) and high speed (above 3500 rpm}hénlow speed
region, where the mass flow is too small to povinerlarger low pressure
stage, the smaller turbine and the smaller inefttae high pressure stage
allows high boost pressure and fast response. gt Bpeed the high
pressure compressor goes in the choke region aml dhly the low
pressure stage is used.

This strategy can be applied setting up the HP@dss valve and the
HPT wastegate valve fully opened so as to compldigipass the high
pressure stage. In the middle region both turbagrarcan be used in
order to ensure a gradual transition between the $wategies. The
operation of the wastegate and HPC bypass corditeés is explained in
the next section.
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Figure 4.4 Two stage turbocharglng system sketch.RC, HPC, BP, SV, IC, TH,
HPT, LPT, WG and CAT mean respectively low pressure&ompressor, high
pressure compressor, by-pass, surge valve, interdeg throttle, high pressure
turbine, low pressure turbine, wastegate and catabt

4.2.2.Actuation system

The main component of the actuation system is tiensid valve that
contains a plunger. The plunger position is cofgtbby the PWM signal
and the valve is connected to other pneumatic coents with three
pipes, see Figure 4.5. On the solenoid the lowgst [ connected to
ambient air, the middle pipe to the actuator, amel top pipe to the
vacuum tank. The valve controls the actuator changressure and
thereby the force on the membrane. Figure 4.6tiltess the forces on the
mechanical system that govern the membrane movement
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Figure 4.5 Wastegate position control system schemnt@e blue line represents the
electrical signal, the red lines represent the pipeonnections and the direction of
the mass flow. The components are not to scale

Further, the membrane is tied to a rod connectéldetovastegate shaft
on the turbine. The pressure in the vacuum tankildhbe kept low
enough to allow the membrane force to overcomeaitteator spring
force, allowing a fully opened and closed wastegatee.

xxu¥ #K B E, E; By E. E

act amb 5

Actuator
LT
Membrane <>

Spring
Figure 4.6 Actuator working principle and forces a¢ing on the mechanical system

The vacuum tank pressure is controlled by the obraystem, that
switches on the vacuum pump when the pressure lEctoo high. The
reasons for tank pressure rises are leakages andegslmovement in the
valve. Leakages are due to air infiltration throulgé ducts of the system
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and the elastic membrane in the solenoid valve.
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Figure 4.7 Plunger movement inside solenoid valvef the three possible working
position. The plunger is drawn in blue color whilethe component drawn whit
squared black-white at extremities of the figure ighe solenoid

Further, when the plunger is in the down posit@mass flow from
actuator to tank is established increasing the paaksure, see Figure 4.7.
More information on plunger behavior can be foumd4i6] and [78]. The
importance of rejecting the supply voltage distadss is now evident. A
disturbance changes the magnetic field acting erpthnger, its position
and the wastegate position, changing the boosspresin this work, the
frequency of the PWM signal was 300 Hz, while thentooller is
executed at 80 Hz.

4.2.3.Experimental data

The measurements have been performed in the etaboeatory at the
Division of Vehicular Systems, Linkdping Universityhe engine uses a
rapid prototyping system from dSpace (RapidPro EhcroAutoBox),
connected to a PC running ControlDesk. In additiorthe production
tank pressure sensor, the system has been equipibetivo extra sensors
for modeling, a linear position sensor to meashe2wastegate position
and a sensor to measure the actuator chamber pressu

4.3 Actuator modeling

The mass flow through the valve can be modeled lith orifice
equations for compressible flow [46][117][104].slhould be noted that
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this model is valid for steady flows with flow stat and boundary
geometry being sufficiently smooth functions of patgal variable
[112][102][35]. Defining the pressure ratio as 41)

n=2Fae (4.1)
By

where p, and p,are respectively the pressure downstream and
upstream of the restriction and the critical pressatio as eq. (4.2)

e

2
= = 4.2
rlcnt (y"'lJ ( )

where y is the specific heat ratio, the equation becomes

_ P,
m—ﬁCdAP(I'I) (4.3)

Where C; is the discharge coefficienty is the flow areaRr is the
specific gas constant for arr, is the temperature upstream anadn ) is

1
1 =
ny{—zyl 1-1 ¥ ” if N>,
y—

w(n)= (4.4)

crit

1 2(y-1)
V{ 2 if M<m
y+1

Eq. (4.3) can be applied to describe the leakaglearvalve as well as
the plunger position when it opens a passage batveeebient and
actuator and between actuator and tank. With kraydeabout the flows
to and from the components and using the ideal lgas we get the
following equation:

d(pv)

=mRT 4.5
dt (4-3)

where the temperature variation is neglected. &h& ts of constant
volume and the tank pressure is calculated by iatem eq. (4.5). To
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calculate the actuator pressure it is necessacpuple it to the model of
the actuator, since the membrane motion causegyeban the actuator
volume. The model of the actuator, and thereaftethe wastegate
position, is based on Newton's second law:

mx+ bx= E .+ R~ Fo~ F F (4.6)

amb e act spring_

with the force balance as shown in Figure 4.6 and the submodels
described by eq. (4.7):
Fact = pact DA‘membrane
I:amb = pambmmembran (47)
Fopring = K (X) Ok

where m is the system mass$, is the damping coefficientr,, is the
result of the force on the wastegate plate caugezkbaust gases arf,

is the friction. The most popular friction modeltiee Dahl's model [36]
and widely used in literature [84][78][64][100]:

dF, F. . i
L=g|1-—ign( x 4.8
dx [ F 0 ( [)]] (4.8)

C

F., o and o determine the shape of the curve and need to be
identified. This model is particularly suitable foysteresis modeling.

4.3.1.ldentification and validation of the model

Due to the lack of plunger position measurememntd, taus the passage
area across the valve, the effective aBgaA has been identified as one

parameter. The plunger position depends on theefaquilibrium
between three main elements, force due to actpagssure, force due to
ambient pressure and force due to magnetic fiehdls Theans that the
actuator pressure is strongly connected to the P¥igvial. In order to
identify the constants of eq. (4.9) and (4.10), l#eest squares techniques
was used on measured data.

C, A= k (PWM? + kK OPWM+ k (4.9)

P, = k (PWM + k OPWM + kO PWM- } (4.10)
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The value of the parameteks can be found in. Table 4.1

Table 4.1 Regression coefficients

C, A Pac
K, -4.762510° | 2.8939NC
K, 7.20001C7 -6.5767
K, -5.230010° | 4.404416
K, 1.061216

The identified effective area for the passage feombient to actuator
is 8[10°m*, and the passage area between actuator and tank is
10010' m®. Figure 4.8 shows a comparison between model and

measurement, where the model is shown to give gmydement. Eq.
(4.11) manages the mass flow through the voluméiseogystem.

. %[@d CAW(N) if P, > Pouy

0 if P, = Ppwm

(4.11)

where p,,, IS the pressure achievable depending the valugheof

PWM signal.

An analysis of experimental data shows that sonpeoxgmations in
the model can be assumed. In Figure 4.9 a slowowprdramp was
performed to analyze actuator hysteresis effectd, the result was that
this effect can be neglected.
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Figure 4.9 Identification of hysteresis phenomenowith a up-down slow ramp in
PWM signal

The exhaust gases force is also neglected, bedalas a negligible
effect on the wastegate position, Figure 4.10. $tep in the actuator
position between 72.5 s and 82.2 s is due to the&clswg on of the
vacuum pump that produces a supply voltage dropsaogvs again the
phenomenon of the wastegate position changing cbediéo the supply
voltage level.

An analysis of the actuator spring and the vacuumpp is then
needed, to complete the model. Figure 4.11 shoaisthie spring has a
nonlinear behavior. The lowest possible actuat@ssure is the tank
pressure, see lower plot of Figure 4.12, and if thr&k pressure is too
high, the wastegate valve cannot be fully actuafex.avoid this, the
pressure in the tank is kept between 30 and 35kRhe control system.
In this region the mass flow from tank to ambiertew the pump is
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switched on can be considered constant.
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A comparison between model and measurements isrsirowigure
4.12, for a ramp and a step in the PWM signal. Haurtthe dynamic
behavior of the actuator and tank pressure, andasmt position are
satisfactorily reproduced by the model.
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4.4 Compensator development

The system voltage is expected to affect the magfiekd controlling the
plunger position. Further, the plunger movemengxpected to be slow
compared to fast changes in the magnetic field #re plunger is
therefore assumed to follow a moving average of rtiegnetic field.
Based on experimental data the following simple pensator is
proposed to handle deviations in supply voltage:

PWM, = 2rpwi,, (4.12)

comp — U

where PWM is the compensated PWM, U is the supply voltage,

comp

and PWM,, is the PWM value if the voltage is 12 V.

Given a desired value of wastegate position, aesponding PWM
value can be calculated using the inverse of theatmr model. A
compensation for supply voltage is then calculatsitig eq. (4.12). The
compensator was tested with a voltage disturbancetlae results are
shown in Figure 4.13 taking care to repeat the ssimape of the voltage
disturbance. Despite the voltage disturbance, gp@tely modulating
the PWM value with the compensator, membrane posiis kept
constant, verifying the performance of the compenwsdhe compensated
wastegate position is unaffected by the supplyagatdisturbance.
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Figure 4.13 Compensator performance for the supplyoltage disturbance. The
second plot shows the wastegate position withoutropensator (solid) and with
compensator (dashed)

4.5 Boost pressure controller

Before developing the control system, an analysisfihd the best
turbocharger configuration was carried out using T8TCSI MVEM

[41][40]. Focus was on low engine speed. The marinfwost pressure
was set up to 240 kPa to avoid engine damage aoglimder knocking.

Two configurations, both with the throttle fully eped, were
investigated: LP-wastegate fully closed and fullpened. The HP-
wastegate was used to maintain constant boostypeess
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Figure 4.14 Comparison between two different controstrategies for low engine
speed. HP-wastegate is controlled keeping respecly LP-wastegate fully closed
(solid) and fully opened (dashed)

Figure 4.14 shows that running with LP-wastegatly ftlosed gives
maximum torque at lower engine speed. The LP-wastefylly closed
configuration is therefore used up to 2000 rpm, netibe torque begins to
decrease and the back pressure reaches too higesvdlhe structure of
the control system is shown in Figure 4.15, whéee feedforward is a
static map for PWM depending on desired boost presand engine
speed [109].

To overcome the nonlinearities of the system, i$ Vuaearized across
different desired boost pressures and engine sp&sgrol signal step
responses are then used to identify the parameftéing transfer function,
which was modeled as a first order system with til@kay model:

— Kp sLs
G(s) _1+—thsEe (4.13)
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where K is the static gain of the system, is the time constant and
L is the time delay.

N—>
P feedforward
ref m—
N —> W
Prer—> PID ><> > engine
p .| compensator —>P. sl
aCtug| —— > S\/Stem
disturbance

Figure 4.15 Control system structure

The most common version of a transfer functionagd?ID controller
Is shown in eq. (4.14)

C(s)= K[E1+S_1TJ [{1+ sT) (4.14)

WhereK is the proportional gairil; is the integral time andj, is the

derivative time. The design method chosen in thiskwis the\-tuning
that, for non-interacting PID controllers, provides
1 L/2+T
K, L/2+4
L
T =T S (4.15)
_ Tl
Tl

where ) is the time constant describing how fast the cdietrawill
react to a control error.

The derivative terms deserves a special investigatin on-board
applications instabilities could occur if the sigeeror, usually defined as
the difference between reference and actual valee d. - p.,)

processed by the derivative part is unfiltered daehigh-frequency
measurements noise. For this reason the signal beee filtered. This
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creates problems in the filtered derivative parewhhe reference value
changes quickly. In order to avoid it, for this panly, the signal used is
the process variabl@,, [108][109]. A tracking mode was added to the

controller, with tracking timeT, =TT, , to remove the wind-up

phenomenon when the control variable saturates [15]

The above procedure was applied for each poinheflinearization
grid to achieve a gain scheduled feedback loopelAyrtype controller
was used to maintain the tank pressure betweefP8@kd 35 kPa, where
the controller is switched on if the pressure ighler than 35 kPa and
switched of when the tank pressure becomes loveer 30 kPa.

4.6 Experimental testing

The performance of the boost pressure control systas tested on both
the MVEM model and the engine test stand. Obviotistyexperimental
results are more interesting that the model resuoltthat the experimental
results from the test stand will be presented. Greéng validated the
performances of the voltage compensator, the padnce investigation
has been divided into two steps:

1. the developed boost pressure controller;

2. the coupling of the voltage compensator with thedbgressure

controller.

Figure 4.16 shows the resulting boost pressuredweral steps up and
down with a constant system voltage. Boost presli@vs the steps in
reference value correctly. A small undershoot isspnt for a positive
reference step, but it is limited to 5 kPa. The dwstr is better for a
reference pressure decrease, and the largest oweiishonly 1 kPa. The
saturation of the PWM signal guarantees a fastoresp It is worth
mentioning that the controller parameters have keeead using only the
model and no retuning is made on the engine testte
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The voltage compensator is then integrated in thgine control
system. The experimental results, shown in Figut&,4oint out that the
simple compensator proposed is effective and thgman pressure
error is 1 kPa (0.8%). Since the boost pressurs doechange much for
variations in system voltage, this means that tlastegate position is
almost constant and there is only a small movenrerthe membrane,
proving the disturbance rejection.
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CHAPTER 5

Conclusions

In the dissertation, the value of engine system etiog has been
discussed. It was shown how modeling in-cylindeocpsses and
turbocharger can aid the development of the costrategies saving time
and money efforts. All the developed models wergeerentally
validated and applied for optimization analysisesl-time control.

Particularly the model based optimization of thegiea control
variables of an automotive turbocharged Diesel reghas been
presented. The model structure is based on a hypptoach, with a
predictive multi-zone model for the simulation ofgylinder processes
(i.,e. combustion and emissions formation) integratg@th a control-
oriented turbocharger model to predict intake/eshgrocesses. Model
accuracy was tested via comparison between meaancedimulated in-
cylinder pressure and engine exhaust temperaturea amide set of
experimental data, measured at the test benchdatan results exhibit a
correlation index Requal to 0.995 and 0.996 for IMEP and exhaust
temperature, respectively. The optimization analysias aimed at
minimizing NO emissions in four steady state engioperating
conditions, selected among those of interest f&r BCE/EUDC test
driving cycle. Constraints were introduced to preavéfom increase of
soot emissions and low exhaust temperature whialiddmave a negative
impact on the efficiency of the after-treatmentides. The optimization
results evidence a significant reduction of enghi@ emissions by means
of increased EGR rate and earlier main fuel ingecti

A model-based optimization was also applied forNGCheavy-duty
engine, equipped with turbocharger and EGR. Thenigdtion analysis
was addressed to design the set-points of engimgrotovariables,
following the implementation of an EGR system aimnaédeducing the in-
cylinder temperature and preventing from the thérsteess of engine
components (i.e. head and valves). A co-simulatioalysis was carried
out by coupling a 1-D engine commercial code withclassical
constrained optimization algorithm. The 1-D modetaunts for intake
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and exhaust gas flow arrangement, comprehensiieGit system and
turbocharger, while an empirical formulation basedhe classical Wiebe
function was implemented to simulate the combustmncess. An

intensive identification analysis was performecdorelate Wiebe model
parameters to engine operation and guarantee mackiracy and
generalization even in case of high EGR rate. 1-@deh and

identification results were successfully validataghinst a wide set of
experimental data, measured on the test bench. rébelts of the

optimization analysis, aimed at minimizing fuel samption while

preventing from thermal stress, showed an increffigel economy up to
4.5% and a reduction of the thermal load belowithposed threshold,
against five engine operating conditions selectaedrag the most critical
of the reference European Transient Cycle (ETC)tidedarly, the

effectiveness of the co-simulation analysis is em@ed in pursuing the
conflicting goal of optimizing engine control whiteducing the recourse
to time consuming and expensive experiments ateiebed. This latter
point is becoming more and more critical as the lbemof control

variables is increasing with engine complexity.

Both the presented optimization analyses eviderthedkey-role of
the turbocharger to face with energy and emissgswes. Particularly the
impact of the turbocharger management via wastegatéGT control
was evidenced. Indeed, by acting on these compsndrg amount of
exhaust gases evolving in the turbine can be mahtduyes regulating the
supercharging degree and the boost pressure. Thissakeeping the
throttle valve fully open with significant decreasepumping losses. The
wastegate position is defined by a pneumatic aotuat which the
pressure is regulated by a solenoid valve fed VM signal. The
drawback of this system is the dependence of theNPgnal, and
afterwards of the performance, from the system Isuppltage. During
the thesis the development of a wastegate actoaidel was carried out
in order to compensate the actuator PWM signal niprove boost
pressure control. The compressible flow equatiomsewfound to be
sufficient to describe the actuator system mass #nd both discharge
coefficient and static actuator chamber pressuree weodeled using
polynomials in PWM signal. Furthermore a simplectfan model was
implemented to simulate the actuator system. Thestbqressure
controller based on the developed compensatorhwsrsto give limited
undershoot and overshoot and is further able tctehe disturbance in
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supply voltage. The compensator was incorporatem anboost pressure
controller and the complete control system has shtavreject system
voltage variations and perform good boost pressgetrol in both

simulations analyses and experimental tests onetiggne test stand.
Model simulations evidenced the need to ensure émugh vacuum
pressure to enable fully closed and open actuatoleva switch type
controller was proved to be sufficient for vacuwank pressure control.
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