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Abstract

This work debates a theoretical investigation of the interfacial effects about
heterostructures with normal metals and superconductors. At the beginning
we will introduce the basic physical phenomena our calculations deal with
and will describe a few experimental results. Then we will provide a de-
scription of the Blonder-Tinkham and Klapwijk (BTK) model for normal
metal/superconductor junctions and we will introduce the attempt to gen-
eralize it to include proximity effect. After we will describe a generalized
BTK model introducing a particle-hole mixing interface potential and we
will present the main results. Finally, we will extend BTK model to include
a spin-dependent potential, e.g. Rashba spin-orbit coupling, at the interface
and we will analyze the spin transport properties.
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Introduction

The interplay between the different properties of materials constituting het-
erostructures has an important influence on the complicated details of in-
terfaces. The identification of interface effects in heterostructures has been
in the focus of experimental and theoretical investigation. Theoretical work
describes and predicts numerous manifestations of the influence between dif-
ferent long-range orderings[1, 2, 3, 46]. These effects appear due to the
different nature of the decay of the superconducting correlations in the ma-
terials that are proximity coupled with a superconductor. In the case of a
normal metal/superconductor (N/S) bilayer the superconducting transition
temperature, Tc, decreases exponentially with characteristic length ξN , as
the thickness of the overlaying N layer increases. This is understood as an
effect caused by leakage of the superconducting pairs from S into N layer.
On the other hand, any proximity of a ferromagnet (F) with a superconduc-
tor has been found to be detrimental to superconductivity. This has been
understood as a pair-breaking effect of the magnetic moment when the su-
perconducting pairs enter the F layer. Several theories has been developed
to explain the proximity effect in F/S bilayer, predicting the oscillatory Tc
behavior as a function of the thickness of F layer. Thus understanding the
role of the potentials at the interface of superconducting structures is of pri-
mary importance. With the advent of the point contact spectroscopy, the
study of several phenomena at the interface between a superconductor and
non-superconducting materials have become accessible, but many questions
remain open. In fact, the quality of the interface determines the transmission
and reflection probabilities near the interface, that depend on the energy and
spin of the incoming electron, and strongly influences the transport. From the
theoretical point of view, the Blonder-Tinkham-Klapwijk (BTK) theory[32]
provides a theoretical model for the interpretation of the current - voltage
characteristic obtained through the point contact spectroscopy. The theory,
based on the Bogoliubov-de Gennes (BdG) equations, permits to obtain the
transmission and reflection probabilities in N/S junctions. By modelling the
barrier potential at the interface by a Dirac delta potential of arbitrary am-
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plitude, they are able to describe the current-voltage curves ranging from the
tunnel junction to the metallic limit. Using the results of the BTK theory,
a good agreement between theory and experiments was observed. However,
in some cases, as in Cu/Nb junctions, the conductance shows particular
structures which are not reproduced in BTK formalism. In particular, there
appear two dips[21, 49, 50, 4, 5, 34, 6, 33] below but close to the supercon-
ducting energy gap. An attempt to explain such anomalies has been based on
a proximity model[33] where the inclusion of the proximity effect is explained
in terms of the existence of two energy gaps: the proximity gap and the bulk
gap. Neverthless, such a theory is not the possible scenario and the aim of
the present work is to describe the conductance features in a more general
context, that of generalized boundary conditions in the BdG scattering prob-
lem. The proposed boundary conditions include a non-diagonal contribution
in the particle-hole representation whose physical meaning is related to the
proximity effects induced by the bulk superconductor on the normal side of
the interface. Finally, we consider the effect of a spin-orbit interaction at the
interface and try to characterize the spin current and the spin differential
conductance.
This work is organized as follows. In Chapter 1 we introduce the basic physi-
cal phenomena of superconductivity and the Bogoliubov-de Gennes equations
along with the description of few experimental results on charge transport.
In Chapter 2 we provide a detailed description of the Blonder, Tinkham and
Klapwijk (BTK) theory and we introduce the previous attempt to generalize
it to include proximity effect. In Chapter 3 we describe a generalized BTK
theory introducing a particle-hole mixing interface potential, which consists
in imposing non-diagonal boundary conditions on the wave functions that
describe the scattering processes at the interface and we will present the
main results. In Chapter 4 we generalize BTK theory to include Rashba
spin-orbit at the interface and we will analyze the spin transport properties
in in normal metal/superconductor junctions. Finally, we give conclusions
and outlook.



Chapter 1

Preliminaries and Motivation

In this chapter we briefly review the different regimes of electron transport
in heterostructures and then focus on superconductivity. Starting from the
Bardeen-Cooper-Schrieffer (BCS) theory, we introduce the mathematical for-
mulation based on the Bogoliubov de Gennes (BdG) equations. Then we
focus on a particular experimental probe of quasiparticles transport in su-
perconducting junctions, the point contact Andreev reflection (PCAR) spec-
troscopy.

1.1 Electron transport in heterostructures: dif-

ferent regimes

The transport in heterostructures is determined by several characteristic
length scales. The first is the Fermi wavelength, λF = 2π/kF , which char-
acterizes the electron wavelength itself at the Fermi energy for the trans-
port. This important quantity depends on the total electron number. The
second is the mean free path, le = vF τ , which characterizes the average
length that an electron travels without scattering with other impurities. Here
vF is the Fermi velocity and the relaxation time τ is the elastic scattering
time for electron transport. For an electron density ns = 5 × 1011/cm2 the
Fermi wavelength is about 35nm, while the mean free path is of 30µm, with
vF = 3 × 107cm/s and τ = 100ps[7]. The third is the phase coherence
length, Lφ, which characterizes the length that an electron wave packet can
travel without losing its phase coherence. Lφ has a strong dependence on
temperature, increasing as the temperature decreases, and might be larger
than the mean free path le in low-temperature regime[8, 9, 10]. At low tem-
peratures Lφ is about of a few micrometers. Comparing mean free path
with characteristic dimensions of the system along one spatial dimension, L,
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14 CHAPTER 1. PRELIMINARIES AND MOTIVATION

one can discriminate between different regimes of transport: diffusive regime
L ≫ le and ballistic regime L ≪ le, of interest here. Such a classification
appears incomplete in the situation where different dimensions of the sample
are substantially different. Mesoscopic systems with L ∼ le are definite to
be in the intermediate regime. For a ballistic system Lφ = vF τφ with τφ the
phase-relaxation time that describes relaxation of the phase memory, while
in diffusive conductors Lφ =

√
Dτφ with D = vF le/d being the diffusion

coefficient and d the dimensionality of the system. Another characteristic
length is the thermal length also called Thouless length, LT = (~D/kBT )

1/2,
with kB the Boltzmann constant and T the temperature, which describes
dephasing of the electrons due to the thermal excitation in the system. If
LT > Lφ the thermal effects are minimal, while if LT < Lφ the thermal ef-
fects cause dephasing of the electrons in the system. LT and Lφ provide the
temperature dependence of mesoscopic phenomena[11].

1.2 Superconductivity

Superconductors are materials that, below a critical temperature Tc, exhibit
zero electrical resistance and perfect diamagnetism. The microscopic inter-
pretation of a superconductor was provided by J. Bardeen, L. N. Cooper and
R. Schrieffer (BCS)[14] in the famous BCS theory, that employs the Fröhlich
Hamiltonian[12] of the electron-phonon interaction. An electron moving in a
crystal lattice attracts the positive ions displacing them from the lattice and
increasing the positive charge density due to the ions. The positively charged
area in the lattice has an attractive effect on another electron. The lattice
deformation therefore causes a weak attraction between pairs of electrons
(Cooper pair). The BCS theory bases on the assumption that superconduc-
tivity arises when the attractive Cooper pair [13] interaction dominates over
the repulsive Coulomb interaction. A Cooper pair is formed by two elec-
trons due to exchange of a phonon. In general, Cooper pairs can be in a
state of either total spin S = 0 (spin singlet) or S = 1 (spin triplet). To
respect the antisymmetry under exchange of particles, the antysymmetric
spin singlet state is accompaneid by a symmetric orbital wave function (even
parity) with orbital angular momentum L = 0 (s−wave), L = 2 (d−wave),
etc. The symmetric spin triplet state is accompanied by an antysymmetric
orbital wave function (odd parity) with orbital angular momentum L = 1
(p − wave), L = 3 (f − wave), etc. In the BCS theory, Cooper pair is a
two electron bound state with zero total momentum and spin (k ↑,−k ↓).
The typical distance between the two electrons that can form a pair is called
coherence length and is given by ξ = ~vF/π∆, where vF is the Fermi velocity
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and ∆ is the energy gap that represents the minimum energy per electron
needed to break one of the Cooper pair and is the central parameter in the
BCS theory. In conventional superconductor (s−wave Cooper pairs) typical
values of ξ are of the order of thousand Å. At T = 0 in the superconducting
ground state electrons are involved only as pairs and the superconducting

ground state takes the following form |ψBCS〉 =
∏

k

(

uk + vkc
†
k↑c
†
−k↓

)

|0〉 un-
der the constraint |uk|2+ |vk|2 = 1, where |0〉 is the vacuum state, uk and vk
represent the probability amplitudes that the pair (k ↑,−k ↓) is unoccupied
and occupied, respectively. Since the Cooper pairs are bosons, all of them
occupy the same state of lowest energy and are separated by the energy gap
2∆ from a higher single levels into which normal electrons can be excited
(see Fig. 1.1). The value of this gap is at zero temperature ∆0 = 1.76kBTc.
This approximation is valid in the weak coupling limit, which means super-
conductors for which N (EF ) V ≪ 1 with N (EF ) is the normal metal density
of states at the Fermi energy and V the attractive interaction[15, 16, 17]. At

Excited quasiparticles

2 D

Cooper pairs

Figure 1.1: Energy levels diagram for a superconductor.

finite temperature some electrons can be thermally excited across the gap.
This reduce the number of Cooper pairs and form the so-called quasiparticles
that are coherent mixtures of particles and holes. These mixed particle-hole
excited states are known as Bogolons. Therefore, with increasing the temper-
ature, the energy gap decreases until near the critical temperature vanishes
according to the law ∆ (T ) /∆0 = 1.74 (1− T/Tc)1/2. For conventional su-
perconductors experimental measurements of the energy gap are in good
agreement with the BCS theory predictions[18]. Despite the brilliant success
of the BCS theory, that provides a complete understanding of conventional
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superconductors, it is applicable only to cases of weak coupling between the
electron and the phonon and for translational invariant systems. In presence
of arbitrary external potential U (r), that can describe the effects of impuri-
ties and of the specimen surface, or a magnetic field H, the Bogoliubov-de
Gennes equations are a more powerful method to describe superconductiv-
ity. They can also describe non superconducting materials, such as a normal
metal (N) or a ferromagnet (F), therefore can be used for any heterostructure.

1.3 Bogoliubov de Gennes equations

The Bogoliubov-de Gennes (BdG) equations[19] generalize the BCS formal-
ism to treat spatially non-uniform superconductors. The real-space Hamil-
tonian written in terms of field operators ψσ (r), ψ

†
σ (r) reads

H =
∑

σ

∫

drψ†σ (r)H0 (r)ψσ (r)

− V

2

∑

σ,σ′

∫

drψ†σ (r)ψ
†
σ′ (r)ψσ′ (r)ψσ (r) , (1.1)

where H0 (r) is the single-particle Hamiltonian given by

H0 (r) =

[
1

2m
(−i~∇− eA (r))2 + U (r)− µ

]

, (1.2)

with A (r) the vector potential, U (r) the external spin-indipendent poten-
tial that includes the boundary and static impurity potentials and µ is the
chemical potential, σ is the spin index and V is the attractive interaction
responsible for superconductivity assumed to be constant (BCS approxima-
tion). In presence of a spin-dependent potential, such as Zeeman or spin-orbit
coupling terms, to the Hamiltonian in Eq. (1.1) is added the following term:

Hm =
∑

σ,σ′

∫

drψ†σ (r)Uσσ′ (r)ψσ′ (r) , (1.3)

where Uσσ′ (r) is a matrix proportional to a Pauli matrix. Therefore the total
Hamiltonian becomes

H =
∑

σ

∫

drψ†σ (r)H0 (r)ψσ (r) +
∑

σ,σ′

∫

drψ†σ (r)Uσσ′ (r)ψσ′ (r)

− V

2

∑

σ,σ′

∫

drψ†σ (r)ψ
†
σ′ (r)ψσ′ (r)ψσ (r) . (1.4)



1.3. BOGOLIUBOV DE GENNES EQUATIONS 17

The annihilation and the creation field operators ψσ (r) and ψ†σ (r) satisfy
ordinary fermion anticommutations relations

{

ψσ (r) , ψ
†
σ′ (r

′)
}

= δ (r− r′) δσσ′

(1.5)

{ψσ (r) , ψσ′ (r′)} =
{

ψ†σ (r) , ψ
†
σ′ (r

′)
}

= 0,

where δ (r) is the Dirac delta function and δab is the Kronecker delta symbol.
Making a mean-field treatment of the interaction term (second term in Eq.
(1.4))

ψ†σ (r)ψ
†
σ′ (r)ψσ′ (r)ψσ (r) ≈ 〈ψ†σ (r)ψ†σ′ (r)〉ψσ′ (r)ψσ (r)

+ψ†σ (r)ψ
†
σ′ (r) 〈ψσ′ (r)ψσ (r)〉 − 〈ψ†σ (r)ψ†σ′ (r)〉〈ψσ′ (r)ψσ (r)〉

︸ ︷︷ ︸

constant

, (1.6)

defining the pairing potential as ∆σσ′ (r) = −V 〈ψσ′ (r)ψσ (r)〉 and omitting
the constant term, the Hamiltonian (Eq. (1.4)) becomes

Heff =
∑

σ

∫

drψ†σ (r)H0 (r)ψσ (r) +
∑

σ,σ′

∫

drψ†σ (r)Uσσ′ (r)ψσ′ (r)

+
∑

σ,σ′

∫

dr
[

∆†σσ′ (r)ψσ′ (r)ψσ (r) + ∆σσ′ (r)ψ†σ (r)ψ
†
σ′ (r)

]

, (1.7)

where for an s-wave superconductor ∆σσ′ (r) = (iσ̂y)σσ′∆(r) with σ̂y the
Pauli matrix. This Hamiltonian has a bilinear form in ψσ (r) and ψ

†
σ (r) op-

erators and may be diagonalized by the following canonical transformations
introduced by Bogoliubov

ψσ (r) =
∑

n

[
unσ (r) γn + v∗nσ (r) γ

†
n

]
, (1.8)

where the operators γ†n and γn that, creates and annihilates a quasiparticle in
the state n, respectively, satisfy ordinary fermion anticommutation relations

{γn, γ†n′} = δnn′

(1.9)

{γn, γn′} = {γ†n, γ†n′} = 0.

The transformation yields the following diagonal form of the Hamiltonian
(Eq. (1.7))

Heff = E0 +
∑

n

Enγ
†
nγn, (1.10)
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where E0 is the ground state energy and En is the energy of the excitation
n. Furthermore, we have

[
Heff , γ

†
n

]
= Enγ

†
n

(1.11)

[Heff , γn] = −Enγn.

In order to derive the equations for unσ (r) and vnσ (r) contained in the Eq.
(1.8) we calculate the commutator [ψσ (r) ,Heff ] using Eq. (1.7) and the
anticommutation properties of the operators ψ†σ (r) and ψσ (r), obtaining

[ψσ (r) ,Heff ] = H0ψσ (r) +
∑

σ′

Uσσ′ (r)ψσ′ (r) +
∑

σ′

∆σσ′ (r)ψ†σ′ (r) .(1.12)

Applying the Bogoliubov transformation given by Eq. (1.8), employing the
anticommutation rules of the operators γn and γ†n and taking into account
the commutators in Eq. (1.11) we have

∑

n

Enunσ (r) γn −
∑

n

Env
∗
nσ (r) γ

†
n =

∑

n

H0 (r)unσ (r) γn

+
∑

n

H0 (r) v
∗
nσ (r) γ

†
n +

∑

nσ′

Uσσ′ (r) unσ′ (r) γn

+
∑

nσ′

Uσσ′ (r) v∗nσ′ (r) γ†n +
∑

nσ′

∆σσ′vnσ′ (r) γn

+
∑

nσ′

∆σσ′u∗nσ′ (r) γ†n. (1.13)

Comparing the coefficients of γn and γ†n on the two sides of the equation, we
obtain:

Enunσ (r) = H0 (r) unσ (r) +
∑

σ′

Uσσ′ (r)unσ′ (r) +
∑

σ′

∆σσ′vnσ′ (r)

(1.14)

−Envnσ (r) = H∗0 (r) vnσ (r) +
∑

σ′

U∗σσ′ (r) vnσ′ (r) +
∑

σ′

∆∗σσ′ (r) unσ′ (r) ,

that are called Bogoliubov-de Gennes (BdG) equations, where we have con-
jugated both sides of the second equation. The equations can be writ-
ten in a matrix form, using the four-component Nambu spinor ψn (r) =
(un↑ (r) , un↓ (r) , vn↑ (r) , vn↓ (r))

t, as






H1 (r) U↑↓ (r) 0 ∆ (r)
U↓↑ (r) H2 (r) −∆(r) 0

0 −∆∗ (r) −H∗1 (r) −U∗↑↓ (r)
∆∗ (r) 0 −U∗↓↑ (r) −H∗2 (r)













u↑ (r)
u↓ (r)
v↑ (r)
v↓ (r)






=E







u↑ (r)
u↓ (r)
v↑ (r)
v↓ (r)






,(1.15)
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where H1 (r) = H0 (r) + U↑↑ (r) and H2 (r) = H0 (r) + U↓↓ (r) and the in-
dex n of the excitation has been omitted. The Bogoliubov-de Gennes equa-
tions allow to get the states of the system both in superconducting and non-
superconducting materials. In the absence of spin-flip scattering, the four-
component BdG equations may be decoupled into two sets of two-component
equations: one for spin-up electron-like and spin-down hole-like quasiparticle
wave functions (u↑ (r) , v↓ (r)), the other for (u↓ (r) , v↑ (r)).

1.4 Andreev reflection

Andreev reflection[23] is the fundamental process inducing the proximity ef-
fect and hence all phenomena related to it [24, 25, 26]. The proximity effect is
the occurence of superconducting-like properties in non-superconducting ma-
terials placed in contact with a superconductor (S). In other words, Cooper
pairs from a superconducting metal in close proximity can diffuse into the
normal metal, making a normal metal (N) layer weakly superconductive[27].
The thickness of this superconductive region on the normal side exceeds the
superconducting coherence length and depends on different parameters, such
as temperature, presence of impurities, tunnel barrier or boundaries. At
first sight, this proximity effect does not seem possible since no attactive
electron interaction exists in the normal region and thus no superconduct-
ing correlations can be created. However, these correlations can leak from
superconductor into the normal region by means of Andreev reflection[28].
Due to the existence of an energy gap at the Fermi energy in the density
of states of the superconductor, an incoming electron can be transmitted
into it according to two different mechanisms depending on its energy. An
incoming electron with energy larger than the superconducting energy gap
can freely propagate into the superconductor, where it will be converted into
a quasiparticle with the same energy. Since there are no accessible single
particle states for energy lower than the superconducting energy gap, the
only possibility for an incoming electron to be transmitted into the super-
conductor is by forming a Cooper pair (see Fig. 1.2). In order to do that,
it must couple with another electron from the normal metal with opposite
wave vector and spin. This process is equivalent to the reflection of a hole.
A total charge 2e is transmitted from the normal metal to the superconduc-
tor [29]. As a consequence, the Andreev reflection allows a conversion of
the dissipative electrical current in the normal metal into a dissipationless
supercurrent. When a ferromagnet/superconductor (F/S) junction is con-
sidered the situation is strongly modified because the incoming electron and
the Andreev reflected hole occupy opposite spin bands and in a ferromagnet
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Figure 1.2: Andreev reflection process for a metal with spin polarization of
P = 0. The solid circles denote electrons and open circles denote holes.

the spin-up and the spin-down band are different (see Fig. 1.3). An imme-

eV

- eV

E E

N(E)

Incident
electron

Andreev

Δ2

SuperconductorMetal (P = 100%)

No

re�lection

No state

available

Figure 1.3: Andreev reflection process for a metal with spin polarization of
P = 100%. The solid circles denote electrons and open circles denote holes.

diate consequence is the total suppression of Andreev reflection in a fully
spin-polarized metal [30]. This effect can be used to measure the spin polar-
ization of metals using direct differential conductance measurements through
the point contact Andreev reflection spectroscopy.

1.4.1 Point contact Andreev reflection spectroscopy

Point contact Andreev reflection (PCAR) is a technique introduced by Soulen
et al. [21] and Upadhyay et al.[22], based on Andreev reflection (AR), where
a narrow superconducting tip, e.g. Nb, is placed into contact with a normal
conductor at temperatures below the critical temperature of the tip. When
a bias voltage across the tip/sample junction is applied the differential con-
ductance is measured. Andreev reflection is studied from the analysis of the
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Figure 1.4: The differential conductance for several spin-polarized metals
showing the suppression of Andreev reflection with increasing spin polariza-
tion. Figure adapted from Ref.[21].

normalized differential conductance G (V ) /GN vs V , where G (V ) = dI/dV ,
GN = G (eV ≫ ∆) and V is the bias voltage, known as PCAR spectrum.
PCAR spectrum is analyzed within the standard Blonder-Tinkham-Klapwijk
(BTK) theory[32](will be discuss more thoroughly in the next chapter). The
theory, formulated in terms of BdG equations, provides the transmission
and reflection coefficients of a N/S junction and allows to get, introducing
a tunneling barrier, the characteristic differential conductance, ranging from
metallic (zero tunneling barrier) to the tunneling regime (high tunneling bar-
rier). Using this approach they were able to obtain an accurate prediction
of properties such as the energy gap, the excess current due to the Andreev
reflection and an explanation of the conversion of a quasiparticle current into
supercurrent. When we have a normal metal coupled to a superconductor
the differential conductance below the gap is just twice the normal state
conductance GN of the junction. In a ferromagnet the Andreev reflection is
suppressed due to the unequal density of states of up and down spins and
the PCAR spectra are analyzed within a modified BTK theory to include the
spin polarization[21, 22, 31]. In PCAR spectrum two characteristic values
are commonly discussed: the conductance at zero bias voltage, that reflects
the degree of Andreev reflection in the point contact, and the conductance
near e|V | = ∆, which is named ∆ conductance peak. In Fig. 1.4 is exhib-
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ited the normalized differential conductance for different metals, with Nb as
superconducting material, showing the suppression of G (V ) /Gn at zero bias
voltage with increasing spin polarization, due to the suppression of Andreev
reflection. Indeed, depending on the material the differential conductance
range varies from 2 to almost zero. For Cu/Nb contact the differential con-
ductance shows sharp dips, at the postition of the Nb superconducting gap
(the vertical lines in Fig. 1.4), that are not expected in the BTK formal-
ism. Many possible explanations[33, 34, 35] have been proposed for these
dips, but the origin of their appearance is still under debate. In the fol-
lowing of this work we will introduce a general class of boundary conditions
within the BTK theory which lead to a good description of the peak-dips
structure in the conductance observed in some PCAR spectra. Singling out
the microscopic models that describe the interface effects in superconducting
heterostructures that pertain the interface properties and the bulk effects
and that successfully describe the PCAR experimental outcomes represents
the main objective of this work.



Chapter 2

Scattering theory at N/S
interfaces

The first theoretical approach to describe the conductance of a N/S junc-
tion was developed by Blonder-Tinkham-Klapwijk (BTK)[32]. They used
the Bogoliubov-de Gennes equations[19] and assumed ballistic transport. In
order to take into account spin polarization[21, 22, 33], diffusive contacts[31,
37, 38], anisotropic superconducting order[39, 65, 41, 20], finite quasiparticle
lifetime[42, 43, 44], external magnetic field[45], thin ferromagnetic layers at
the interface[48] and the proximity effects[33] some extended BTK models
have been proposed. An analysis of all these models is beyond the scope of
this work, in this chapter we only introduce the BTK model and the attempt
to include the proximity effects[33] in it.

N SI

b

a

c x

Figure 2.1: Scheme of the planar N/I/S junction and of the scattering pro-
cesses that take place at the interface: Andreev reflection (a), normal reflec-
tion (b), transmission as electron-like quasiparticle (c) and transmission as
hole-like quasiparticle (d).

23
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2.1 Blonder Tinkham and Klapwijk model

We consider a planar NS junction, lying in the xy−plane, made up of a
normal metal (N) connected to a superconductor (S) by a thin insulating
barrier (I) (see Fig. 2.1). The scattering will be studied in the absence of
magnetic fields (A(r) = 0) and we shall make a free particle approximation.
We assume that the Fermi energy EF and the effective mass m in the normal
side of the junction (x < 0) are equal to those in the superconductor (x > 0),
while the superconducting order parameter, assumed to be real, is taken of
the form ∆ (r) = ∆θ (x), where θ (x) is the Heaviside step function and ∆ is
the BCS value of the energy gap. In absence of spin-flip scattering processes
at the interface it is enough to solve 2× 2 BdG equations

(
H0 (r) + V (r) ∆ (r)

∆∗ (x) − (H0 (r) + V (r))∗

)(
u (r)
v (r)

)

= E

(
u (r)
v (r)

)

, (2.1)

where ψ (r) = (u (r) , v (r))t is the BdG state, E is the energy of a quasipar-
ticle measured from EF and H0 (r) is the single-particle Hamiltonian given
by

H0 (r) =

[

− ~
2

2m
∇2 − EF

]

. (2.2)

We model the barrier potential at the interface (x = 0) by a Dirac delta
potential

V (r) = U0δ (x) , (2.3)

where U0 is the strength of the barrier potential. Translational invariance
along the ŷ−direction implies the conservation of the momentum parallel to
the interface, thus we can separate the variables and write the solutions using
plane waves, i.e. ψ (r) = ψ (x) eik‖·r, reducing the effective dimensionality of
the problem. In order to solve the Bogoliubov-de Gennes equations (Eq.
(2.1)), BTK took the plane waves as trial wave functions

{
u (x) = uke

ikx

v (x) = vke
ikx . (2.4)

Inserting these expression into the Bogoliubov-de Gennes equations we have
in the superconducting side

(
~2k2

2m
−EF ∆

∆ −~2k2

2m
+ EF

)(
uk (x)
vk (x)

)

= E

(
uk (x)
vk (x)

)

. (2.5)
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To obtain non-trivial solution of the system (Eq. (2.5)), E must satisfy

E2 =

(
~
2k2

2m
−EF

)2

+∆2. (2.6)

The Eq. (2.6), that gives quasiparticles energy spectrum, admits two solu-
tions. Since we are concerned with excitations above the ground state we
consider only the solution therefore E ≥ 0. As consequence the BCS coher-
ence factors are

u2k = 1− v2k =

{
1
2

[

1±
√
E2−∆2

E

]

for E > ∆
1
2
e±i arccos

E
∆ for E < ∆.

(2.7)

In the BTK appoach they defined, for the sake of convenience, the BCS
coherence factor as

u2 = 1− v2 = 1

2

[

1 +

√
E2 −∆2

E

]

. (2.8)

This notation differs from the usual BCS coherence factors in which uk and
vk are not defined for E < ∆. Solving Eq. (2.6) respect to wave vector
k we obtain four solutions ±k+ associated with the electon-like quasipar-
ticles and ±k− associated with the hole-like quasiparticles, where ~k± =
√

2m
(
EF ±

√
E2 −∆2

)
. The wave functions in the superconductive side

for electron-like and hole-like quasiparticles are, respectively

ψel (x) =

(
u
v

)

e±ik+x, (2.9a)

ψhl (x) =

(
v
u

)

e±ik−x. (2.9b)

In the normal region, where the energy gap is zero, the Bogoliubov-de Gennes
equations are

(
~
2k2

2m
− EF 0

0 −~
2k2

2m
+ EF

)(
uk (x)
vk (x)

)

= E

(
uk (x)
vk (x)

)

, (2.10)

from which we get for the wave vectors two solutions ±k associated with the
electrons, where ~k =

√

2m (EF + E), and two solutions ±q associated with

holes, where ~q =
√

2m (EF − E). The wave functions in the normal side
for electrons and holes are, respectively

ψe (x) =

(
1
0

)

e±ikx, (2.11a)

ψh (x) =

(
0
1

)

e±iqx. (2.11b)
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The wave vectors of the wave functions in Eqs. (2.9) and (2.11) are cho-
sen under the constraint that an incident particle at the interface of the
junction can only produce transmitted particles with positive group veloc-
ity (vg = (1/~) dE/dk) and reflected particles with negative group velocity.
Thus, for an electron coming from the N side of the junction, the incident,
reflected and transmitted wave functions may be written as

ψi (x) =

(
1
0

)

eikx (2.12)

ψr (x) = a

(
0
1

)

e−ikx + b

(
1
0

)

e−ikx (2.13)

ψt (x) = c

(
u
v

)

eik+x + d

(
v
u

)

eik−x. (2.14)

Here the coefficients a, b, c and d correspond, respectively, to Andreev re-
flection, normal reflection, transmission as electron-like (ELQ) and hole-like
quasiparticle (HLQ) (see Fig. 2.1). Therefore, the wave function in the
normal side is given by:

ψN (x) = ψi (x) + ψr (x) , (2.15)

while in the superconducting side of the junction, we have

ψS(x) = ψt (x) . (2.16)

A powerful simplification for the determination of the coefficients in the above
wave functions is constituted by the so-called Andreev approximation, valid
for low temperatures and low bias voltages compared to the Fermi energy,
under which one assumes that transport takes place only near the Fermi level.
This approximation corresponds to assume (E,∆) ≪ EF and thus retain
the lowest order in E/EF and ∆/EF . This is equivalent to approximate
k ≃ q ≃ k+ ≃ k− ≃ kF .

2.2 Boundary conditions

The boundary conditions at the interface allow to calculate the coefficients
in Eqs. (2.15) and (2.16). The first is the continuity of the wave function at
the interface, namely

ψS (0) = ψN (0) . (2.17)
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The second boundary condition depends on the delta function potential that
simulates the barrier. To obtain it we consider the BdG equations

~
2∂2x
2m

(
−1 0
0 1

)

ψ (x) + U0

(
1 0
0 −1

)

δ (x)ψ (x)

+

(
− (EF + E) ∆ (x)

∆∗ (x) (EF −E)

)

ψ (x) = 0, (2.18)

with ψ (x) = (u (x) , v (x))t. We integrate from −ε to ε and then take the
limit for ε→ 0, obtaining

lim
ε→0

∫ ε

−ε
∂2xψ (x) dx = −2m

~2

{

lim
ε→0

∫ ε

−ε
U0

(
−1 0
0 −1

)

δ (x)ψ (x) dx

+ lim
ε→0

∫ ε

−ε

(
− (EF + E) ∆ (x)

∆∗ (x) (EF − E)

)

ψ (x) dx

}

, (2.19)

which reduces, for the continuity of the wave function ψ (x), to:

∂xψ
(
0+

)
− ∂xψ

(
0−

)
= 2kFZ0

(
1 0
0 1

)

ψ (0) , (2.20)

namely

∂xψS

∣
∣
∣
x=0
− ∂xψN

∣
∣
∣
x=0

= 2kFZ0

(
1 0
0 1

)

ψS (0) , (2.21)

where Z0 = mU0/~
2kF is a dimensionless parameter that describes the trans-

parency of the interface. To understand the meaning of the parameter Z0 it
is enough to note that the transmission coefficient in the normal state (i.e.
for a N/N junction) is given by (1 + Z2

0)
−1

and the corresponding reflection
coefficient is Z2

0/ (1 + Z2
0). Using the above conditions on the wave functions

we obtain the following four equations

b− cu− dv = −1
a− cv − du = 0

ikb+ (ik+u− 2kFZ0u) c+ (−ik−v − 2kFZ0v) d = 0

− iqa+ (ik+v − 2kFZ0v) c+ (−ik−u− 2kFZ0u) d = 0. (2.22)
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Making use of the Andreev approximation (k ≃ q ≃ k+ ≃ k− ≃ kF ), we find
the following expression for the scattering coefficients

a =
uv

γ

b = −(u
2 − v2) [Z0 (2i+ Z0)]

γ

c =
2u (2− iZ0)

γ

d =
2ivZ0

γ
, (2.23)

where γ = u2 + Z2
0 (u

2 − v2).
Let us note that in the absence of a barrier (i.e. Z0 = 0) b = d = 0. Physically
this means that all reflection is Andreev reflection and all transmission is
electron-like quasiparticle transmission.

2.3 Probability current density

In Nambu space (electron-hole space), as in ordinary quantum mechanics[36],
a probability current density can be associated to the wave function. It is
given by

J (r)=
~

m
Im

{
ψ† (r)∇ψ (r)

}
=

~

m
Im {u∗ (r)∇u (r)− v∗ (r)∇v (r)} , (2.24)

that satisifies the continuity equation

∂P (r, t)

∂t
+∇ · J (r) = 0, (2.25)

where P (r, t) = |ψ (r) |2 = |u (r) |2 + |v (r) |2 is the probability of finding
either, at time t in a volume element dr situated at the point r, an electron-
like quasiparticle or a hole-like quasiparticle. It is interesting to note that in
Eq. (2.24) hole current enters with a sign opposite to that of the electron
part. Through J (r) we can derive the probability amplitudes associated to
the coefficients contained in the wave functions (Eqs. (2.15) and (2.16)). We
indicate with A (E) the probability associated with the Andreev reflection,
B (E) the probabilty associated with normal reflection, C (E) the probability
associated with the transmission as ELQ and D (E) the probability associ-
ated with the transmission as HLQ. These must fulfill the normalization
condition of the total probability

A (E) +B (E) + C (E) +D (E) = 1. (2.26)
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The explicit expressions for A (E), B (E), C (E) and D (E) are derived from
the conservation of the probability current density

JTOT = 0, (2.27)

namely

JI + JA + JR = JC
T + JD

T , (2.28)

from which follows

1 = −JA

JI

− JR

JI

+
JC
T

JI

+
JD
T

JI

. (2.29)

Here with JI , JA, JR, J
C
T and JD

T we indicate, respectively, the probability
density current associated with the incident particle, Andreev reflection, the
normal reflection, the transmission as ELQ and the transmission as HLQ.
These density current probabilities can be obtained inserting the wave func-
tions ψi (x) (Eq. 2.12), ψr (x)(Eq. 2.13) and ψt (x)(Eq. 2.14) in Eq. (2.24)

• JI =
~

m
Im

{

ψ†i∇ψi

}

, with ψi (x) =

(
1
0

)

eikx

JI =
~k

m
, (2.30)

• JA =
~

m
Im

{
ψ†r∇ψr

}
, with ψr (x) = a

(
0
1

)

eiqx

JA = −~q
m
|a|2, (2.31)

A (E) =
∣
∣
∣
JA

JI

∣
∣
∣ =

q

k
|a|2, (2.32)

• JR =
~

m
Im

{
ψ†r∇ψr

}
, with ψr (x) = b

(
1
0

)

e−ikx

JR = −~k
m
|b|2, (2.33)

B (E) =
∣
∣
∣
JR

JI

∣
∣
∣ = |b|2, (2.34)
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• JC
T =

~

m
Im

{

ψ†t∇ψt

}

, with ψt (x) = c

(
u
v

)

eik+x

JC
T =

~k+
m

(
u2 − v2

)
|c|2, (2.35)

C (E) =
∣
∣
∣
JC
T

JI

∣
∣
∣ =

k+
k

(
|u|2 − |v|2

)
|c|2, (2.36)

• JD
T =

~

m
Im

{

ψ†t∇ψt

}

, with ψt (x) = d

(
v
u

)

e−ik−x

JD
T =

~k−
m

(
u2 − v2

)
|d|2, (2.37)

D (E) =
∣
∣
∣
JD
T

JI

∣
∣
∣ =

k−
k

(
|u|2 − |v|2

)
|d|2. (2.38)

In the Andreev approximation the probability amplitudes become A (E) =
|a|2, B (E) = |b|2, C (E) = (|u|2 − |v|2) |c|2 and D (E) = (|u|2 − |v|2) |d|2.
Therefore, the probability current density on the N side in units of kF is

JN = JI + JA + JR =
~kF
m

(
1− |a|2 − |b|2

)
, (2.39)

while the probability current density on the S side is

JS = JC
T + JD

T =
~kF
m

(
|u|2 − |v|2

) (
|c|2 + |d|2

)
. (2.40)

For E > ∆, u and v are real so the probability amplitudes assume the
following form:







A =
u2v2

γ2

B =
(u2 − v2)2 Z2

0 (1 + Z2
0)

γ2

C =
u2 (u2 − v2) (1 + Z2

0)

γ2

D =
v2

γ2
(u2 − v2)Z2

0

, (2.41)
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while for E < ∆, u and v are complex conjugates and we have






A =
∆2

E2 + (∆2 −E2) (1 + 2Z2
0)

2

B =
(E2 −∆2)

[

1 + (1 + 2Z2
0 )

2
]

E2 + (∆2 − E2) (1 + 2Z2
0)

2

C = 0
D = 0

. (2.42)

In the case (Eq. (2.42)), C = D = 0, there is the absence of transmission
because the energy of the incident electron does not sufficient to excite par-
ticles in the superconducting side. In general A, B, C and D depend on
the angle of incidence of the incoming electron and on the detailed shape of
the scattering potential. In Fig. 2.2 we show A, B, C and D vs E/∆ for
different values of Z0. Except for Z0 = 0, A (E) has a sharp peak for E = ∆,
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Figure 2.2: Plots of the probability amplitudes associated with Andreev re-
flection A (full line), normal reflection B (dashed line), transmissions as ELQ
C (dotted line) and as HLQ D (dot-dashed line). The curves are obtained
for distinct values of Z0 ranging from metallic to the tunnel regime.

although this peak becomes very narrow with increasing of Z0. For Z0 = 0
and E < ∆ only possible process is Andreev reflection, while for E > ∆ is
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also possible the transmission as ELQ. With increasing of Z0, for E < ∆
Andreev reflection and the normal reflection are possible, while for E > ∆
are also possible the transmission as ELQ and HLQ.

2.4 Current and differential conductance

When a voltage is applied, nonequilibrium quasiparticle populations will be
generated, which can be described by self-consistent solution to the Boltz-
mann equation. This solution is greatly simplified in the ballistic transport
regime, where are considered scatterings only at N/S interface. This as-
sumption enables to adopt that, even under nonequilibrium conditions, the
distribution functions of the particles are given by equilibrium Fermi-Dirac
distribution. Choosing as reference energy the electrochemical potential of
the Cooper pairs in the superconductor, we have that all incoming electrons
from the S side have the distribution function f (E), while those coming in
from the N side are described by f (E − eV ). It is more convenient to calcu-
late the current on the N side, where all current is carried by either electrons
or holes and not Cooper pairs. The current is given by

INS = 2evFN (EF )A

∫ +∞

−∞
[f→ (E)− f← (E)] dE, (2.43)

where 2 is the spin degeneracy factor, e is the electron charge, vF is the
Fermi velocity, N (EF ) is the density of states at the Fermi energy, A is the
effective-neck cross-sectional area. With the assumptions made above, we
can write

f→ (E) = f (E − eV ) (2.44)

f← (E) = A (E) [1− f→ (−E)] +B (E) f→ (E)

+ [C (E) +D (E)] f (E) . (2.45)

Let us note that the Andreev term is is multiplied by 1 − f→ (−E) which
represents the probability that an incident hole with energy −E will Andreev
reflected and emerge as an electron with energy E. By employing the prop-
erties that A (E) + B (E) + C (E) + D (E) = 1, f (−E) = 1 − f (E) and
A (E) = A (−E) we obtain

INS=2evFN (EF )A

∫ +∞

−∞
[f (E − eV )− f (E)] [1 + A (E)− B (E)]dE.(2.46)

The quantity [1 + A (E)− B (E)] is called the transmission coefficient for
electrical current. Its expression shows that while normal reflection (de-
scribed by B (E)) reduces the current, Andreev reflection (described by
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A (E)) increases it by giving rise to two transferred electrons (a Cooper pair)
for incident one. If both side of the junction are normal metal, A = 0 since
there is no Andreev reflection, C = 1 − B = (1 + Z2

0)
−1
, so that Eq. (2.46)

reduces to the simple form

INN =
2e2vFN (EF )A

1 + Z2
0

V =
V

RN
, (2.47)

where RN is the normal state resistance, that is nonzero even in the absence
of a barrier (Z0 = 0). The differential conductance is defined as the derivative
of the current with respect to voltage (dINS/dV )

G (V ) = 2evFN (EF )A

∫

dE [1 + A (E)− B (E)]

[

−∂f (E − eV )

∂E

]

.(2.48)

At T = 0 the derivative of the Fermi-Dirac distribution function reduces to
a Dirac delta function and the differential conductance becomes

G (V ) = 2evFN (EF )A [1 + A (eV )−B (eV )] (2.49)

The behavior of the differential conductance G/GN vs E/∆, with GN =
G (eV ≫ ∆), is shown at T = 0 (Fig. 2.3) and at finite temperature (Fig.
2.4) for different values of interfacial barrier strength Z0. For Z0 = 0 and for
E < ∆, G/GN = 2, as consequence an incidente particle at the interface gets
completely reflected as hole, then is possible only Andreev reflection. On
other hand, for E > ∆ the transmission as ELQ is possible and G/GN < 2.
For Z0 > 1 the normal reflection dominates everywhere except near the gap,
where occurs the peak due to Andreev reflection. Then, the effect of the
barrier Z0 is to suppress the conductance everywhere except for E = ∆,
while that of the finite temperature is to smear the sharp features evident at
T = 0.

2.5 Proximity model

In this section we summarize the principal results of the model proposed
by Strijkers et al.[33]. It is well-known that at the interface between super-
conducting and non-superconducting materials a superconducting region is
created due to the diffusion of the Cooper pairs from the superconducting
material. This superconducting proximity region has a lower transition tem-
perature and a lower energy gap than those of the bulk. These effects are
incorporated in the BTK model by introducing two gap values, ∆1 related
to the Andreev reflection process, and ∆2 that describes the quasiparticle
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Figure 2.3: Normalized differential conductance curves, G/GN vs E/∆, cal-
culated a T = 0. The different curves are obtained for values of Z0 ranging
from metallic limit to the tunnel regime.

transport[33]. Quasiparticles can enter the superconductor only for energies
larger than ∆2 and Andreev reflection is limited to energies smaller than ∆1.
Therefore the scattering problem can be divided into three different energy
ranges: energy inside of the gap, energy outside of the gap and energy be-
tween ∆1 and ∆2. With these assumptions they find the resulting expression
for the probabilities associated to the Andreev and normal reflection for:
• |E| ≤ ∆1

{

A =
∆2

1

E2+(∆2
1−E2)(1+2Z2)2

B = 1−A
(2.50)

• ∆1 < |E| < ∆2
{

A =
u2
1v

2
1

γ2
1

B = 1−A
(2.51)

• ∆2 ≤ |E|






A =
u2
1v

2
1

γ2
1

B =
(u2

2−v22)
2
Z2(1+Z2)
γ2
2

(2.52)
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Figure 2.4: Normalized differential conductance curves, G/GN vs E/∆, cal-
culated a T = 1.6K. The different curves are obtained for values of Z0

ranging from metallic limit to the tunnel regime.

where

u21 = 1− v21 = (1/2)
{[(

E2 −∆2
1

)
/E2

]1/2
}

(2.53)

u22 = 1− v22 = (1/2)
{[(

E2 −∆2
2

)
/E2

]1/2
}

(2.54)

γ21 =
(
u21 + Z2

[
u21 − v21

])2
(2.55)

γ22 = u21v
2
1 +

(
u22 − v22

) [
u22 + Z2 +

(
u22 − v22

)
Z2

(
1 + Z2

)]
(2.56)

and Z describes the strength of the barrier potential at the interface.
The differential conductance is given by the standard formula (Eq. 2.48)
and is calculated by substituting the expressions of probability amplitudes
associated to Andreev and normal reflection shown in Eqs. ((2.50) - (2.52)).
Fig. 2.5 shows two curves of the normalized differential conductance G/GN

as function of bias voltage V . For Z = 0, ∆1 = ∆2 the usual BTK behavior
is recovered (left panel of Fig. 2.5), while for ∆1 6= ∆2 a zero-bias peak with
two sharp dips at the position of the superconducting bulk gap appears (right
panel of Fig. 2.5), due to the proximity-induced superconducting region of
the normal metal. We name the model with the two gaps ∆1 and ∆2 the
proximity model. In next chapter we will propose a different generalization
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Figure 2.5: Normalized differential conductance curves, G/GN vs V , calcu-
lated at T = 1.5K with Z, ∆1 and ∆2 as shown in the figure. In the left
panel ∆1 = ∆2 = ∆.

of the BTK theory to include the proximity effects introducing a particle-hole
mixing term in the interface potential.



Chapter 3

Generalization of the BTK
model

In this chapter we extend the BTK theory to include non-diagonal bound-
ary conditions[47] (in particle-hole space) in the BdG scattering problem, by
introducing an interface potential that mixes electron and hole components.
We show that this potential describes the proximity effect at the interface and
it is responsible for the formation of conductance dips in the differential con-
ductance spectra of N/S junctions. In the original form of the BTK theory the
description of interface effects takes place through a localized scattering po-
tential, whose strength is quantified by the parameter Z. From a mathemat-
ical point of view, including a Dirac delta potential within the BdG formal-
ism, used in the BTK model, produces matching conditions of the scattering
problem diagonal in the particle-hole representation. However, off-diagonal
boundary conditions in the Nambu space are also mathematically allowed in
the BdG formalism. Apart from the mathematical motivation, the need to
take into account general boundary conditions for a BdG scattering problem
arises from the occurence of anomalous features in the measured PCAR con-
ductance spectra. Indeed, these experiments [21, 33, 20, 48, 49, 50, 51, 35]
report conductance dips and anomalous values of the zero-bias conductance
(ZBC), not expected in the standard BTK formalism. Thus, a certain num-
ber of the mentioned anomalies could be recovered simply generalizing the
boundary conditions of the scattering problem.

3.1 Model

We consider one-dimensional N/S junction described by the BdG equations

[H + V (x)]ψ (x) = Eψ (x) , (3.1)

37
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where ψ (x) = (u↑ (x) , u↓ (x) , v↑ (x) , v↓ (x))
t is the quasiparticle state asso-

ciate to the excitation energy E above the Fermi energy EF . The Hamiltonian
H, which describes the bulk properties of the junction is

H =

(
Ĥ0 iσ̂y∆(x)

−iσ̂y∆∗ (x) −Ĥ∗0

)

, (3.2)

where the single-particle Hamiltonian operator Ĥ0 is defined by

Ĥ0 =

[

− ~
2

2m
∂2x − EF

]

Î, (3.3)

with Î the identity operator in the spin space and σ̂y the Pauli matrix. We
assume that the Fermi energy EF and the effective mass m in the normal
side of the junction (x < 0) are equal to those in the superconductor (x > 0).
The barrier potential at the interface (x = 0) is modelled as

V (x) =

(
U0Î iU1σ̂ye

iϕ

−iU1σ̂ye
−iϕ −U0Î

)

δ (x) , (3.4)

where U0 indicates the usual BTK barrier strength, while the term U1 de-
scribes the interfacial electron-hole coupling strength. The off-diagonal com-
ponents of V (x) describe the presence of a weak superconducting interface[27]
which can be intuitively understood in terms of proximity effect. The variable
ϕ represents the phase difference between the interface and the bulk super-
conducting order parameter. Maintaining arbitrary values of ϕ, a Josephson
current IJ(ϕ) ∝ sin(ϕ)[52] is expected to flow through the interface. The free
energy of the system is expected to be minimized when Josephson current
vanishes, i.e. for ϕ = 0 or π, the value ϕ = 0 being a free energy minimum of
the N/S junction. On the other hand, the value ϕ = π can become an energy
minimum if a magnetic moment is formed at the interface. For instance, the
transition metals easily oxidize producing localized magnetic states. This
can be in principle the case of Cu/Nb junctions, where the presence of local-
ized magnetic states[53] at the interface cannot be excluded. If the magnetic
moment at the interface is sufficiently strong, the interfacial phase ϕ can be
modified from the value ϕ = 0 to ϕ = π and the sign change of the interfacial
order parameter follows a mechanism similar to the one described by Kontos
et al.[54].
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3.2 Solutions of Bogoliubov-de Gennes equa-

tions

The wave function of an electron with spin σ =↑, ↓ coming from the N-side
of the junction is given by:

ψσ
N (x) =







δ↑σ
δ↓σ
0
0







eikx + r↑e







1
0
0
0







e−ikx + r↓e







0
1
0
0







e−ikx

+ r↑h







0
0
1
0







eiqx + r↓h







0
0
0
1







eiqx. (3.5)

Here the coefficients r↑,↓e and r↑,↓h correspond, respectively, to normal reflec-

tion and Andreev reflection, while ~k =
√

2m (EF + E) and ~q =
√

2m (EF −E)
indicate the electron and hole wave vectors.
In the superconducting region, we have

ψS(x) = t↑e







u
0
0
v







eik+x + t↓e







0
u
−v
0







eik+x + t↓h







v
0
0
u







e−ik−x

+ t↑h







0
v
−u
0







e−ik−x, (3.6)

where the coefficients t↑e, t
↓
e, t
↑
h, t
↓
h correspond to the transmission as electron-

like and hole-like quasiparticle with wave vectors ~k± =
√

2m
(
EF ±

√
E2 −∆2

)
,

the BCS[14] coherence factors being

u2 = 1− v2 = 1

2

(

1 +

√
E2 −∆2

E

)

. (3.7)

3.3 Boundary conditions

The boundary conditions at the interface allow for the calculation of the
coefficients in Eqs. (3.5) and (3.6). The first is that the wave functions have
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to be continuous at the interface. The second, that depends on the potential
at the interface, it can be extracted by integrating the BdG equations from
x = −ǫ to x = ǫ and then letting ǫ→ 0. Thus we get:

∂xψ
(
0+

)
− ∂xψ

(
0−

)
=

2m

~2

[(
U0Î2×2 iU1σ̂ye

iϕ

iU1σ̂ye
−iϕ U0Î2×2

)]

ψ (0) . (3.8)

Finally the boundary conditions are:

ψσ
N (0) = ψS (0)

∂xψS|x=0 − ψσ
N |x=0 = Aψ (0) .

(3.9)

The matching matrix

A = kFZ0Î4×4 + kFZ1

(
0 iσ̂ye

iϕ

iσ̂ye
−iϕ 0

)

(3.10)

contains a diagonal term in the electron-hole representation with the usual
BTK parameter Z0 = 2mU0/~

2kF and off-diagonal terms of strength Z1 =
2mU1/~

2kF . The physical meaning and the range of variability of the particle-
hole mixing parameter Z1 will be discussed in Sec. 3.7. Using the above
boundary conditions on the wave functions (Eqs. (3.5) and (3.6)) and the
Andreev approximation, we find the following coefficients assuming the in-
jection of a spin-up (the result does not depend on the spin of the incoming
process) electron from the normal side

r↓h =
4uv − 2ie−iϕZ1(u

2 − v2)
4u2 + 4iuvZ1 cosϕ + (u2 − v2)(Z2

0 + Z2
1)

r↑e = −
4iuvZ1 cosϕ+ (u2 − v2)[Z0(2i+ Z0) + Z2

1 )]

4u2 + 4iuvZ1 cosϕ+ (u2 − v2)(Z2
0 + Z2

1 )

t↑e =
4u− 2i(uZ0 − vZ1e

−iϕ)

4u2 + 4iuvZ1 cosϕ + (u2 − v2)(Z2
0 + Z2

1)

t↓h =
2i(vZ0 − uZ1e

−iϕ)

4u2 + 4iuvZ1 cosϕ + (u2 − v2)(Z2
0 + Z2

1)
,

(3.11)

while the absence of spin-flip scattering implies r↓e = r↑h = t↓e = t↑h = 0.

3.4 Differential conductance

Once all the transmission and reflection probabilities are obtained, we can
calculate the differential conductance by the formula

G(V ) ∝
∑

σ

∫

dE
[
1 + |rσ̄h (E) |2 − |rσe (E) |2

]
[

−∂f(E − eV )

∂E

]

(3.12)
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where the quantities {rσh , rσe } are the Andreev reflection and normal reflec-
tion probabilities, respectively, f(E) is the Fermi-Dirac distribution, while
the notation σ̄ indicates the spin polarization opposite to σ. To illustrate the
effects of the barrier strengths Z0, Z1 and of the phase ϕ we plot the finite
temperature conductance of the N/S junction. In Figure 3.1 we show the
normalized conductance G/GN vs E/∆, with GN = G(eV ≫ ∆), for differ-
ent values of Z0 and Z1 at a fixed temperature T = 1.6K, computed by using
Eq. (3.12). Two cases are considered: (i) ϕ = 0, shown in the left panels; (ii)
ϕ = π, shown in the right panels. In each plot, different curves correspond
to different Z0 values (ranging from 0 to 2), while Z1 is fixed as labelled. For
ϕ = 0 and Z1 = 0 (Figure 3.1(a)) the usual BTK behavior is recovered. In
this case, the zero-bias conductance is suppressed as Z0 is increased, while
two peaks at E/∆ ≈ ±1 appear. Fixing Z1 = 0.5 (Fig. 3.1(c)), we observe a
reduction of the amplitude of the zero-bias conductance (ZBC) feature com-
pared to the Z1 = 0 case. The difference between the conductance lowering
induced by Z0 and the peculiar amplitude reduction induced by Z1 is evi-
dent: while the increasing of Z0 induces a zero-bias conductance minimum,
a tendency to increase the zero-bias conductance is observed by rising Z1 to
1.0 (Fig. 3.1(e)), Z1 = 1.5 (Fig.3.1(g)) and Z1 = 2 (Fig. 3.1(i)). A different
scenario is observed for ϕ = π: the effect of moderate values of Z1, namely
Z1 = 0.5 (Fig. 3.1(d)) and Z1 = 1 (Fig. 3.1(f)), combine with Z0 to give
a relevant effective barrier strength leading to a strong suppression of the
sub-gap conductance up to fully gapped spectra. For Z1 = 1.5 (Fig. 3.1(h))
and Z1 = 2 (Fig. 3.1(l)) an evident zero-bias peak surrounded by two dips
at E/∆ ≈ ±1 appears. Such ZBC peak exists for all Z0 values in the range
[0, 2], the junction transparency reduction having effect only on the peak am-
plitude. All the conductance structures presented above (coming from the
generalized boundary conditions) cannot be recovered within the standard
BTK approach (except for the case Z1 = 0).

3.5 Comparison with the proximity model

To show the relevance of this approach, we compare the temperature evo-
lution of the conductance spectra (Fig. 3.2) obtained in the generalized
BTK model introduced above, with the one calculated by using the trans-
mission and reflection coefficients of the proximity model of Strijker et al.
[33] characterized by the barrier height Z and two gap values at the inter-
face ∆1, describing the proximity effect at the interface, and ∆2 related to
the superconducting bulk. Both models can be used to reproduce (black
solid lines in Fig. 3.2(a) and 3.2(b)) the experimental data reported for
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Figure 3.1: Normalized differential conductance curves, G/GN vs E/∆, cal-
culated at T = 1.6K. The different curves are obtained for distinct values of
Z0, Z1 and ϕ (values in the panels).
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Cu/Nb contacts in Ref.[33]. In particular, in Fig. 3.2(a) we show theoreti-
cal curves calculated in the temperature range between 0.1K and 5.2K by
assuming Z0 = 0.25, Z1 = 2, ∆ = 1.5meV , ϕ = π, while in Fig. 3.2(b) the
conductance curves are obtained by considering the parameters Z = 0.14,
∆1 = 0.99meV , ∆2 = 0.47meV , in the proximity model. For both the theo-
retical curves is necessary to fix a temperature value of 0.9K, that is lower
than the bath temperature and it has been motivated as the result of non-
equilibrium effects [33] as well as in terms of other physical effects [55]. Let
us note that the value ϕ = π represents the best fitting parameter to re-
produce the experimental finding of sub-gap dips in the N/S junction under
discussion. The temperature evolution of the conductance spectra within the
two models shows a different behavior of the ZBC and Edip. By rising the
temperature, a non-monotonic evolution of Edip (Fig. 3.2(c)) and a faster
reduction of ZBC (Fig. 3.2(d)) is observed for the case of Fig. 3.2(b). As a
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Figure 3.2: Temperature evolution of the normalized conductance curves
obtained for (a) generalized BTK model with particle-hole mixing boundary
conditions and for (b) proximity model[33] for the parameters Z = 0.14,
∆1 = 0.99meV (bulk gap), ∆2 = 0.47meV (proximized gap). The thick
black line in the two plots represent the best fit for Cu/Nb experimental
data reported in Ref.[33]. (c) Comparison of the temperature evolution of
the energy position of the conductance dips, Edip vs T, obtained from (a)
and (b). (d) Comparison of the temperature evolution of the ZBC, obtained
from (a) and (b).
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consequence, very low temperature experiments are necessary to distinguish
the two models and for understanding the physical origin of the anomalous
conductance features observed in the point contact experiments in N/S de-
vices. It is worth noticing that both models are physically plausible. Indeed,
Nb and Cu oxides are known to exhibit magnetic correlations that could re-
alize effective local polarization enabling a phase shift of π at the interface;
on the other hand, the formation of a (proximized) weak superconducting
layer at the N/S interface (proximity model) is also possible.

3.6 Discretized model

In order to identify the physical conditions for the presence of dips in the
conductance curves (see Figs. 3.1 and 3.2) that can be associated to a local-
ized polarization at the interface, we consider a discretized formulation that
allows to describe spatial dependent potentials without increasing the com-
putation complexity. We model a system with an odd number of sites N in
which (N − 1) /2 sites are used for both the normal and the superconducting
side, while one normal site with magnetic (Γ) and non-magnetic potential (U)
is considered at the interface (see Fig. 3.3). The nearest-neighbor hopping

N I S

t
G - U

i = 1 HN - 1L�2 HN + 1L�2 HN + 3L�2 N

Figure 3.3: Discretized model of the N/S junction consisting of N (odd) sites:
(N + 1) /2 normal (N) sites; magnetic (Γ) and non-magnetic (U) potential
are present at the interface (I) site i = (N + 1) /2. The hopping parameter t
is homogeneous along the system.

parameter t is assumed homogeneous and it is used as energy unit, t ≃ 10∆Nb

in order to have ξNb ≃ 10a. Temperature is measured in dimensions units
τ = kBT/t. The transparency of the interface is controlled by the on-site
potential U or equivalently can be controlled coupling the magnetic impurity
to the normal and superconducting side with different hopping values. The
BdG equations that we have to discretize are
(
− ~2

2m
∂2x + (U + σΓ) δ (x) σ∆(x)

σ∆∗ (x) ~2

2m
∂2x − (U + σΓ) δ (x)

)

ψσ(x)=Eψσ(x) ,(3.13)

where σ = ±, with ± =↑ / ↓ and ψσ (x) = (uσ, vσ̄)
t is the BdG state in the

absence of spin-flip associate with energy E. Using the discretized version
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for the second derivative

∂2xψ
σ(x) =

ψσ (x− a)− 2ψσ (x) + ψσ (x+ a)

a2
, (3.14)

and the discretized BdG state ψ
(σ)
i

= (uσ,i, vσ̄,i)
t (∀i ∈ [1, N ]), we can write:

− ~
2

2m
∂2xuσ,i = −

~
2

2ma2
uσ,i−1 +

~
2

ma2
uσ,i −

~
2

2ma2
uσ,i+1

~
2

2m
∂2xvσ̄,i =

~
2

2ma2
vσ̄,i−1 −

~
2

ma2
vσ̄,i +

~
2

2ma2
vσ̄,i+1.

(3.15)

Evaluating the other quantities in x = ia we have

(U + σΓ) δ (x) = (U + σΓ) δi,(N+1)/2

σ∆(x) = σ∆i.
(3.16)

Finally, by expressing the nearest-neighbor parameter in terms of the sites
distance a, t = ~

2/ (2ma2) and by introducing the energy of the i-th lattice
site εi/t = 2 + Uδi,(N+1)/2

(
εi + σΓδi,(N+1)/2 −E

)
uσ,i − t (uσ,i−1 + uσ,i+1) + σ∆ivσ̄,i = 0

(
−εi − σΓδi,(N+1)/2 − E

)
vσ̄,i + t (vσ̄,i−1 + vσ̄,i+1) + σ∆∗iuσ,i = 0.

(3.17)

The discretized version of BdG equations, then, can be written as

M(σ)
i
ψ

(σ)
i

+ T
(

ψ
(σ)
i+1 + ψ

(σ)
i−1

)

= 0, (3.18)

where

M(σ)
i

=

(
εi − E + σΓi σ∆i

σ∆∗
i

−εi −E + σΓi

)

, (3.19)

while T = −tσ̂z . Here Γi/t = Γδi,(N+1)/2 is the site-dependent Zeeman energy
that we take different from zero only at the interface site. Using the boundary
conditions ψ

(σ)
1 = ψ

(σ)
N = 0, we get electron-like eigenstates

Φ(σ,n) =

N∑

i=1

(δ1,i, . . . , δN,i)
t ⊗

(

u
(n)
σ,i , v

(n)
σ̄,i

)t

(3.20)

associated to positive eigenvalues (ǫn ≥ 0). Now we let us compute the spatial
dependence of the superconducting gap. The energy gap is given by:

∆ (x) = λ (x) 〈ψ↓ (x)ψ↑ (x)〉. (3.21)
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We express the field operators in terms of Bogoliubov transformation

ψσ (x) =
∑

n

[
unσ (x) γn + v∗nσ (x) γ

†
n

]
, (3.22)

from which follows

∆ (x) = λ (x)
∑

n,m

[
〈
(
un↓ (x) γn + v∗n↓ (x) γ

†
n

) (
um↑ (x) γm + v∗m↑ (x) γ

†
m

)
〉
]

= λ (x)
∑

n,m

[
un↓ (x) um↑ (x) 〈γnγm〉+ un↓ (x) v

∗
m↑ (x) 〈γnγ†m〉

+ v∗n↓ (x) um↑ (x) 〈γ†nγm〉+ v∗n↓ (x) v
∗
m↑ (x) 〈γ†nγ†m〉

]
. (3.23)

Here the symbol 〈. . .〉 denotes a thermal average. By substituting 〈γmγm〉 =
〈γ†mγ†m〉 = 0, 〈γ†nγm〉 = δnmf (ǫn), 〈γnγ†m〉 = δnm (1− f (ǫn)), where f (ǫn) =
1/

[
eβǫn + 1

]
is the Fermi-Dirac distribution, and using the symmetry rela-

tions for the coherence factors[19], we have

∆ (x) =
λ (x)

2

∑

n

[
un↑ (x) v

∗
n↓ (x)− un↓ (x) v∗n↑ (x)

]
tanh

(
ǫn

2kBT

)

, (3.24)

that evaluated at x = ia gives

∆i =
λi
2

∑

n

[

u
(n)
↑,i v

(n)∗
↓,i − u

(n)
↓,i v

(n)∗
↑,i

]

tanh

(
ǫn

2kBT

)

, (3.25)

where the sum is calculated for ǫn ∈ [0, ~ωD], being ~ωD the Debye en-
ergy. The attractive phonon-mediated local potential λi is assumed constant
(λi = λ) also in the normal side of the junction to take into account proxim-
ity effects. Note that the numerical results do not change taking λi = λ 6= 0
only in the S-region and in the proximized N-region whose extension is about
ξ ∼ 10a. We consider the bulk superconducting gap ∆bulk at the center of
the S-region, in order to avoid finite size effects. ∆bulk is computed self-
consistently using Eq. (3.25) with accuracy better than 1% starting from
∆i = 0.15t in S and by fixing λ = 2.4t. The polarizing effect of the magnetic
site at the interface can be quantified by the site-dependent polarization

Pi =
ni,↑ − ni,↓
ni,↑ + ni,↓

, (3.26)

where

ni,↑ − ni,↓ =
∑

n

[

|u(n)↑,i |2f (ǫn)− |v
(n)
↓,i |2 (1− f (ǫn))

]

+
∑

n

[

−|u(n)↓,i |2f (ǫn) + |v
(n)
↑,i |2 (1− f (ǫn))

]

(3.27)
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and

ni,↑ + ni,↓ =
∑

n

[

|u(n)↑,i |2f (ǫn) + |v
(n)
↓,i |2 (1− f (ǫn))

]

+
∑

n

[

|u(n)↓,i |2f (ǫn) + |v
(n)
↑,i |2 (1− f (ǫn))

]

. (3.28)

Eqs. (3.27) and (3.28) were obtained in the same fashion as the supercon-
ducting energy gap. We set t = 16.2meV as the energy cut-off, that is of the
same order of magnitude of the Debye energy, in agreement with the choice
that only states with phonon-mediated attraction are retained. In order to
capture the bulk-like behaviour using a finite size system, the system size
N has been progressively increased from N = 15 to N = 71, while moni-
toring the temperature dependence of ∆bulk. The results of this analysis are
shown in Figure 3.4(a) where normalized values of ∆bulk are presented as a
function of the dimensionless temperature τ . For a system size of N = 15 a
size-induced suppression of the superconducting gap is observed, this effect
being more evident close to the transition temperature τc. Increasing the
system size up to N = 51 produces a ∆bulk vs τ curve very close to the one
obtained for the N = 71 case, signaling that the bulk limit of the interface
model has been reached. The temperature evolution of ∆bulk for N = 71
has been compared with the BCS behaviour giving a dimensionless critical
temperature τc = 0.0485, corresponding to a niobium critical temperature
TNb
c ≃ 9.1K. In Figure 3.4(b) we present the spatial dependence of the su-

perconducting gap (for system size N = 51 and N = 71) fixing the Zeeman
energy Γ of the magnetic potential in the range [−2.5, 0], while taking U = 0
(transparent interface) and τ = 0.025 (i.e. T ∼ TNb

c /2). In order to compare
spectra obtained for systems with different size, the data referring to N = 51
have been rescaled. For −1.0 < Γ < 0 we observe ordinary proximity effect
where finite superconducting order parameter is induced in the N-side on a
length of about 10a ≃ ξNb. For sufficiently strong magnetization Γ ≤ −1.0
negative order parameter is induced on the same length scale. Reduction of
the order parameter on the right border is due to the S/vacuum interface. In
Figure 3.4(c) we show the spatial dependence of the polarization, calculated
for Γ ∈ [−2.5, 0] and U = 0. The polarizing effect of the localized magnetic
moment asymmetrically extends on a distance of about 20a. In the super-
conducting side the induced polarization is inverted for large Γ values[56]
(Γ < −2.0). The general aspect of the polarization curves evidences Friedel
density oscillations. We have also verified the effect of barrier strength on the
inversion of the superconducting order parameter. In Figure 3.4(d), we show
the gap value calculated (at site i = 25) in proximity of the interface, for a
system size N = 51, as a function of Γ, with enhanced resolution (step 0.1).
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Figure 3.4: Numerical results obtained in the discretized model. (a) Tem-
perature dependence of the bulk superconducting gap for different systems,
namely N = 15, N = 51, N = 71, assuming transparent barrier, U = 0.
Numerical data, normalized to the low temperature value ∆0, are compared
to theoretical behaviour expected in the BCS model for τc = 0.0485. (b) Spa-
tial dependence of the superconducting gap for 71-sites and 51-sites systems,
by assuming U = 0, a constant BCS coupling, λi = λ, and dimensionless
temperature τ = 0.025. Different curves correspond to different values of
Γ. Lines refer to data obtained for 71-sites system; scattered symbols refer
to 51-sites system, rescaled to compare the data sets. The arrow indicates
the region where the superconducting gap is calculated self-consistently. (c)
Spatial dependence of the polarization calculated for N = 71 for different Γ
values, with U = 0 and τ = 0.025. (d) Effect of the barrier strength U : the
superconducting gap vs Γ is evaluated at the site i = 25 (of 51), at τ = 0.025
for three different transparency conditions (U = 0, U = 0.5, U = 1), the
magnetic site being located at i = 26.
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For reduced transparency (U > 0) a larger magnetic moment is necessary to
induce the inversion of the interface order parameter. The analysis of the
pairing potential ∆i shows that, in presence of a local polarization at the in-
terface, a phase gradient ϕ = π can be stabilized. For relatively transparent
junctions (i.e. described by small values of U) the sign change of the inter-
face order parameter can be obtained with moderate polarization strength,
while strong polarization values are needed for opaque interface with higher
values of U . Thus the probability to observe an hidden magnetic moment
at the interface accompanied by a phase gradient is enhanced in transparent
systems. The physical origin of a local magnetic moment at the Cu/Nb in-
terface probably resides in many-body effects which can be accounted for in
the framework of the Anderson impurity model[57].

3.7 Physical meaning of particle-hole mixing

parameter

In this section we discuss the range of variability of the particle-hole mix-
ing interface potential Z1 that we have added to the standard BTK theory
and the validity of the generalized BTK model. The off-diagonal potential
mimicking the proximity effect is given by:

V eh (x) = U1

(
0 iσ̂ye

iϕ

−iσ̂ye−iϕ 0

)

δ (x) . (3.29)

We would like to connect the phenomenological parameter U1 to the mi-
croscopic parameters of the junction. Requiring that the spatial average of
V eh (x) over the proximized normal region, i.e. x ∈ [−ξ, 0+], is related to the
average pairing |∆̄| experienced by the particles at the interface, we get the
equation:

ξ−1
∫ 0+

−ξ
V eh (x) dx = |∆̄|

(
0 iσ̂ye

iϕ

−iσ̂ye−iϕ 0

)

. (3.30)

Solving Eq. (3.30), we obtain U1 = ξ|∆̄|, with |∆̄| > 0. From the above
arguments we can write Z1 = 2mξ|∆̄|/~2kF = ξ|∆̄|kF/EF . Moreover, re-
calling the expression of the coherence length ξ ≈ ~vF/2∆bulk, the mixing
strength Z1 can be represented in the form of ratio Z1 = |∆̄|/∆bulk. As-
suming that |∆̄| is just a fraction of the bulk pairing potential ∆bulk, one
expects small mixing strength. However its value is increased in the presence
of band bending effects due to charge transfers and orbital reconstruction
which can significally modify the quasiparticle effective mass m, the Fermi
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energy EF and the particles velocity vF at the interface. E.g. for niobium-
based interface characterized by kF ξ ≈ 400 (ξNb ≈ 40nm, k−1F,Nb ∼ 0.1nm)

and |∆̄| ≈ 0.5meV (0.3∆bulk), using Z1 = ξ|∆̄|kF/EF , we get Z1 = 0.2/EF ,
the Fermi energy being measured in eV . Since in nanostructured systems
(thin films) EF can take values significantly lower than 1eV , we can con-
clude that Z1 can be of the order and greater than 1 (e.g. Z1 ≃ 1.3 for
EF = 0.15eV ). Values of Z1 ≃ 2 can be reached considering |∆̄| ≈ 0.5∆bulk

and EF = 0.15eV . This simple argument justifies the values of Z1 greater
than unity used in Fig. 3.1. However a better insight on the role of Z1 can
be inferred by studying the conductance in a NS ′S model, where S is the
bulk superconductor and S ′ is the superconducting proximity region of length
d ∼ ξ with a gap modulus ∆′ < ∆bulk. The N/S

′ interface is assumed to be
transparent, while the opacity of S ′/S interface is controlled by the barrier
strength Z. Calculating the Andreev reflection and normal reflection coef-
ficients by using the usual BTK boundary condition of the scattering wave
function at the N/S ′ interface and S ′/S interface, we can evaluate the zero
temperature differential conductance for a phase difference between S and S ′,
ϕ = 0 or π. The results are reported in Fig.3.5 where the zero temperature
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Figure 3.5: Zero temperature conductance curves obtained in the NS′S model
as a function of ǫ/∆. Different curves in both panels are obtained fixing the
ratio ∆′/∆bulk = 0.1 (lowest curve), 0.2, 0.3, 0.4, 0.5, 0.6 (highest curve).
The remaining parameters are Z = 2.5, kFd = 380 and ϕ = 0 (left panel) or
ϕ = π (right panel).

conductance G/GN is plotted as a function of E/∆. The different curves
are obtained at varying the ratio ∆′/∆bulk (0.1 to 0.6 from below), while
fixing the remaining parameters as Z = 2.5, kFd = 380 (of the order of the
coherence length kF ξ = 400) and ϕ = 0 (left panel) or ϕ = π (right panel).
Here it is shown that zero conductance dips within the gap are obtained for
ϕ = π and an high value of Z (right panel of Fig.3.5). This indicates that
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the role of Z1 in the generalized BTK model is similar to that of the ratio
∆′/∆bulk in the NS ′S model under the assumption of low-transparency of
the S ′/S interface. This is confirmed observing that the dip-peak structure
in Fig. 3.1 (right column) appears as Z1 is increased (Z1 > 1). The same
effect is obtained in the NS ′S model by increasing ∆′/∆bulk in the pres-
ence of low-transparency of the barrier (high value of Z). This suggests that
the parameter Z1 not only retains information on the proximity effect but
also contributes to renormalize the interface transparency producing a more
opaque local potential. The comparison between the generalized BTK model
and the NS ′S model shows that the dip-peak structure in the conductance
is not an artifact of the delta-like form of the particle-hole mixing potential
but it is related to a genuine proximity effect, which can also be studied in
the framework of an NS ′S model setting high Z values (tunnel limit) and
moderate ∆′/∆bulk ratio. Let us finally note that the NS ′S model we have
considered here, differs from the proximity model[33] where the results for
the conductance do not depend on the proximity region length d and on the
relative superconducting phase ϕ.
In summary, we have generalized the BTK theory, including particle-hole
mixing boundary condictions in the scattering problem, that allows a com-
plete parametrization of the interface effects in terms of three parameters,
namely Z0, Z1 and ϕ. We have calculated the finite-temperature differential
conductance spectra showing the formation of conductance dips in the case
of a phase π−shift at the interface. This value for the phase can be explained
in terms of a localized magnetic moment at the interface, that could make
a sign change of the superconducting order parameter energetically favor-
able. We have demonstrated that the generalized BTK model reproduce the
experimental data reported for Cu/Nb contacts in Ref.[33] and we have dis-
criminate the physical origin of the conductance dips through a temperature
evolution of the conductance spectra. Finally, we have used a tight-binding
model to determine the necessary physical conditions under which the π-shift
is realized: transparent interfaces can easily sustain a phase gradient as the
effect of a weak interface magnetization, while for reduced transparencies a
relative strong localized magnetization would be necessary.



Chapter 4

Spin-orbit interaction effects at
the interface

In this chapter we study the spin transport in an N/S junction in the pres-
ence of Rashba spin-orbit coupling at the interface. Our aim is to analyze
to what extend superconducting junctions can be employed for spintronics
purpose. One of the fundamental goal of the spintronics is to create, detect
and control the spin current, that represents a key part in the understand-
ing phenomena such as the giant magnetoresistance effect (GMR)[58, 59].
An important aspect of the spintronics research includes the control of spin
relaxation, that is the ability to make that electron remembers its spin po-
larization along the required paths. If spin relaxes too fast, the distance
traversed by electron without losing its spin will be too short to serve any
pratical purpose. If the electron spin would be decoupled from the orbital
motion, the only possibility to influence it could be provided by an external
magnetic field. The most important interaction which causes spin relax-
ation is spin-orbit (SO) interaction, which couples an electron’s spin degree
of freedom to its orbital motion. This makes the SO interaction to be the
key ingredient for the spin control and relaxation and motivates the studies
of SO coupling in different systems[60, 61]. In particular two-dimensional
electron gas (2DEG) is considered as the basic system for these studies since
properties of other nanosystems such as quantum wires and quantum dots,
are directly related to or derived from the properties of the 2DEG. It has
been shown that the confining potential along the vertical direction causes
the structure inversion asymmetry from which results an effective SO in-
teraction known as Rashba spin-orbit coupling (RSOC)[62, 63]. As a re-
sult, RSOC is controllable via an applied electric field[64], thus providing
a convenient method of spin control[65]. Motivated by the advantages of
RSOC in spintronics[65], the influences of the RSOC on the Andreev reflec-

52
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tion (AR) have been studied[66, 67, 68, 69]. In particular, Linder et al.[70]
have demonstrated that a spin current may arise in hybrid structures when
spin-orbit interaction is present at the interface. This stems from the broken
inversion symmetry near the interface which induces an electric field per-
pendicular to it, allowing for the spin-flip at the interface. Furthermore, a
RSOC at the interface can be a source for a triplet superconducting proxim-
ity effect[71, 72, 73, 74] because it provides a spin-dependent potential. Thus
understanding the role of spin-orbit coupling at the interface is relevant for
both superconducting and transport properties.

4.1 Origin of spin-orbit interaction

Spin-orbit (SO) interaction is a well-known phenomen that manifests itself
in lifting the degeneracy of one-electron energy levels[80]. It is a relativistic
correction to the Schrödinger equation, which arises as a combination of two
effects: (i) the effective magnetic field experienced in its rest frame by an
electron moving in an electric field and (ii) the Thomas precession of the
rest frame of an accelerated electron. We can derive and understand the
existence of this interaction in the following fashion. Consider an electron
orbiting around the nucleus; from the rest frame of the electron the nucleus
is circling around it with velocity v, then feels an effective magnetic field
given by

B =
v

c
×E, (4.1)

where E is the electric field due to the nucleus. The magnetic momentum of
the electron µ and the spin angular momentum S are related by

µ =
eg

2mc
S, (4.2)

where the factor g has the value g = 2. Then the equation of motion for its
spin angular momentum in its rest frame is

(
dS

dt

)

restframe

= µ×B′. (4.3)

Here

B′ = γ
(

B − v

c
×E

)

(4.4)

is the magnetic field in that frame, with B and E, respectively, the magnetic
and electric field in the nucleus rest frame. Then, neglecting terms of the
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order of v2/c2 we have
(
dS

dt

)

restframe

= µ×
(

B − v

c
×E

)

, (4.5)

that is equivalent to an energy of interaction of the electron spin:

U ′ = −µ ·
(

B − v

c
×E

)

. (4.6)

In case of centrally symmetric electric field the electric force eE is given by

E = −1
e

r

r

dV (r)

dr
, (4.7)

from which follows that the spin-interaction energy can be written as

U ′ = − eg

2mc
S ·B +

g

2m2c2
S ·L

(
1

r

dV (r)

dr

)

, (4.8)

where L = r × mv is the orbital angular momentum of the electron. This
interaction energy gives the anomalous Zeeman effect correctly, but has a
spin-orbit interaction that is twice too large. There is an explanation for this
due to a relativistic kinematic effect pointed out by Thomas. If the coordinate
system rotate the equation of motion for spin (Eq. (4.3)) becomes

(
dS

dt

)

nonrot

=

(
dS

dt

)

restframe

+ ωT × S = S ×
(
egB′

2mc
− ωT

)

. (4.9)

The corresponding energy of interaction is

U = U ′ + S · ωT , (4.10)

where the Thomas angular velocity is given by

ωT = − 1

2m2c2
L

(
1

r

dV (r)

dr

)

. (4.11)

Thus

U = − eg

2mc
S ·B +

(g − 1)

2m2c2
S ·L1

r

dV (r)

dr
. (4.12)

With g = 2 the spin-orbit interaction (Eq. (4.8)) reduced by 1/2 (known as
Thomas factor) as required for the correct result:

HSO =
1

2m2c2
S ·L1

r

dV (r)

dr
. (4.13)

The form of SO leads to a shift in the energy spectrum of the electron. To
summarize, the essence of SO is that the moving electron in an electric field
feels an effective magnetic field even without any external magnetic field.
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4.2 Rashba spin-orbit coupling

The Kramers theorem[81] for time-reversal invariant systems requires that
the energy of an electron satisfies E (k, ↑) = E (−k, ↓), since k → −k and
σ → −σ upon time-reversal, so that a state corresponding to spin-up a wave
vector k is degenerate with spin-down state of wave vector −k. SO preserves
time-reversal symmetry. If in addition there is an inversion symmetry in the
system the Kramers theorem gives degenerate spin states for any value of k,
E (k, ↑) = E (k, ↓). Spin-splitting due to the structure inversion asymmetry
is determined by Rashba spin-orbit coupling (RSOC)[62, 63] and is described
by the following Hamiltonian:

ĤSO = α (σ × k) · n̂, (4.14)

where α is a parameter describing the strength of RSOC, σ is the vector
of Pauli spin matrices and n̂ is a unit vector oriented along the axis to
which the crystal has an high-symmetry. Due to the fact that in hybrid
structures the materials that compose them have different electron density,
electrons will redistribuite near the interface moving from one material to the
other. This induces an electric field E perpendicular to the interface along
the n̂ direction, where n̂ is an interface normal vector. This field breaks
the n̂ → −n̂ symmetry and thus can generate a nonzero RSOC localized
near the interface[68, 69, 70, 82, 83, 84]. The Rashba spin-orbit term can be
interpreted as an interaction with an effective magnetic field

BSO ∝ k × n̂, (4.15)

since (σ × k) · n̂ = k · (n̂× σ). RSOC can be tuned by an external gate
voltage[64, 85, 86, 87]. In this work, we will investigate the effects of RSOC
at the interface in N/S junctions.

4.3 Spin current and spin torque in hybrid

structures

Let us consider a system, composed by a superconductor connected to a
normal-metal, described by the following Hamiltonian in a four-component
BdG formalism:

H =

(
H0 + V (r,σ) ∆ (r)

∆† (r) − (H0 + V (r,σ))∗

)

, (4.16)
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where H0 is the kinetic operator defined by

H0 =

[

− ~
2

2m
∇2 − EF

]

I (4.17)

being EF the Fermi energy and I the identity operator in the spin space,
V (r,σ) is a spin-dependent potential, that may describe Zeeman or spin-
orbit interaction and finally for an s-wave superconductor ∆ (r) = iσy∆(r),
where σy is a Pauli matrix. In order to derive an expression of the spin
current, we consider the spin operator density defined, at position r and
time t as[75]

Sµ (r, t) = ψ† (r, t)
~

2
σµψ (r, t) , (4.18)

where σµ = {σx, σy, σz} are the Pauli matrices, ψ (r, t) = (u↑ (r, t) , u↓ (r, t) ,
v↑ (r, t) , v↓ (r, t))

t is the wave function that describes the system. The equa-
tion of motion for Sµ (r, t) is

∂tS
µ (r, t) = − i

~
[Sµ (r, t) ,H] . (4.19)

From the Schrödinger equation, we have
−→Hψ (r, t) = i~∂tψ (r, t) and

ψ† (r, t)
←−H = −i~∂tψ† (r, t). By using the above two equations, Eq. (4.19)

becomes

∂tS
µ (r, t) =

1

2i

{

ψ† (r, t)σµ−→Hψ (r, t)− ψ† (r, t)←−Hσµψ (r, t)
}

. (4.20)

By substituting the Hamiltonian (Eq. (4.16)) in Eq. (4.20) we obtain

∂tS
µ (r, t) = −~

2
∇ ·

[

ψ† (r, t)

(
σµ

v 0
0 −σµ∗

v

)

ψ (r, t)

]

+
i

2
ψ† (r, t)

(
[V (r,σ) , σµ] 0

0 [− (V (r,σ))∗ , σµ∗]

)

ψ (r, t) , (4.21)

where v = i~/2m
(−→∇ −←−∇

)

is the velocity operator. Introducing the spin

current density Js (r, t)[76] and the density of spin torque τ (r, t)[77, 78]

Jµ
s (r, t) =

~

2
ψ† (r, t)

(
σµ

v 0
0 −σµ∗

v

)

ψ (r, t) , (4.22)

τµ (r, t)=
i

2
ψ† (r, t)

(
[V (r,σ) , σµ] 0

0 [− (V (r,σ))∗ , σµ∗]

)

ψ (r, t) , (4.23)
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then Eq. (4.21) reduces to

∂tS
µ (r, t) = −∇ · Jµ

s (r, t) + τµ (r, t) . (4.24)

The spin current does not conserve giving rise to a source term τµ (r, t) that
corresponds to the torsion of the spin. When [V (r,σ) ,σ] = 0 the spin
torque term vanishes and a continuity equation is obeyed by the spin current

∂tS
µ (r, t) +∇ · Jµ

s (r, t) = 0. (4.25)

In order to evaluate the spin torque we consider Eq. (4.24) under stationary
conditions

∇ · Jµ
s (r) = τµ (r) . (4.26)

In the case of a system in which we model the potential at the interface with
a spin-dependent potential the spin torque can be calculated by integrating
integral Eq. (4.26) from −ǫ to ǫ and then letting the limit for ǫ→ 0

n̂ · (Jµ
sR (0)− Jµ

sL (0)) = τµ (0) , (4.27)

where Jµ
sL/R (0) and τµ (0) are, respectively, the value of the spin current and

of the spin torque at the interface and n̂ is the unit vector along the normal
at the interface[79]. Since spin supercurrent can be present in junctions with
spin-flip scattering at the interface and/or triplet superconductors, in the
following, we will consider an interfacial spin-dependent potential and we
will focus on the existence of the spin supercurrent in a N/S junction.

4.4 Model

Let us consider a three-dimensional N/S junction separated by an interface
at x = 0. We assume that the Fermi energy EF and the effective mass m in
the normal metal (x < 0) are equal to those in the superconductor (x > 0)
and k = kF (cos θ sinφ, sin θ sinφ, cosφ) is the wave vector direction on the
N and S side. The system is described by Bogoliubov-de Gennes equations
[19]

[H + V (r)]ψ (r) = Eψ (r) , (4.28)

where E is the energy of a quasiparticle measured from EF , ψ (r) = (u↑ (r) ,
u↓ (r) , v↑ (r) , v↓ (r))

t is a four-component wave function in the Nambu space,
H is the Hamiltonian given by

H =

(
Ĥ0 (r) ∆̂ (r)

∆̂† (r) −Ĥ∗0 (r)

)

(4.29)
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and ∆̂ (r) is the pairing potential. Specifically, Ĥ0 (r) is the single-particle
Hamiltonian operator defined by

Ĥ0 (r) =

[

− ~
2

2m
∇2 − EF

]

Î, (4.30)

with Î the identity operator in the spin space, while the barrier potential at
the interface V (r) is modelled as

V (r) =

(
U0Î+ Usoc Ut

U †t −U0Î− U∗soc

)

δ (x) , (4.31)

where Usoc = Usocn̂ · (σ̂ × p̂) /pF , due to the presence at the interface of
RSOC, with n̂ ≡ x̂ the interface normal unit vector, σ̂ the Pauli matrices
and p̂ = −i~∇ the momentum operator, Ut = i (d (r) · σ̂) σ̂y is triplet pairing
due to Usoc that allows spin-flip at the interface, where d (r) is the vector
order parameter, orthogonal to the spin of the Cooper pairs, that assume the
form d (r) = Ũ x̂ and Ũ is an operator, which for Cooper pairs in a relative
p−wave orbital state has the real space form Ũ = (Ut/~kF ) û · p̂. The unit
vector û defines the orbital state: û = ẑ for pz − wave and û = ẑ + iŷ for
pz+ ipy−wave. In the following, it is convenient to express Ut in terms of the
Fourier transform of Ũ , which is written Uk = (Ut/kF ) û · k and we consider
the orbital pairing state: py + ipz − wave, Ut = (Ut/kF ) (ky + ikz). Here U0

and Usoc are the strengths of the usual BTK and RSOC contributions, while
the term Ut indicate the barrier strength due to the triplet pairing induced
by RSOC. Finally for an s-wave superconductor, ∆̂ (r) = iσ̂y∆(r) where σ̂y
is a Pauli matrix. We neglect for simplicity the self-consistency of spatial
distribution of the pair potential in S and take it as a step function ∆ (r) =
∆θ (x), where ∆ is the bulk superconducting gap and θ (x) is the Heaviside
step function. Translational invariance along the ŷ and ẑ direction implies
conservation of the momentum parallel to the interface k‖ = (0, ky, kz) and
the solution of Eq. (4.28) takes the form ψ (r) = ψ (x) ei(kyy+kzz), leading to
an effective one-dimensional problem for ψ (x).
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4.5 Solutions of Bogoliubov-de Gennes equa-

tions

For an electron with spin σ = {↑, ↓} injected from the N side, with incidence
angles (θ, φ) we have

ψσ
N (x)=







δ↑σ
δ↓σ
0
0






eikxx+







rσ,↑e

rσ,↓e

0
0






e−ikxx+







0
0

rσ,↑h

rσ,↓h






eiqxx, (4.32)

where kx = k cos θ sin φ, qx = q cos θA sinφA, with ~k =
√

2m (EF + E) and

~q =
√

2m (EF −E) are the electron and hole wave vectors and (θA, φA)
Andreev reflection angles. The coefficients rσ,νe and rσ,νh , with ν = {↑, ↓},
represent the normal reflection and Andreev reflection, respectively. In the
S side we have

ψS(x) = tσ,↑e







u
0
0
v







eik+xx + tσ,↓e







0
u
−v
0







eik+xx

+ tσ,↓h







v
0
0
u







e−ik−xx + tσ,↑h







0
v
−u
0







e−ik−xx, (4.33)

where tσ,↑e , tσ,↓e , tσ,↑h and tσ,↓h are the transmission coefficients of electron-
like quasiparticle (ELQ) and hole-like quasiparticles (HLQ), while k±x =

k± cos θS sin φS, with ~k± =
√

2m
(
EF ±

√
E2 −∆2

)
, indicate ELQ and

HLQ wave vectors and (θS , φS) are transmission angles, the BCS[14] co-
herence factors being

u2 = 1− v2 = 1

2

(

1 +

√
E2 −∆2

E

)

. (4.34)

As consequence, the wave function in the normal side is given by:

ψN (r) = ψσ
N (x) ei(kyy+kzz), (4.35)

while in the superconducting side of the junction, we have

ψS (r) = ψS (x) e
i(kyy+kzz). (4.36)
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The coefficients in Eqs. (4.32) and (4.33) can be determined using the bound-
ary conditions at the interface:

ψσ
N (0) = ψS(0) (4.37)

∂xψS|x=0 − ∂xψ
σ
N |x=0 = T ψS(0),

where

T = kFZ0Î4×4 − Zsoc

[

ky

(
σ̂z 0
0 −σ̂z

)

− kz
(
σ̂y 0
0 σ̂y

)]

+ Zt

(
0 iσ̂xσ̂y (ky + ikz)

−iσ̂yσ̂x (ky − ikz) 0

)

, (4.38)

with the dimensionless parameters Z0 = 2mU0/(~
2kF ), Zsoc = 2mUsoc/(~

2kF )
and Zt = 2mUt/(~

2kF ) describing the magnitude of the interfacial usual
BTK, the RSOC and the triplet pairing strength. In the analysis of the
spin current limit ourselves to the two-dimensional case and in absence of
interfacial triplet pairing, namely Zt = 0.

4.6 Spin current

We assume that the quantization axis of the spin is parallel to the ẑ−direction.
From Eq. (4.22) we calculate x- and y-components which correspond, respec-
tively, to perpendicular and parallel component to the interface of the spin
current:

Jx,y =
~

2m

∫ π/2

−π/2
dθIm

{

ψ† (r)

(
∂x,yσ

z 0
0 −∂x,yσz

)

ψ (r)

}

, (4.39)

where the integration is extended only over θ, that is the angle formed by the
momentum of the electrons propagating from the N side with respect to the
normal interface. Inserting the wave functions ψN (r) (Eq. (4.35)) and ψS (r)
(Eq. (4.36) into Eq. (4.39), we have under the Andreev approximation in
the normal side:

JN
x = J0

∫ π/2

−π/2
dθ cos θ

∑

σ

[(

|rσ,↑e (θ) |2 − |rσ,↓e (θ) |2 + |rσ,↑h (θ) |2 − |rσ,↓h (θ) |2
)]

(4.40a)

JN
y = J0

∫ π/2

−π/2
dθ sin θ

∑

σ

Re
[(

|rσ,↑e (θ) |2 − |rσ,↓e (θ) |2 + |rσ,↑h (θ) |2 − |rσ,↓h (θ) |2

+ e−2ikF cos θxσrσ,σe (θ)
)]
, (4.40b)
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while in the superconducting side of the junction:

JS
x = J0

∫ π/2

−π/2
dθ cos θ

∑

σ

[(
|u|2 − |v|2

) (

|tσ,↑e (θ) |2 − |tσ,↓e (θ) |2 + |tσ,↑h (θ) |2

− |tσ,↓h (θ) |2
)]

(4.41a)

JS
y = J0

∫ π/2

−π/2
dθ sin θ

∑

σ

Re
[(
|u|2 − |v|2

) (

|tσ,↑e (θ) |2 − |tσ,↓e (θ) |2 + |tσ,↑h (θ) |2

− |tσ,↓h (θ) |2
)

+ (vu∗ − uv∗) e−2ikF cos θx
(

−tσ,↑h (θ) tσ,↓∗e (θ) + tσ,↓h (θ) tσ,↑∗e (θ)
)]

(4.41b)

where σ corresponds to the spin of the incident electron and J0 = N~kF/2πm,
with N /π related to the number of transverse modes. The expressions in
Eqs. (4.40a) and (4.41a) vanish identically when the following conditions are
satisfied:

rσ,↑α (θ) = rσ̄,↓α (−θ)
(4.42)

tσ,↑α (θ) = γαt
σ̄,↓
α (−θ) ,

while those in Eqs. (4.40b) and (4.41b) if:

rσ,↑α (θ) = rσ̄,↓α (θ)

(4.43)

tσ,↑α (θ) = γαt
σ̄,↓
α (θ) ,

where α = {e, h} is the particle index, γe = −γh = 1, σ = {↑, ↓} and
σ̄ = −σ indicates the spin polarization opposite to σ. From the analytic
expression of the scattering coefficients, obtained by applying the boundary
conditions at the interface Eqs. (4.37) with Zt = 0, rσ,σ̄h = σ4uv/A, rσ,σe =
−Z (u2 − v2) (2i+ Z) /A, tσ,σe = 2u (2− iZ) /A and tσ,σ̄h = σ2ivZ/A, with
A = 4u2 + (u2 − v2)Z2 and Z = Z0/ cos θ − σZsoc tan θ, we can see that Eq.

(4.42) is satisfied, from which follows that J
N/S
x = 0. However, Eq. (4.43) is

not satisfied and hence we have J
N/S
y 6= 0. Thus, in presence of interfacial

RSOC we have a transerve spin current whereas there is no spin current flow
across the barrier. Now, we want to see if there is indeed a finite value of the
tranverse spin current in the N and S sides of the junction. In Fig. 4.1 we
plot the transverse spin current Jy/J0 vs kFx (distance from the interface) at
Fermi energy, for E/∆ = 10−4 and E/∆ = 0.99 for different values of Z0 and
Zsoc and for Zt = 0, computed by using Eqs. (4.40b) and (4.41b). Two cases
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Figure 4.1: Plot of transverse spin current Jy/J0 vs kFx to vary of Z1 (values
in the panels), for Z0 = 0.5 (left panel) and Z0 = 5 (right panel) at Fermi
energy a) and b)), E/∆ = 10−4 c) and d)) and E/∆ = 0.99 e) and f)).

are considered: (i) Z0 = 0.5, shown in the left panels; (ii) Z0 = 5, shown in
the right panels. In each plot, different curves correspond to different values
of Zsoc (ranging from 0 to 1.4). For Z0 = 0.5 at Fermi energy the spin current
persists only in the N region and sature at a constant value (Fig. 4.1 a)).
Fixing E/∆ = 10−4 (Fig. 4.1 c)), we observe that near the interface the
spin current in superconducting region is different from zero and increases to
enhance of Zsoc; while in the normal region we have the same behavior than
at Fermi energy. This trend persists for E/∆ = 0.99 (Fig. 4.1 e)), where
Jy/J0 in the N region and near the interface in S region increases due to
the Andreev reflection. A different scenario is observed for Z0 = 5: the spin
current decreases due to a suppression of the Andreev reflection and decays
to zero in both the regions at Fermi energy (Fig. 4.1 b)) and for E/∆ = 10−4
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(Fig. 4.1 c)), while at the interface assumes the same value in the N region
and is different from zero in S region. For E/∆ = 0.99 (Fig. 4.1 f)) note
that at the interface Jy/J0 in the S region is greater than in the N region.
Furthermore, in all panels, the spin current presents a discontinuity at the
interface (x = 0), that is given by the spin torque and can be evaluated via
Eq. (4.27). Numerical calculations show that the value of the spin torque at
the interface is equal to the discontinuity of the spin current at the interface.
Our analysis show that there in not a finite value of the spin current in
the superconductor bulk, contrary to what was obtained by Linder et al.[70]
where a finite spin current in the bulk superconductor is achieved for low
values of usual BTK and RSOC potential barrier strengths. In our opinion
the difference could lie in an insufficient accuracy of the method of calculation
used to simulate the model. The inclusion of the interfacial triplet pairing
in the expression for the spin current causes an increase in its value at the
interface, but does not change the main features discussed above. In the
following, in order to evaluate the effects of a RSOC and its interplay with a
triplet pairing, we study the spin differential conductance of the N/S junction
in three-dimensional case.

4.7 Spin differential conductance

Ordinarily, Andreev reflection with equal spin as the incoming electron is ab-
sent in the N/S junction with standard BTK potential barrier at the interface.
However, the presence at the interface of RSOC consider the possibility to
have a hole with spin σ and an electron with spin −σ, where σ = {↑, ↓} is
the spin of the incident electron. To illustrate that the amplitudes of these
coefficients are nonzero, we consider Fig.4.2 where we have plotted the prob-
ability associated to the scattering coefficients for several values of incident
angles (θ, φ) for the case of high interface transparency as function of E/∆.
In each case, several values of the interfacial RSOC Zsoc and triplet pairing Zt

strength are considered, as labelled. Fixing Z0 = 0.5, we consider two cases:
(i) (θ, φ) = (0, π/2) shown in the top panels and (ii) (θ, φ) = (π/4, π/4)
shown in the bottom panels. For normal incidence (θ, φ) = (0, π/2) the
anomalous Andreev reflection (AAR) is zero for any value of Z0, Zsoc and Zt,
from which the result of BTK model[32] is reproduced (Fig. 4.2 a), b) and
c)). For (θ, φ) = (π/4, π/4), in Fig. 4.2 d) we have Zsoc = 0.5 and not in-
terfacial triplet pairing, from which results that the AAR is not established.
Moreover, we have a reduction of the conventional Andreev reflection (CAR),
due to the presence of a finite value of Zsoc that reduces carrier density of
opposite spin band of the incoming electron. In Fig. 4.2 e) the AAR is
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different from zero when we have Zt = 0.2 and not interfacial RSOC. When
we allow for both RSOC and triplet pairing scattering potentials, it is seen
that AAR is present and its magnitude is higher compared to the previous
two situations (Fig. 4.2 f)). To investigate how large the magnitude of the
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Figure 4.2: Plot of the probability associate with the scattering processes
at the interface obtained for different values of (θ, φ), Zsoc, Zt and Z0 = 0.5
(values in the panels). For an incident electron with spin σ, the magenta
(dashed) line designates Andreev reflection with spin −σ, the cyan (dotted)
line indicates normal reflection with spin σ, the black (full) line corresponds
to Andreev reflection with spin σ and the red (dash-dotted) line designates
the normal reflection with spin −σ.

anomalous Andreev reflection coefficient may become, possibly even to the
disadvantage of the probabilty associated to the conventional Andreev re-
flection, we plotted the case (θ, φ) = (π/4, π/4) and Z0 = 0.5 for different
values of Zsoc and Zt as shown in Fig. 4.3. It is seen that an increases as Zsoc

(Fig. 4.3 (top panels) or Zt (Fig. 4.3 (bottom panels) increase, the prob-
ability associated to the AAR grows, but never becomes much larger than
the probability for the conventional Andreev reflection. Thus, the presence
of a scattering potential that, even if weakly, discriminate between spin-up
and spin-down electrons, may induce interesting modifications to the spin
transport in N/S junction. In order to capture many essential features of
a N/S junction that pertain to both interfacial properties as bulk effects,
respectively, on the N and S side, we study the spin conductance. It can be
easily obtained from the probability associated with the scattering processes
and for each spin channel at T = 0, can be written as[32, 88, 89]

Gσ (E, θ, φ) =
∑

ν=↑,↓

(
1− |rσ,νh (E, θ, φ) |2 − |rσ,νe (E, θ, φ) |2

)
, (4.44)
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Figure 4.3: Plot of the probability associated to the conventional (purple
full line) and anomalous (red dashed line) Andreev reflection for (θ, φ) =
(π/4, π/4), Z0 = 0.5 and different values of Zsoc and Zt (values in the panels).
It is seen that for increasing of Zsoc or Zt the anomalous Andreev reflction
never dominates the conventional Andreev reflection.

where we have used the Andreev approximation and the quantities {rσ,νh , rσ,νe }
are the Andreev reflection and normal reflection, respectively. Note that
while to the charge current the AR reflected quasiparticles positively con-
tribute, they have negative contribute to the spin current, since their spins
are reversed. The total spin conductance is defined as:

GS (V ) ∝
∑

σ=↑,↓

∫

d2k‖ρσGσ (E, θ, φ) , (4.45)

where ρ↑(↓) = +1 (−1). The above expression can be rewritten in terms of
angular integration over the incidence angles (θ, φ) fixing the wave vector
modulus k =

√

2mE/~2 and changing the integral variables, i.e.
∫
d2k‖ =

∫
k2 cos θ (sinφ)2 dθdφ. We only consider transport near the Fermi level since

our results of spin conductance are obtained as linear response to a small
applied bias, thus the wave vector k is well approximated by the constant
value kF and GS (V ) can be rewritten as:

GS (V ) ∝ k2FA
(2π)2

∑

σ=↑,↓

∫ π

0

∫ π/2

−π/2
dθdφ cos θ sin2 φρσGσ (E, θ, φ) , (4.46)
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where k2FA/(2π)2 is related to the number of transverse modes which parte-
cipate in the spin transport and the range of integration on the angular
variables represent the critical angles for the transmission of electrons with
spin σ. To illustrate the effects of the barrier strengths Z0, Zsoc and Zt we
exhibit the spin differential conductance spectra of the N/S junction. Figure
4.4 shows the normalized spin differential conductance GS/GN vs E/∆, with
GN =

∑

σ=↑,↓Gσ (E ≫ ∆, θ, φ), for different values of Z0, Zsoc and Zt, while
Z0 is fixed as labelled. From Figure 4.4 a), we can see that when Zsoc = 0,
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Figure 4.4: Normalized differential conductance curves, GS/GN vs E/∆, cal-
culated from Equation (4.46). The different curves are obtained for distinct
values of Z0, Z1 and Zt(values in the panels).

GS/GN is zero. In this case, the interface RSOC does not induce the An-
dreev reflection with equal spin as the incoming electron, also if Zt is different
from zero. We can see the same result also for high Z0 (Fig. 4.4 c)). With
increasing Zsoc the probability associated to the conventional Andreev reflec-
tion decreases, while that of the anomalous Anreev reflection increases and
a zero-bias peak forms. The zero-bias peak is higher for small value of the
interfacial RSOC strength. When Z0 = 5 (Fig. 4.4 c)) the spin differential
conductance quickly decreases and the zero-bias peak disappears, while two
peaks at E/∆ ≈ ±1 appear. It shows that Zsoc decreases GS/GN when the
energy is larger than the gap. Because the contribution of conductance within
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the energy gap arises from the Andreev reflection process, the behavior of the
spin differential conductance testifies that the Andreev process happens at
the circumstances previously described. Fixing Zsoc = 0.5 (Fig. 4.4 b)), we
observe that for Zt = 0 the normalized spin differential conductance is zero.
With increasing Zt, we have the same behavior shown in Fig. 4.4 a), however
the zero-bias peak increases since the probability associated to the anomalous
Andreev reflection increases. Moreover, GS/GN shown in Fig. 4.4 c) is larger
than Fig. 4.4 d). It is due to the usual suppression of the Andreev reflection
with increasing of the barrier strength. The unusual behavior is that the
spin differential conductance always drops at a minimum when the energy
E is equal to the energy gap ∆. So the interfacial RSOC can not be viewed
as spin-active barrier, but as spin-flip barrier with a dependence on different
incident angles[90, 91, 92]. On other hand the enhancement of GS/GN with
incresing of Zt plays an important part as spin-active barrier because in-
creases the probabilty to have spin-flip scattering at the interface. We point
out that the behavior of the normalized spin differential conductance repre-
sents a significant feature on the combined effect of Zsoc and Zt and depends
on the actual values of these parameters. In Fig.4.5 we have analyzed the
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Figure 4.5: Contour plot of the angles-resolved spin conductance. Colors are
associated with the values taken by the angles-resolved spin conductance:
darker areas indicate lower values. For all the panels, the parameters are
fixed as: Z0 = 0.5, Zsoc = 0.5, Zt = 0.2, a) E/∆ = 0.1 and b) E/∆ = 1.5.

angles-resolved spin conductance
∑

σ ρσGσ (E, θ, φ) cos θ sin
2 φ[93] profile for

the case of high interface transparency (Z0 = 0.5) to illustrate its behavior
as a function of incidence angles (θ, φ) and E/∆ for Zsoc = 0.5 and Zt = 0.2.
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For E/∆ = 0.1 the spin conductance exhibits peaks at (θ, φ) ≈ (±π/4, 2π/7)
(Fig. 4.5 a)). For E/∆ = 1.5, instead, the angles-resolved spin conduc-
tance shows only one peak at (θ, φ) ≈ (2π/5, 2π/9). We have verified that
by changing the sign of E/∆, the angles-resolved spin conductance does not
change sign and for low value of interface transparency the angles-resolved
spin conductance does not show peaks. Furthermore, for φ = π/2, we have
Gσ (E, θ)) = −Gσ (E,−θ) for both values of E/∆, then we integrate over θ
GS/GN = 0[94].
In summary we have demonstrated that in presence of interfacial RSOC
there is not present a spin current in the bulk superconductor, but only near
the interface. Moreover, take into account the possibility that RSOC at the
interface can induce a spin triplet pairing in the superconductor, we have
included also an interfacial triplet pairing and we have analyzed the effect
of both on the spin conductance. Our results show that to have a spin con-
ductance we must have a triplet pairing at the interface that supports an
anomalous Andreev reflection. Such an effect could be useful for spintron-
ics application as magnetic memories and required further theoretical and
experimental analysis.



Conclusions

In this work we have investigated the charge and spin transport in normal-
metal/superconductor (N/S) junctions with the purpose to describing the
interface effects in them. We have considered conventional s−wave order
parameter symmetry in S. In chapter 3 of this work the analysis has been
performed through a generalization of the Blonder-Tinkham and Klapwijk
(BTK) theory, by introducing particle-hole mixing boundary conditions in
the scattering problem, which are mathematically allowed in the BdG for-
malism and whose physical meaning can be understood in terms of prox-
imity effect, and solving the corresponding BdG equations. By applying
the boundary conditions to the solutions of BdG equations in the normal
and superconductive regions, we were able to calculate the probability am-
plitudes associated to reflection and transmission coefficients and therefore
the differential conductance. Our results show the presence of a zero-bias
peak surrounded by two dips in the differential conductance spectra, which
are not described by the standard BTK model, and which resembles the ex-
perimental differential conductance of Cu/Nb junctions obtained by PCAR
measurement. The peak-dips structure is obtained when the phase of the
particle-hole potential assumes the π value. This value for the phase can be
explained in terms of a phase π−shift between the bulk and the interface
parameter order, whose origin can be associated to the presence of localized
magnetic moment at the interface. If the magnetic moment at the inter-
face is sufficiently strong, the interfacial phase can assume the π value and
there can be a sign change of the superconducting parameter order. We have
shown by employing a tight-binding model for the N/S junction with a local
magnetic moment at the interface, by calculating self-consistently the gap
and the polarization, that the physical conditions under which the π−shift is
realized are related a transparent interfaces that allows to maintain a phase
gradient as the effect of a weak interface magnetization. On the other hand
for reduced transparencies a larger magnetic moment is necessary to induce
the inversion of the interface parameter order. Finally, we have studied the
physical meaning of the strength of the parameter that describe the particle-
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hole potential by comparing the differential conductance of the generalized
BTK with that of a normal-metal/superconductor′/superconductor (N/S′/S)
junction, where S is the bulk superconductor and S′ is the superconducting
proximity region having a thickness of the order of the coherence length of
S and a lower order parameter (∆′ < ∆). The analysis of the differential
conductance of the N/S′/S model has revealed several interesting features
on the parameter that quantifies the strength of the particle-hole potential
(Z1) under the assumptions of transparency of the N/S′ interface and low-
transparency of the S/S′ interface. Our results suggest that the role of this
parameter in the generalized BTK model is similar to that of the ratio of
the two order parameters (∆′/∆) in the N/S′/S model, confirmed by the
presence of peak-dips structure in the conductance of this model. Moreover
the presence of this structure in the differential conductance underlines that
the parameter Z1 not only contains information on the proximity effect, but
especially is not artifact of the delta-like form of the particle-hole mixing
potential. Finally, we have compared the temperature evolution of the con-
ductance spectra obtained in our model with the one calculated by using
the reflection and transmission coefficients of the proximity model noting
the differences between them. In chapter 4 of this work, as far as the spin
transport is concerned, we have considered the effect of a Rashba spin-orbit
coupling (RSOC) at the interface an we have studied the spin current and
the spin differential conductance. The choice of RSOC is motivated not only
by the fact that in hybrid structures the breaking reflection symmetry near
the interface gives rise a RSOC that allows spin-flip of the incoming elec-
trons, but also by evidence that materials with a high atomic number show
a spin-orbit coupling. The analysis has been performed through an extended
BTK approach to include interfacial RSOC and solving the corresponding
BdG equations. We have evaluated the spin current and a special empha-
sis has been devoted to understand its dependence on the strength of the
usual BTK barrier potential and RSOC contribution. Our results show that
the spin current can flow parallel to the interface, while along the transport
direction, in the superconductor, where the influence of RSOC disappears,
it goes rapidly to zero. This behavior is in agreement with the fact that in
the bulk the order parameter of the superconductor has a singlet component
only which prevents a polarized transport. On the other hand, near the inter-
face, RSOC changes the superconductivity character giving rise to a triplet
component of the order parameter and then we have both the singlet and
triplet components. The main difference between these components is that
the singlet component is the source for the triplet one. This triplet compo-
nent of the order parameter is sustained by the Andreev reflection with equal
spin (anomalous Andreev reflection) as the incoming electron. In order to
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evaluate the effect of the triplet component in the spin transport of the N/S
junction, we have modelled the interfacial potential barrier with RSOC and
triplet pairing contributions and we have analyzed the behavior of the spin
differential conductance. Our results show that the interfacial RSOC does
not provide the spin-flip mechanism which allows the anomalous Andreev
reflection to occur. This mechanism must be accompained by the presence
of an interfacial triplet pairing, that allows a value different from zero for
the spin differential conductance. Our results represent an important tool
for the comprehension of the relevant mechanisms that can take place at the
interface in superconducting junctions. They can also be useful in spintronics
applications to detect and control the spin transport.
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[42] A. Pleceník, M. Grajcar, S̆. Ben̆ac̆ka, P. Seidel and A. Pfuch, Phys. Rev.
B 49, 10016 (1994).

[43] H. Srikanth and A. K. Raychaudhuri, Physica C 190, 229 (1992).

[44] Y. de Wilde, T. M. Klapwijk, A. G. M. Jansen, J. Heil and P. Wyder,
Physica B 218, 165 (1996).

[45] Y. Miyoshi, Y. Bugoslavsky and L. F. Cohen, Phys. Rev. B 72, 012502
(2005).

[46] C. L. Chien and D. H. Reich,J. Magn. Magn. Mater. 200, 83 (1999).



BIBLIOGRAPHY 75

[47] M. Catapano, F. Romeo, R. Citro and F. Giubileo, Eur. Phys. J. B 88,
329 (2015).

[48] F. Giubileo, F. Romeo, R. Citro, A. Di Bartolomeo, C. Attanasio, C.
Cirillo, A. Polcari and P. Romano, Physica C 503, 158 (2014).

[49] H. Srikanth and A. K. Raychaudhuri, Phys. Rev. B 46, 14713 (1992).

[50] Li Zhang-Zhi, Tao Hong-Jie, Xuan Yi, Ren Zhi-An, Che Guang-Can
and Zhao Bai-Ru, Phys. Rev. B 66, 064513 (2002).

[51] P. Xiong, G. Xiao and R. B. Laibowitz, Phys. Rev. Lett. 71, 1907 (1993).
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