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To my parents:
my support, my sanity, my fortune

“It is not the critic who counts; not the man who points out how

the strong man stumbles, or where the doer of deeds could have done

them better. The credit belongs to the man who is actually in the

arena, whose face is marred by dust and sweat and blood; who strives

valiantly; who errs, who comes short again and again, because there is

no effort without error and shortcoming; but who does actually strive

to do the deeds; who knows great enthusiasms, the great devotions;

who spends himself in a worthy cause; who at the best knows in the

end the triumph of high achievement, and who at the worst, if he fails,

at least fails while daring greatly, so that his place shall never be with

those cold and timid souls who neither know victory nor defeat.”

(Theodore Roosevelt)
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Abstract

Search for low cost electronic materials has led towards the synthesis and

the employment of organic semiconductors (OSCs), a class of materials

that combine the electronic advantages of semiconducting materials with

the chemical and mechanical benefits of organic compounds. Despite the

intense research effort, new OSCs have usually been discovered by trial and

error and, even retrospectively, it was not always possible to explain why

some materials exhibit better performances than others. A more efficient

approach is now required and, in this respect, the use of computer-aided

materials discovery can be highly beneficial. Increasing numbers of new

OSCs have already been designed and improved through computational

modeling, which requires the efficient simulation of charge transport (CT)

processes taking place in OSC-based devices.

In this thesis we study and compare the relative performances of differ-

ent models in the simulations of charge transport in OSCs.

In the first part we focus on the different properties of organic semicon-

ductors with respect to their inorganic counterpart, their benefits and their

drawbacks, restricting our analysis to organic crystalline semiconductors,

which show the highest mobilities among all OSCs. Then we describe some

of the most widely studied classes of OSC materials, showing some cases

in which theory-guided material design has already been applied leading

towards new materials with improved electronic performances.
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In the second part of this thesis we dwell on the unique physical prop-

erties of organic semiconductors and on the reasons that animates the still

topical debate about the most appropriate theoretical model for the CT de-

scription in these materials. Then, we briefly analyze strengths and draw-

backs of five theoretical models: the Marcus theory, the Fermi Golden Rule

(FGR), the Second Order Cumulant expansion of the density matrix (SOC),

the quantum dynamics, and a recently developed approach, the Transient

Localization Theory (TLT). In particular we describe some approximated

strategies that significantly speed up the computations still ensuring accu-

rate results.

In the third part we apply the abovementioned models to the description

of charge transport in some of the most studied OSCs, comparing their

predictions with experimental data and discussing the relative performances

of each method. Our results show that SOC and TLT predictions are

in good agreement with experimental data, the latter being the method

of choice because of its low computational cost and physically well-sound

assumptions.

In the last part of this thesis we focus on the simulation of CT in

DNA oligomers, a topical issue since long range charge migration makes

DNA a potentially well-suited material for nanoelectronics. Our analysis

reproduces in a quantitative way published experimental data and allows

us to reconcile experimental results disagreeing about the role of thymine

bridges in CT across DNA oligomers.
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Organic semiconductors

and devices
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Chapter 1

Introduction

In the last years electronic industry has rapidly evolved, improving device

performances and at the same time reducing both the size of the com-

ponents and their costs. The search for low cost electronic materials has

led towards the synthesis and the employment of organic semiconductors

(OSCs), a class of materials that combine the electronic advantages of semi-

conductors with the chemical and mechanical benefits of organic compounds

such as plastics [1–3]. In other words, the ability to absorb/emit light and

conduct electricity occurs in a material whose chemical/physical proper-

ties can be easily tuned by using different functional group, with the aim

of tailoring electronic properties, of making it soluble, or of gaining good

mechanical properties.

Applications of materials showing all these appealing characteristics de-

posited over flexible substrates (like solar cell foils or lighting sheets) seem

attractive, and indeed OSCs currently have several applications in devices

like organic field-effect transistors (OFET) [4, 5], organic light emitting

diodes (OLED) [6], and organic solar cells [7]. The large-scale exploita-

tion of organic semiconductor materials in the xerographic process of any

common photocopier machine is present in any typical office, while OLED-

based displays are, for example, employed in the Galaxy smartphone series
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1 – Introduction

by Samsung, and are thus also widely distributed (fig. 1.1). The widespread

interest in organic semiconductors will probably increase in the next years

and, according to a recent study by IDTechEx, the organic electronics mar-

ket will grow from $29.28 billion in 2017 to $73.43 billion in 2027 [8].

Figure 1.1. Examples of present organic semiconductor applications: an
OFET (left), a flexible organic solar cell (middle) and the Galaxy round
smartphone, whose display is OLED-based (right).

Even though the widespread interest in OSCs is relatively recent, the

first studies on conductivity, photoconductivity, photoelectric effect, and

fluorescence of organic solids date back to the beginning of the twentieth

century [3, 9–11]. Even electroluminescence studies have been reported in

the fifties by Bernanose [12] on a cellulose film doped with acridine orange.

The main period of research on molecular crystals such as naphthalene and

anthracene, however, took place in the years from 1950 to 1980. This field

gained importance from the report of electroluminescence in an anthracene

crystal by Pope in 1963 [13], and by Helfrich and Schneider in 1965 [14].

The technological development of organic semiconductors took off with the

discovery of electroluminescence in about 100 nm thin amorphous organic

films: in 1987, Tang and Van Slyke [15] reported an amorphous thin film

LED made with the molecule Alq3 (Tris(8-hydroxyquinolinato)aluminium)

with an external quantum efficiency (emitted photons to injected electrons)

of 1%, a high value at that time. This was followed in 1990 by the report of
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1 – Introduction

electroluminescence below 14 V in a 100 nm thick film of the non-doped π-

conjugated polymer poly(paraphenylene vinylene) (PPV) [16]. Since then,

enormous progresses have been made in the field of organic electronics (fig.

1.2), and the typical path to performance increase could be described as a

two-stage process:

1. A new organic semiconductor is synthesized or used for the first time

as the active layer in organic electronics.

2. The film deposition parameters for the semiconducting organic layer

are optimized to obtain the most advantageous structural and mor-

phological characteristics for improved performances.

Figure 1.2. Evolution of carrier mobility in time for OFETs. The re-
gions delimited by dashed lines identify typical µ values of amorphous and
polycrystalline Si. Data from ref. [17].

One of the figure of merit used to characterize the electronic performances

of a semiconductor is the charge carrier mobility µ, a quantity describing

how fast an electron or a hole migrates in the material. In fig. 1.2 it is

shown that, as the years pass, an increase in mobility is observed, either

by improving the processes used for the fabrication of the transistors or by

synthesizing new organic materials.
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1 – Introduction

Research in the field of organic semiconductors is still very active, lead-

ing in recent years to materials displaying record mobilities of almost 50

cm2V−1s−1 [17–19]. This value exceeds the performances of amorphous and

polycristalline silicon [4, 20], making organic semiconductors a promising

alternative to inorganic ones. This attempt to substitute inorganic semicon-

ductors stems from the fact that, despite their good electronic properties,

they suffer from a range of problems, such as rigidity, brittleness, short

lifetime and high cost. Moreover, it is difficult to achieve a variation in

their electronic properties, as, for instance, a slight modification in their

wavelength emission. Finally, inorganic semiconductors usually have to be

processed under demanding conditions and show compatibility problems

with various substrates. On the contrary, organic semiconductors have a

lot of appealing properties, such as light weight, mechanical flexibility, rel-

atively low cost and a wide range of possible chemical modifications, that

makes it possible to accurately tune their electronic properties. Besides,

OSCs-based devices can be produced with a variety of solution-processing

techniques or vacuum deposition methods and can be easily deposited over

large substrates of paper or plastic.

Another important difference between inorganic and organic materials is

that the “semiconducting nature” differs strongly between them. Silicon,

GaAs and in general all inorganic semiconductors have low band gaps (e.g.

1.1 eV for Si and 1.4 eV for GaAs). For that reason, even at room temper-

ature, charges can be promoted from the valence band into the conduction

band by thermal excitation, reaching a concentration of charge carriers

given by N = N0e
Eg/(2kBT ), where N0 is the effective density of valence

band states and Eg is the band gap. Furthermore, the dielectric constant

is quite large (ǫr ≈ 11 [3]) so that Coulomb interactions between electrons

and holes are unimportant due to dielectric screening, and light absorp-

tion at room temperature can create free electrons and holes. In contrast,

the conductivity of organic semiconductors is extrinsic and results from
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1 – Introduction

the injection of charges at electrodes, from doping and from the dissocia-

tion of photogenerated electron-hole pairs that are bound by their mutual

Coulomb attraction (since ǫr is around 5 [21], quite lower than in inorganic

semiconductors).

Figure 1.3. Pictorial representation of the decrease of mobility in
a progression from single molecular crystals to disordered polymers.
Reproduced from ref. 22.

Even if the semiconducting properties in all organic semiconductors have a

similar origin, it is useful to distinguish between the following three classes

of organic semiconductors:

1. Amorphous molecular films, i.e. organic molecules deposited as an

amorphous film through evaporation or spin-coating. Thin amor-

phous films of molecules are usually employed for device applications

such as OLEDs.

2. Molecular crystals. The charge mobilities that can be obtained in

molecular crystals are high compared to those in noncrystalline or-

ganic materials [4], rendering them relevant for transistor applica-

tions.
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1 – Introduction

3. Polymer films. Usually, they are processed from solution, allowing for

a range of deposition techniques including simple spin-coating, ink-jet

deposition, or industrial reel-to-reel coating.

Despite its simplicity, this basic classification is useful since OSCs’ excited

states, photophysical properties, and mobilities significantly differ depend-

ing on the order and coupling in the solid, as outlined in fig. 1.3, where

we focus on the variation of the mobility as a function of the degree of

disorder. This great difference, with performances differing by orders of

magnitude, is related to the fact that defects, grain boundaries, impurities,

thermal disorder, can act as traps for the charge carrier, or they can sig-

nificantly distort the perfect geometrical arrangement present in an ideal

single crystal, leading to a less efficient geometry for charge transport. For

the same reason, subtle changes in the packing patterns can result in great

differences in the semiconductivity of a material.

One of the most striking examples among the crystal structure-property

relationship studies in OSCs is perhaps the case of rubrene. With a record

single crystal OFET mobility of about 20 cm2V−1s−1 [23], rubrene can

be viewed as a remarkable improvement of tetracene (µ ≈ 2.4 cm2V−1s−1

[24]), from which it differs for two phenyl groups (figure 1.4). This difference

Figure 1.4. Molecular structure of tetracene (left) and rubrene (right).

could be explained because, although the phenyl groups added to tetracene

backbone do not participate in the π-conjugation, they help the backbone

to π-stack very close to one of the maxima of the electronic coupling surface
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1.1 – Transistors

[25].

Throughout this thesis, we will focus on organic molecular crystals, the

class showing the highest experimental mobilities recorded up to now. To-

day’s technological interest in organic semiconducting crystals arises mostly

from the field of organic field-effect transistors (OFETs), which we will de-

scribe in the next sections.

1.1 Transistors

Transistors, probably the most important building blocks of modern elec-

tronic devices, were proposed for the first time in a patent application by

Lilienfeld in 1930 [26], being for more than a decade only a conceptual

device because further techniques were needed in order to actually pro-

duce them. Finally, they were successfully built by Shockley, Bardeen and

Brattain at AT&T’s Bell Labs in 1947, an accomplishment for which these

three scientists were awarded the 1956 Nobel Prize in Physics. In today’s

applications, billions of them are used as switches or amplifiers in micro-

electronics, integrated circuits, computers and any other electronic device.

There are two major parameters by which the performance of a transistor is

assessed, that is the on-off ratio (high on-off ratio implies that a low driving

voltage is needed to achieve a good signal to noise ratio) and the switch-

ing frequency (the maximal frequency at which the OFET can operate).

Both depend linearly on the charge carrier mobility, so that, in essence, the

crucial device parameter is the charge carrier mobility.

In general, a transistor can be defined as a semiconductor device car-

rying three electrodes, where the third is used to control the current flow-

ing along the “channel” between the other two electrodes, with the aim of

switching or amplifying the signal.

There are two basic types of transistors, the bipolar transistor and the

field-effect transistor (FET) (fig. 1.5). The main difference between them

is the way the current flowing in the channel is controlled. In the bipolar
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1 – Introduction

transistor the control electrode (called “base”) is directly connected to the

channel, and the current between the other two electrodes (“emitter” and

“collector”) is regulated by the current flow from the base. For that reason

the bipolar transistor is defined to be current-controlled. On the contrary, in

the FET no current can actually flow from the control electrode (the “gate”)

into the semiconducting channel between the two electrodes (“source” and

“drain”), since the control electrode is separated from the channel by an

insulator. With this architecture, control electrode, insulating layer, and

the semiconducting channel form a capacitor. When a voltage is applied

to the gate, it creates an electric field inducing charges in the insulator

layer, which modify the current flow from source to drain in the channel

capacitively, thus giving rise to the name of “field-effect” transistor. Because

of its modus operandi, the FET is defined to be voltage-controlled. Another

difference between these two types of transistors is that bipolar transistor

are built combining p-type and n-type semiconductors, while FET requires

only one type of semiconductor.

p-type

n-type

n-type

G

D

S

Collector

Base

Emitter

Gate

Drain

Source Insulator

SC
(b)(a)

Figure 1.5. Symbol in a circuit diagram and scheme of (a) bipolar tran-
sistor (in the specific a n-p-n layer structure) and (b) field-effect transistor.

In 1965 Gordon Moore stated the law named after him: “the number of

transistors in an integrated circuit doubles roughly every two years” [27].

This prediction still holds true today, but it probably will not work af-

ter 2020 or so, because the size of individual transistors is approaching
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1.1 – Transistors

the fundamental barrier of atomic dimensions, with further miniaturiza-

tion impossible for current semiconducting materials. Indeed, with the

great progresses made since the early 20th century, devices that formerly

occupied large rooms such as the first computer can now be carried in a

pocket. Nowadays, research is focusing on the development of electronic

circuits based on different materials, aiming for cheaper production, en-

vironmental sustainability or novel functionalities, features that, as previ-

ously discussed, should be ensured by organic semiconductors. The most

important advantage is the expected low production cost, since the layers

can be deposited and patterned around room temperature using a combi-

nation of solution-processing and direct-write printing, ensuring a low-cost

fabrication of printed circuits, with the particular advantage of possible

deposition over flexible substrates such as polymethylmethacrylate films.

1.1.1 Operational principles and experimental evaluation of

mobility

In this section we will present in a simple manner the operational princi-

ples of OFET and we discuss the principal experimental techniques for the

evaluation of the mobility in a semiconductor.

Figure 1.6. Different configurations for OFETs: (a) bottom contact,
top gate, (b) bottom contact, bottom gate, (c) top contact, bottom
gate, (d) top contact, top gate (rarely used). The insulator is indicated
by the light gray layer, the organic semiconductor by the middle gray
layer. Electrodes are shown in dark gray, while the substrate is shown
in white. Reproduced from ref. 3.

Several configurations (fig. 1.6) are possible for OFET used in modern
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1 – Introduction

devices. In all of them the gap between the source and drain electrodes, i.e.

the channel length L, is on the order of 100 µm while the channel width is

typically up to a few millimeters.

Regardless of the configuration, as outlined in the introduction, charge

carriers are injected in an OFET from the electrodes and the current flowing

in the transistor is adjusted through the variation of the number of charge

carriers accumulated at the semiconductor/insulator interface by modulat-

ing the gate voltage. If, for example, a negative voltage Vg is applied to

the gate, positive charges are attracted from the source electrode into a

narrow (≤5 nm) semiconductor region next to the dielectric (fig. 1.7). This

Figure 1.7. Illustration of the working principle of an OFET. Across a
width W , source and drain electrode are separated by a semiconductor
channel of length L. Reproduced from ref. 3.

induces the accumulation of positive charges in the insulator, leading, in an

ideal (i.e. trap-free) transistor, to a number of charges proportional to the

capacitance per unit area of the dielectric, Ci, and to the gate voltage Vg. If

now a negative potential Vd is applied to the drain electrode, these positive

charge carriers will migrate leading to a current flowing in the transistor.

However, in real transistor some charges will be trapped, so current will

flow only if the number of generated charges is greater than the number

of the traps, in other words, if the gate voltage is greater than a threshold

value Vth depending on the material used. The interested reader is referred
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1.1 – Transistors

to ref. [3] for a formal discussion of the dependence of the current I and the

other parameters in an OFET. Here we will limit to point out that when

varying Vd it is possible to distinguish two regions in a current-voltage plot

(fig. 1.8):

Figure 1.8. Diagrams illustrating the performance of an OFET at
different applied voltages. The channel formed in the device as well
as the current-voltage characteristics are shown for (a) linear regime,
(b) start of saturation regime at pinch-off, (c) saturation regime. Vd,
Vg, and Vth denote drain voltage, gate voltage, and threshold voltage,
respectively. Reproduced from ref. 3.

• The linear regime (Vd ≪ Vg −Vth). Here the transistor current obeys

Ohm’s law, i.e. I increases linearly with Vd.

• The saturation regime (Vd > Vg − Vth). When Vd = Vg − Vth, the

concentration of mobile charge carriers reduces to zero at the drain

electrode, and, as long as Vd further increases, the point where the
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1 – Introduction

concentration of mobile charge carriers reaches zero moves towards

the source, thus slightly shortening the actual channel. In this case,

a depletion zone establishes near the drain, but current can still flow

since the charges can overcome the narrow depletion zone. However

the current remains constant as Vd increases.

As shown in ref. [3], the I-V expressions for the two regimes are:

Id =
W

L
µlinCi (Vg − Vth)Vd (1.1)

and

Id =
W

2L
µsatCi (Vg − Vth)

2 (1.2)

Eq.s 1.1 and 1.2 are often used [2, 28] to experimentally evaluate the carrier

mobility of a semiconductor. It is possible to derive equivalent equations

when the length of the channel is reduced, accounting also for the contact

resistance by using a four probe measurements [29, 30]. It should also be

noted that, in more accurate measurements, the dielectric constant (ǫr) of

the insulating layer can affect the mobility, because the polarization induced

by the charge carriers in the channel across the insulator affect the motion

of the charges themselves, leading to slightly lower mobilities as ǫr increases

[31, 32].

Another popular technique for the evaluation of the mobility is the

time-of-flight (TOF) method [33], one of the first methods proposed for the

experimental measurement of the mobility (the first experiments were con-

ducted by Kepler [34] and Leblanc [35] in the 60s on anthracene crystals).

The experimental apparatus for a TOF measurement (fig. 1.9) consists

in a semiconducting layer of a few µm sandwiched between two electrodes

with an applied electric field of about 104-106 V/cm. The material is ir-

radiated with a short laser pulse to generate a narrow sheet of charges of

opposite signs that move towards the electrodes. By irradiating next to

one of the electrodes, say the anode, the electrons immediately leave, while

the holes have to travel through all the semiconducting layer to reach the
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1.1 – Transistors

Figure 1.9. Illustration of the TOF method. A laser pulse creates elec-
tron-hole pairs close to the front electrode, chosen to be the anode, so
that electrons leave the device immediately, while holes move through all
the semiconducting layer reaching the counter electrode, inducing a dis-
placement current monitored by an oscilloscope. The sudden drop of the
current indicates that the holes reach the cathode. Electron mobility can
be measured by inverting the polarity of the applied electrical field.

cathode. The time ttr employed by the charges to arrive to the electrode

is directly proportional to the distance d and inversely proportional to the

applied electric field F and the mobility µ, i.e.

µ =
d

Fttr
=

d2

V ttr
, (1.3)

where V is the applied voltage. As represented in fig. 1.9, a typical TOF

signal consists in a sharp peak, a plateau and a final decay. The peak occurs

immediately after charge carriers generation because they have different

energies and highest energetic carriers quickly migrate towards lower energy

sites. This phenomenon always happens in organic materials, which have a

distribution of sites at different energies. The plateau is due to the following

motion of the carrier towards the electrode, so the transition time ttr for the

evaluation of the mobility is usually taken to be at the intersection between

the plateau and the final tail.
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1 – Introduction

However, the values obtained with the two techniques above described

are affected by the purity and order of the materials (for example, µ values

of 0.1 [36], 0.5 [37] 1.5 [38], 3 [39], 6 [40] up to 35 cm2V−1s−1 [18] have

been reported for pentacene crystals depending on the experimental con-

ditions), a problem that is unavoidable with the methods measuring the

mobility over macroscopic distances (that is, on the scale of 1 mm). A

relatively recent technique, the Pulse-Radiolysis Time-Resolved Microwave

Conductivity (PR-TRMC) works over microscopic distances, so it should

reasonably be less dependent on the macroscopic structure of the material

and its fabrication. In this technique (see fig. 1.10), the sample is excited by

Sample
e-

Microwave
source

Microwave
detector

Digitizer

Ds

time

Ds/D
pulse

Figure 1.10. A very simplified schematic representation of the PR-
TRMC equipment. ∆σ is the change of conductivity at the end of the
pulse. Adapted from ref. 41.

a short pulse (5-20 ns) of electrons with energy in the MeV range, creating

free carriers and the change in electrical conductivity ∆σ is measured via

the decrease in the microwave power reflected by the sample

∆σ = e
∑

µNe−h. (1.4)

Here Ne−h is the density of charges generated by the irradiation, estimable

dividing the energy of the electron pulse by the energy required to create
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1.2 – Materials

an electron-hole pair and a factor accounting for the fraction of initially

formed charge carrier pairs which survive charge recombination [41].

This technique is electrode-free so it is not affected by the morphology

of the semiconductor-electrode contact, plus the motion of the charges is

measured on a very local spatial scale (depending on the frequency of the

microwaves hitting the sample: the higher the frequency, the smaller the

region probed) so it is less affected by impurity and disorder of the ma-

terials. In general, PR-TRMC gives the highest mobility values obtained

for the material under examination (“intrinsic mobilities”), for example a

µ of about 600 cm2V−1s−1 has been reported for an accurately tailored

polyparaphenylene derivative [42].

It should be noted that this technique only evaluate the sum of electron

and hole mobility. If interested in electron mobilities usually a doping with

a strong hole scavenger like tetramethyl-p-phenylenediamine is used, while

for hole mobility the sample is put in an environment saturated with oxy-

gen (if possible), an efficient scavenger for excess electrons. Unfortunately,

these “tricks” cannot be applied to all the samples.

Other methods are used for the evaluation of charge carrier mobilities

in organic semiconductors. An exhaustive list can be found for example in

ref. [3].

1.2 Materials

X

Y

R

Figure 1.11. A typical OSC structure. The conjugated core can be con-
stituted by 5-member or 6-member aromatic rings.
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1 – Introduction

The great majority of the materials of interest in organic electronics

have a structure that can be derived from fig. 1.11 by varying the length of

the conjugated core, replacing one or more C atoms of the conjugated rings

with an heteroatom (e.g. X in fig. 1.11), inserting one or more substituents

on the core (e.g. Y in fig. 1.11) or adding side chains (e.g. R in fig. 1.11).

Usually the first three modifications influence the electronic properties while

side chains are incorporated for enhancing the solubility, in order to enable

solution processing techniques when devices are built. We will describe in

the following some of the most popular OSCs’ classes (fig. 1.12).
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Figure 1.12. Structures of some OSCs. Top: oligoacenes (left), rubrene (mid-

dle) oligothienoacenes (right); Middle: dithienoacenes (left), C8-BTBT (middle),

TIPS-pentacene (right, R = isopropyl group); Bottom: hexabenzocoronene (left),

perylene (middle), fullerene C60 (right).
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Oligoacenes This class, formed by molecules consisting in linear fused

benzene rings, has been the first class of organic semiconductors investi-

gated [43], still being nowadays among the OSCs with best performances.

The smallest interesting molecule in this class is anthracene, widely studied

for its electronic and photoelectronic properties since the second half of the

twentieth century [44] (see the introduction), showing a mobility of about

1 cm2V−1s−1 [44, 45]. Its superior homologue, tetracene, is constituted by

4 benzene rings, so it has a longer conjugation length. It has been widely

studied and mobilities in the range 0.4-2.4 cm2V−1s−1 [24, 46] have been re-

ported. Pentacene, constituted by five fused benzene rings, is probably the

most studied organic semiconductor and several attempts have been made

to accurately control the crystal polymorph, its morphology and its purity

when constructing OFETs, in order to reach higher and higher mobilities

[18, 38, 40, 47]. In particular, very high mobilities (up to 35 cm2V−1s−1)

have been reported when 6,13-pentacenequinone (the product of oxidation

of pentacene and its principal impurity) concentration has been accurately

lowered under 0.02% [18]. Despite this result, the large majority of µ re-

ported for pentacene falls in the range 1-5 cm2V−1s−1 [38–40, 48–50]. The

principal limit to the application of pentacene is its poor air-stability, which

leads to a rapid decay of the device performances in time: as noted above,

its oxidation product (pentacenequinone) is also its principal impurity. The

problem of air-stability becomes increasingly worse when considering higher

homologues such as hexacene, heptacene, octacene and nonacene, which are

not only air-unstable but also chemically labile, undergoing reactions like

cycloaddition and homodimerization [51], to such an extent that for the

last three ones after the synthesis it was impossible to study their elec-

tronic properties [52].

Several structural modifications have been proposed in order to improve

oligoacenes stability and performances. The first example was rubrene, a

sort of modified tetracene, from which it differs for four phenyl groups,

which induce a molecular stacking very close to one of the maxima of the
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transfer integral surface [25], leading to mobilities almost one order of mag-

nitude greater than tetracene. Given its rather large mobility, rubrene has

been the subject of many recent studies, both experimentally and theoret-

ically [23, 25, 53–56].

Other modifications, made in the attempt to solve the previously mentioned

drawbacks of the oligoacenes (air instability, high temperature deposition)

involve replacements of benzene rings with other heteroaromatic rings, ad-

dition of substituents to the aromatic core or inclusion of EWG (electron-

withdrawing) groups, leading to different classes of materials which we will

briefly describe in the following.

Oligothienoacenes These molecules consist in linear fused thiophene

rings, so they can be viewed as oligoacenes where all benzene groups have

been replaced by thiophenes. This substitution leads to a lower degree of

aromaticity and also to an increased air-stability with respect to oligoacenes.

Indeed cyclic voltammetry studies of oligothiophenes showed the reversibil-

ity of the oxidation (i.e. a good stability of the oxidized species) [57]. Unfor-

tunately, molecules constituted by only fused thiophene rings showed poor

performances (µ < 1 cm2V−1s−1 [4]), so research focused on systems com-

bining benzene and thiophene rings with the idea of keeping the excellent

performances of oligoacenes and at the same time the improved stability of

the oligothienoacenes.

Dithiophenes The best results were obtained putting two thiophene

rings in the middle of an oligoacene structure, obtaining BTBT (benzo-

thieno[3,2-b]benzothiophene; two benzene rings), DNTT (dinaphtho[2,3-

b:2’,3’-f]thieno[3,2-b]thiophene; four benzene rings) and DATT (dianthra-

[2,3-b:2’,3’-f ]thieno[3,2-b]thiophene; six benzene rings). The first one is

basically unused because of its poor processability [58] but its alkylated

derivatives (see next section) show good electronic properties. In an at-

tempt to extend the π-conjugated system of BTBT a very simple synthe-

sis was proposed by Yamamoto et al. [59] for the DNTT molecule, which

shows a good stability and processability, along with excellent mobilities
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(8.3 cm2V−1s−1 [60]). Finally, DATT constitutes an interesting example,

because it has been identified as a very promising material by theoretical

simulations, before its actual synthesis and characterization (we will dis-

cuss in detail this point later). Single crystal OFET measurement has led

to µ higher than 10 cm2V−1s−1 for this molecule [61], but, most impor-

tantly, DATT-based OFET do not show significant loss of performances

when stored in ambient conditions even for a long time [4, 51].

DBTDT (dibenzo-thieno-dithiophene) has been synthesized by substituting

the three central benzene rings of pentacene molecule with three thiophene

rings. However, this molecule shows lower performances than the dithio-

phenes, reaching mobilities of 1-4 cm2V−1s−1 [62, 63]

Core-substituted oligoacenes Another modification is the attach-

ment of a side chain to the conjugated core, usually to increase the solubil-

ity and thus improving the processability by solution techniques. Moreover

alkyl substituents on pentacene have been shown to improve its air sta-

bility [4]. However, although the side chains do not contribute to charge

transport, they can still have an impact on the electronic properties of

the semiconductors, by affecting the molecular packing and thus lead-

ing to quite different mobilities. Two rather interesting examples are the

6,13-bis(triisopropylsilylethynyl)pentacene (TIPS-pentacene) and the alky-

lated BTBT. The former consists of a pentacene core substituted in the

peri-position with two triisopropylsilylethynyl groups, leading to a shift in

the molecular arrangement from a herringbone pattern to a face-to-face

π-stacking. Mobilities ranging from 0.7 to about 1 cm2V−1s−1 [53, 64]

have been reported for TIPS-pentacene. Analogously, various alkyl groups

(ranging from C5 to C14 [65]) have been added to BTBT in the molecular

long-axis direction of the core to increase its solubility, leading to materials

with good semiconducting properties, like C8-BTBT (µ ≈ 3 cm2V−1s−1

[66]) or C13-BTBT (µ ≈ 2 cm2V−1s−1 [65]).

Another popular approach is the attachment of electron withdrawing groups
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(in particular halogenes) to oligoacenes conjugated core in order to im-

prove their air-stability. Fluorination and chlorination are the most used

approaches to achieve air-stability in this context, leading for example to

perfluoropentacene [67], partially chlorinated tetracene [68] partially fluo-

rinated or partially chlorinated TIPS-pentacene [69]. Halogen substitution

usually leads towards materials showing ambipolar or even n-type semicon-

ducting properties, indeed for perfluoropentacene electron mobility of 0.11

cm2V−1s−1 [67] but no p-type charge transport have been reported.

Discotic liquid crystals (DLC) These materials are formed by disc-

like molecules, such as triphenylene or hexabenzocoronene, constituted by

a conjugated core substituted with aliphatic chains. These molecules stack

in a column-like structure, leading to a 1-dimensional charge transport.

Even if they obviously cannot reach the same degree of order of a crystal,

their columnar organization is ordered enough to reach µ of 1 cm2V−1s−1

[70] or higher (up to 6.8 cm2V−1s−1 derivatizing hexabenzocoronene with

groups allowing the formation of more ordered self-assembling structures

[71]). Unfortunately, except for these special case, in general DLCs have

the drawback of a higher degree of impurities and defects with respect to

organic crystals, so they show in general lower mobilities.

n-type semiconductors: Fullerenes and others Fullerene (C60)

and its derivatives are the most used acceptors in organic photovoltaics,

because of their large electron affinity, high electron mobility, and large

conjugated system which helps charge separation through delocalization.

Mobilities of about 1.5 cm2V−1s−1 have been reported [72, 73]. Related

compounds are the carbon nanotubes, for which exceptional mobility of

105 cm2V−1s−1 has been obtained [74]

Another widely studied n-type semiconductor is perylene. The peculiarity

of perylene resides in its crystal packing, where dimers rather than single

molecules are arranged in a herringbone pattern. It can be also function-

alized with EWG moieties (X=Oxygen or X=NH in fig. 1.12) leading to

n-type behaviour, with mobilities around 1.2 cm2V−1s−1 [75].
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The great majority of materials here presented are generally used as

p-type semiconductors (unless otherwise noted). However, the distinction

between n-type or p-type semiconductors is not related to their intrinsic

ability to transport electrons or holes [2], since in several organic materials

electron and hole mobilities are similar [76, 77]. Instead, this demarcation

is based on the ease of injecting electron or holes in the materials, i.e. on the

relative electron affinity or ionization potential with respect to the electrode

Fermi level. In this respect, it has been pointed out that low electron µ can

be due to extrinsic effects like traps or the instability of the radical anions

with respect to water or hydroxyl groups. Indeed, the mobility of electrons

in polythiophene increases when the SiO2 is treated to cover free hydroxyl

group [2, 78].

1.3 Computer Aided Material Science

As outlined in the previous sections, new organic semiconductors have usu-

ally been discovered by chance, and even after their applications it was not

always possible to explain why some materials had higher performances

than others. In other words, up to now material science has progressed fol-

lowing these steps: synthesis, structural and electronic characterization and

only retrospectively theoretical studies to understand structure-property

relationship. However, many authors [22, 54, 79] are advocating a theory-

guided material design to rationalize and speed up the pace of discovery of

new materials, that up to now has relied on a trial and error methodology.

Unfortunately, a complete de novo design would require crystal struc-

ture prediction, which is nowadays one of the major bottlenecks of in-silico

design of new crystalline semiconducting materials [80–82]. Indeed, the

crystal packing structure is essential for the theoretical evaluation of charge

mobility, but up to now it is usually taken from experimental measurement,
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narrowing the applicability of computations to molecules for which the crys-

tal structure has already been determined. Besides this fundamental prob-

lem, another challenge in the field of computer-aided material science is

that there is currently an active debate about the most appropriate theory

that could take into account the processes taking place in OSC-based de-

vices (see part II for an extensive discussion). Moreover, molecular packing

in thin film devices can be different from bulk, being strongly dependent

on the substrate where it is deposited on.

Despite these drawbacks, some successful theoretical designs of new

semiconductors have been reported, where rational design techniques and

computational chemistry methods guided the synthesis of:

• liquid crystal molecules with enhanced columnar organization and

optimized intermolecular couplings [83];

• polycarbazole derivative for organic photovoltaic applications by first-

principles screening of prototypical oligomers [84];

• polymers based on diketopyrrolopyrrole derivative [85];

• molecular semiconductors based on dinaphthothienothiophene deriva-

tives [61].

In particular, the last example involved a theoretical study started after

the experimental report [59] of a new molecule showing good hole mobil-

ity along with excellent air-stability (DNTT, fig. 1.13). Combining quan-

tum and molecular mechanics, Sokolov et al. [61, 86], screened possible

derivatives of DNTT (molecule “1” in fig. 1.13), focusing their attention

on the ones showing low reorganization energies, which following Marcus

approach are expected to yield better mobilities. On the basis of their

study, they decided to further investigate only DATT (Dianthra[2,3-b:2’,3’-

f]thieno[3,2-b]thiophene, molecule “2” in fig. 1.13), which showed the highest

transfer integral together with the lowest reorganization energy among the

molecules under investigation, predicting a mobility twice as large as the
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one of DNTT. The DATT was subsequently synthesized and incorporated

in a transistor, recording experimental mobilities higher than 10 cm2V−1s−1

[61].

Figure 1.13. The structures of seven molecules studied in [61] (2-8) de-
rived from the parent dinaphtho[2,3-b:2’,3’-f]thieno[3,2-b]thiophene (1).
Reproduced from ref. 61.

The abovementioned examples indicate that theoretical design before

the synthesis is very promising; however it must be noted that all of them

involved derivatives of an already experimentally characterized molecule,

so that the “new” crystalline structure could be guessed from the one of the

precursor. In other words, the crystal structure should be known, since the

solid-state prediction from molecular structure is still a challenge.

In this respect, apart from theoretical design of derivatives showing bet-

ter properties than their precursor, another very interesting approach [87]

would be the screening of potential material candidates contained in large

data sets (such as the CSD [88]), for which the crystal structure is already

known. A tool able to perform such a prediction would be highly bene-

ficial, considering that substantial experimental effort is required to grow

ultra-pure single-crystalline samples for OFET measurements, while the
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crystalline structure of the material is typically known shortly after the

initial synthesis.

This would allow the selection of the most promising candidates, so

that, in collaboration with synthetic chemists to assess synthetic viability, it

would be possible to quickly identify the best materials, potentially reducing

expensive and time-consuming experimental characterizations.

In light of all these considerations, in this thesis we focus on the compar-

ison of five among the most popular models for the study of CT in organic

semiconductors, highlighting their strengths and their shortcomings. More-

over, we discuss some approximate methodologies, developed in our group,

to alleviate the computational burden of the models under investigation,

making them more suitable for the analysis of a large number of molecules

in a short amount of time.
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Theoretical models
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Chapter 2

Overview

Charge transfer (CT) reactions are of widespread importance in many fields,

such as chemistry, biochemistry and material physics. Concerning the bio-

chemical processes, respiration, photosynthesis, and many others mainly

rely on electron transfer between cofactors in proteins. Likewise, in the

field of organic semiconductors, the subject of this thesis, the processes

taking place in the devices are mainly CT reactions.

Franck and Libby were the first to realize that CT rates are regulated by

the nuclear motions of the two molecules exchanging an electron and of the

surrounding environment [89]. They applied the Franck-Condon (FC) prin-

ciple to thermal CT reactions in solutions, obtaining a direct proportional-

ity between CT rates and the square of the overlap between the vibrational

states of the initial and final electronic states, that is, the FC factors. The

pioneering studies of Lax and Kubo [90, 91] on radiationless transitions in

condensed phase, and of Marcus [92–95], who first quantitatively described

the solvent effects in CT processes in solutions, provided powerful theoret-

ical means for computing FC factors, laying the foundations for modeling

CT reactions in condensed phases.

Marcus work provided all the basic concepts to model CT processes in

a very straightforward way. The price of this simplicity is however the base
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of its limitations: it is a one-dimensional model in which nuclear vibrations

are treated classically and without considering frequency changes between

initial and final state. For this reason, Marcus model is rigorously appli-

cable only at high temperature, where all vibrations are fully excited and

tunneling effects (not included) play a minor role.

One of the most popular models going beyond classical Marcus equation

is Fermi Golden Rule (FGR) [96], a full quantum mechanical approach

obtained from the first order time-dependent perturbation theory. It was

originally derived by Dirac [97] but significantly improved by Lax and Kubo

[90, 91, 98] with the generating function approach, which allows for the

inclusion of all the normal modes in the computations. Unfortunately, the

FGR seems to fail in describing ultrafast processes [56, 99, 100] leading to

strong overestimations of the transition rates.

A significant improvement to FGR, still in the framework of hopping

process, is the Second Order Cumulant approach (SOC), developed in our

group, based on the second-order cumulant expansion of the time dependent

reduced density matrix [99]. Even if the cumulant expansion is a well-

known technique [101–104], rather few applications to realistic systems have

appeared in the literature [56, 99, 105, 106]. We will see that the SOC

approach is useful in handling ultra-fast transitions because of the time-

dependent nature of the transition rate; furthermore, it obtains kinetic

rates approaching a constant value, namely the FGR prediction, for long

times.

All the models previously discussed are hopping models, i.e. they pre-

dict the loss of coherence after each step of charge transport. However, in

some systems, such as highly ordered materials, coherent charge transfer

can occur, and hopping is no longer adequate. Instead, coherent quan-

tum dynamics should be used, where the nuclear degrees of freedom can

be propagated using classical equation of motion (semiclassical approaches,

like Ehrenfest or surface hopping), or they can be included in the time-

dependent Schrödinger equation describing both electronic and vibrational
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states at the quantum level. We will focus on this latter approach, de-

scribing systems characterized by several electronic states with vibronic

couplings to harmonic modes. In particular we will propose a strategy to

solve one of the main difficulties of this method: the hugely high number of

vibronic states to be considered to properly describe the effects of nuclear

displacements upon ET. Our idea is based on the partitioning of the en-

tire Hilbert space in a set of subspaces of significantly reduced size, where

the convergence of computations is checked by iteratively increasing the

number of subspaces.

It is clear that those models can be applied only in the framework

in which they were developed, i.e. incoherent rather than coherent (band

theory) charge transport, while quantum dynamics is a computationally

expensive approach. However, it would be useful to have a model going

beyond this distinction, applicable at a rather low computational cost. In

this respect, Fratini et al. have developed the Transient Localization Theory

(TLT) [107, 108], a model based on the idea that the unavoidable disorder

in real crystals leads to a “transient localization” which would severely slow

down carrier mobility; however, time fluctuations of crystal disorder may

still activate charge diffusion. That theory should go beyond both the band

approach (since it contains quantum localization correction) and hopping

(since it does not predict the loss of coherence after each hop) [54].

In the following chapters we will briefly describe these five models, while

their application to the description of charge transfer in organic semicon-

ductors and in DNA oligomers will be shown in part III and IV, respectively.
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Chapter 3

Hopping models

3.1 Marcus classical description of the electron trans-

fer processes

In Marcus theory, the potential energy profiles of the two electronic states

(a and b) exchanging an electron are expressed in one dimension and in

the harmonic approximation, as two parabolas with the same curvature

K =Mω2:

Va =
K(x− xa)

2

2
+ Ea Vb =

K(x− xb)
2

2
+ Eb. (3.1)

For the sake of simplicity, in the following we assume that the zero of the

reaction coordinate x is the equilibrium position of the state a (xa = 0)

and the zero of the energy is the equilibrium energy of the state b (Eb = 0)

(fig. 3.1).

One of the simplest derivations of the Marcus equation considers the CT

reaction as a radiationless transition between 2 electronic states, resorting

to the Landau-Zener formula [96, 109–111] and assuming that there is no

entropic nor volume changes (i.e. ∆E = ∆G).

The interested reader is referred to appendix A for a complete treatment,
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here we will give the final formula obtained by Marcus:

k =
|Vab|2
h̄

√

π

λkBT
exp

(

∆G0 + λ
)2

4λkBT
, (3.2)

where ∆G0 is the free energy change of the CT reaction and λ is the reorga-

nization energy, i.e. the energy spent from the state a to reach the nuclear

configuration of the state b without actually changing electronic state, see

fig. 3.1. Vab is the coupling between the initial and final CT states. For

all the theoretical models discussed in this thesis, the Vab are evaluated as

[112]:

Vab =
〈

φ0a
∣

∣F
∣

∣φ0b
〉

, (3.3)

where φ0a and φ0b are the localized HOMOs of states a and b, respectively,

and F is the Fock operator of the system. The suffix 0 indicates that the

orbitals are unperturbed, i.e. computed for the isolated molecule. More

details on this procedure can be found in chapters 5 and 8.

In the cases considered throughout this thesis, i.e. CT between two

equal molecules, the net ∆G change is zero, so eq. 3.2 becomes:

k =
|Vab|2
h̄

√

π

λkBT
exp

[

− λ

4kBT

]

. (3.4)

The reorganization energy (λ)[92][96] consists of two components: one

(λint) coming from the nuclear degrees of freedom of the two molecules be-

tween which the CT takes place, while the other (λout) comes from changes

in the environment (usually the solvent),

λ = λint + λout. (3.5)

The former component is the sum of the contributions of each intramolec-

ular vibrational degree of freedom vl:

λint =
∑

vl

λint,vl =
1

2

∑

vl

ω2
vl
(∆qvl)

2 (3.6)

44



3.1 – Marcus classical description of the electron transfer processes

Figure 3.1. Nuclear motion accompanying electron transfer. Curves a
and b represent the change in free energy with nuclear coordinate x for
the states between which CT occurs. xc is the coordinate where the two
potential curves intersect.

where the contribution of the vl-th normal mode to the reorganization en-

ergy is given in terms of its vibrational frequency ωl and the change in

equilibrium positions between the reactants and the products is ∆qvl =

qvl,b − qvl,a.

λout can be evaluated using a model in which reactants and products are

modeled as spheres and the environment (usually the solvent) as a dielectric

continuum:

λout =
e2

4πǫ0

[

1

2r1
+

1

2r2
− 1

r1 + r2

] [

1

D∞
− 1

D0

]

, (3.7)

where r1 and r2 are respectively the radii of the donor and acceptor molecule

in the Marcus two spheres model, while D∞ and D0 are the optical dielec-

tric constant (i.e. the square of the refractive index) and static dielectric

constants of the medium; e is the electron charge and ǫ0 the vacuum per-

mittivity. The difference in the inverse dielectric constants is due to the
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fact that nuclear degrees of freedom cannot readjust instantaneously to the

motion of the electrons and thus contribute to the barrier’s height.

It is interesting to point out that, in molecular organic semiconductors,

where the environment is not represented by the solvent but by the crys-

talline structure, the λout contribution is negligible. Indeed, computations

carried out by using a QM/MM approach with a polarizable force field for

naphthalene in its molecular crystal structure showed that the intermolecu-

lar reorganization energy is of the order of a few meV [113]; further studies

for acenes yield intermolecular reorganization energies typically lower than

0.2 kcal/mol [114], much smaller than the intramolecular one. Experimen-

tally, it has been recently shown that the reorganization energy of rubrene is

almost independent from the molecular packing structure [115], once again

indicating that the intermolecular reorganization energy, the only part that

depends on the molecular arrangement, is a minor contributor to the total

λ.

In light of these considerations, throughout this thesis we will consider only

the intramolecular part of the reorganization energy λint.

3.2 Fermi Golden Rule

Marcus equation is classical, i.e. it is valid only at temperatures high enough

that all the vibrations are fully excited. A more accurate model, which

allows for the inclusion of all the vibrational normal modes in the com-

putation and thus valid at every temperature, is the Fermi Golden Rule

(FGR). FGR is a simple formula to evaluate the kinetic rate constant for a

transition between two electronic states a and b, each one with a manifold

of vibrational states va and vb.

Interestingly, even if it is named after Fermi, the formula was actually

derived by Dirac [97]; the name is related to the fact that, because of its

importance, Fermi named it “Golden Rule number 2” (the Golden Rule 1

describes a transition involving an intermediate state
∣

∣c
〉

) [116].
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We start considering a system described by a generic Hamiltonian H
where two electronic states

∣

∣a
〉

and
∣

∣b
〉

are coupled to each other by a

generic operator V .

H =
∣

∣a
〉

Ha

〈

a
∣

∣+
∣

∣b
〉

Hb

〈

b
∣

∣+
∣

∣a
〉

Vab

〈

b
∣

∣+ c.c. = H0 + V . (3.8)

If V is time independent, the system will end in final states having the

same energy of the initial state, while, if V oscillates in time with angular

frequency ω the transition occurs into states with energies differing by h̄ω

from the energy of the initial state.

In both cases, the probability of the transition from
∣

∣a
〉

to
∣

∣b
〉

, at the

first order of the perturbation theory, is

kb←a =

(

2π

h̄

)

∣

∣Vab
∣

∣

2
F (∆E, T ), (3.9)

where
∣

∣Vab
∣

∣ is the electronic coupling (also called transfer integral) between

the two electronic states
∣

∣Vab
∣

∣ =
〈

a
∣

∣V
∣

∣b
〉

and F (∆E, T ) is the Franck-

Condon weighted density of states (FCWD) [96]:

F (∆E, T ) =
1

Z

∑

va,vb

e−βEva ×
∣

∣

〈

va
∣

∣vb
〉∣

∣

2
δ(Evb − Eva −∆E). (3.10)

Here ∆E = Ea − Eb,
〈

va
∣

∣vb
〉

is the Franck-Condon (FC) factor (i.e. the

overlap between two vibrational levels), Z is the vibrational partition func-

tion of the initial electronic state, and the sum runs over all vibrational

states of
∣

∣a
〉

and
∣

∣b
〉

. The evaluation of F by this infinite summations

poses problems that can be avoided by using the generating function (GF)

approach [90, 98], which takes advantage of the integral representation of

the Dirac delta function. We use Duschinsky’s normal mode transforma-

tion, which expresses the normal modes Qa of a molecules in its electronic

state
∣

∣a
〉

as a roto-translation of the modes Qb in another state
∣

∣b
〉

[117],

Qa = JQb +K, (3.11)

F can be evaluated in harmonic approximation including the whole sets of

nuclear coordinates in computations [96, 118–121], as explained into details

in appendix B.
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3.3 Second Order Cumulant approach

The Fermi Golden Rule (FGR) has intrinsic limitations: it is based on the

lowest order of time dependent perturbation theory, in which the upper

limit of time integration is set to infinity. This is physically well-sound for

processes with sufficiently long transition times, where the population decay

of an initial state can be well represented by a single exponential function.

In those cases an estimate of the quantum dynamical behaviour of the sys-

tem in terms of a global reaction rate is adequate, but this approximation

should be used with caution with ultrafast processes. A more suitable ap-

proach relies on the second-order cumulant expansion of the density matrix

of the system. The cumulant approach [101–104, 122, 123] recently dis-

cussed and successfully applied to spin-boson and linear vibronic coupling

Hamiltonian model [105, 106, 124] allows to take into account the change

of the reaction rate with time, describing the population P (t) of the state

of interest with an equation of the form:

dP (t)

dt
= k(t)P (t). (3.12)

We use here the same Hamiltonian of the previous section, i.e.

H =
∣

∣a
〉

Ha

〈

a
∣

∣+
∣

∣b
〉

Hb

〈

b
∣

∣+
∣

∣a
〉

Vab
〈

b
∣

∣+ c.c. = H0 + V , (3.13)

modeling the electronic states in harmonic approximation.

The coupling operator V is usually assumed to have a constant value [96],

but in general it is a function of the vibrational coordinates of the system.

In this respect, a popular approximation assumes the coupling operator

to be a linear function of the nuclear coordinates (linear vibronic model

[125, 126]). The interested reader is referred to ref. [99] for an extensive

discussion handling both cases.

Here we will describe the dynamic of the system using the density matrix

ρ(t) formalism, since it is more common in the literature [101–104, 122].

Moreover, we take advantage of the fact that the total Hamiltonian H
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3.3 – Second Order Cumulant approach

can be splitted in two parts (eq. 3.13), where H0 is time independent and

V couples two electronic states. In this case, V can be written in the

interaction representation as

VI(t) = e[+(i/h̄)H0(t)]Ve[−(i/h̄)H0(t)] (3.14)

Using this particular form of VI , the time evolution of ρI(t) is given by:

ρI(t) = T exp

(

− i

h̄

∫ t

0
V ×I (τ)dτ

)

ρI(0) (3.15)

where T is a time ordering operator and ρI(0) is the density matrix at time

t = 0, specifying the initial conditions of the system. The operator V ×I (τ)

is defined by its action on a generic operator O as V ×I (τ)O = [VI(τ),O]

[101, 127].

The population of the initial electronic state
∣

∣a
〉

is formally given by:

Pa(t) = ReTr
〈

a
∣

∣T exp

(

− i

h̄

∫ t

0
V ×I (τ)dτ

)

ρI(0)
∣

∣a
〉

=

= Re

〈

T exp

(

− i

h̄

∫ t

0
V ×I (τ)dτ

)〉 (3.16)

where the trace is taken over the vibrational degrees of freedom and 〈X〉 =
Tr
〈

a
∣

∣XρI(0)
∣

∣a
〉

. On the right side of this equation there is a time-ordered

exponential, so we can resort to the cumulant expansion applied to a time-

ordered exponential operator W (τ), obtaining the Magnus expansion [102,

103, 128], defined as

T exp

[

λ

∫ t

t0

dτW (τ)

]

≡ exp

[

∞
∑

n=1

1

n!
λnYn(t, t0)

]

(3.17)

where Yn is the n-th order cumulant, defined as:

Y1(t, t0) =

∫ t

t0

dτW (τ) (3.18)

Y2(t, t0) =

∫ t

t0

dτ2

∫ τ2

t0

dτ1[W (τ2),W (τ1)] (3.19)
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3 – Hopping models

Y3(t, t0) =

∫ t

t0

dτ3

∫ τ3

t0

dτ2

∫ τ2

t0

dτ1{[W (τ3), [W (τ2),W (τ1)]]+

+ [[W (τ3),W (τ2)],W (τ1)]}
(3.20)

and so on.

Using this expansion for our Hamiltonian, we make the ansatz:

Pa(t) =

〈

T exp

(

− i

h̄

∫ t

0
V ×I (τ)dτ

)〉

≡ exp(K(t)) (3.21)

Applying the Magnus expansion to this expression, it is possible to show

[99] that all odd-order cumulant terms, such as K1(t), K3(t), etc. are zero,

because with the V used here we get that
〈

a
∣

∣VI
n
∣

∣a
〉

= 0 when n is odd.

Therefore, the first contribution is given by the second-order cumulant:

K2(t) = −2h̄−2Re

∫ t

0
dτ1

∫ τ1

0

〈

i
∣

∣ [VI(τ1), [VI(τ2), ρ(0)]]
∣

∣i
〉

dτ2. (3.22)

This is a rather general expression, but the actual form depends on VI and

the initial conditions of the system ρ0.

For fast hole transfer, it is physically more sound to consider the ther-

mally equilibrated ground state of the neutral molecule which instanta-

neously releases an electron. In this case, the initial density for hole transfer

is given by the Boltzmann equilibrium distribution of the ground state
∣

∣g
〉

projected onto the excited (cationic) state
∣

∣a
〉

:

ρneq(0) = Z−1g

∣

∣a
〉

e−βHg
〈

a
∣

∣. (3.23)

where Hg is the vibrational Hamiltonian of the ground (neutral) molecule

and Zg its corresponding vibrational partition function. Under this as-

sumptions, making explicit the interaction picture of operator Vab, eq. 3.22

becomes:

K2,neq(t) =
−2

h̄2Zg

Re

∫ t

0
dτ1

∫ τ1

0
Tr
[

e−βHgeiHaτ2Vabe
−iHb(τ2−τ1)Vbae

−iHaτ1
]

dτ2.

(3.24)
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3.4 – Evaluation of anisotropic charge mobility in the hopping framework

On the other hand, if we assume the equilibrium population of the unper-

turbed initial state (ρeq(0) = Z−1a

∣

∣a
〉

e−βHa
〈

a
∣

∣), eq. 3.22 becomes:

K2,eq(t) =
−2

h̄2Za

Re

∫ t

0
dτ1

∫ τ1

0
Tr
[

eiHa(τ2+iβ)Vabe
−iHb(τ2−τ1)Vbae

−iHaτ1
]

dτ2.

(3.25)

It is important to point out that a better insight into the physical process

can be gained resorting to the differential equation expressing the variation

of the electronic population (obtained differentiating eq. 3.21):

dPa(t)

dt
= kSOC(t)Pa(t) (3.26)

In this case, eq.s 3.24 and 3.25 become respectively

kSOC,neq(t) =
−2

h̄2Zg

Re

∫ t

0
Tr
[

e−βHgeiHaτVabe
−iHb(τ−t)Vbae

−iHat
]

dτ,

(3.27)

and

kSOC,eq(t) =
−2

h̄2Za

Re

∫ τ1

0
Tr
[

eiHa(τ+iβ)Vabe
−iHb(τ−t)Vbae

−iHat
]

dτ. (3.28)

This quantity kSOC can be interpreted as the time dependent rate of the

electronic transition, so it can be compared with transition rates obtained

with different approaches, such as Marcus formula or FGR. In particular,

it is possible to show that SOC rates reach a constant value, namely the

FGR prediction, in the case of very long times [56, 99]:

lim
t→∞

kSOC(t) = constant = kFGR. (3.29)

3.4 Evaluation of anisotropic charge mobility in

the hopping framework

In general the current flow in a material is driven by the electric field ap-

plied and by the gradient in the charge concentration, leading to two con-

tribution to the overall current: the drift current and the diffusion current,
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3 – Hopping models

respectively. However, for low electric fields, the diffusive process becomes

dominant, so that charge transport can be described as a diffusion where

the carriers move among adjacent molecules according to the charge trans-

fer rates that apply in the absence of an external electric field. Under these

assumptions, the mobility can be evaluated resorting to Einstein’s formula:

µ =
eD

kBT
, (3.30)

where e is the elementary charge, kB is the Boltzmann constant, T is the

absolute temperature and D is the diffusion coefficient, defined as:

D =
1

2ns
lim
t→∞

∆X2

t
, (3.31)

where ns is the dimensionality of the system and ∆X2 is the mean-square

displacement evaluated at t → ∞, i.e. for long times, when the diffusion

regime is established [107].

For an isotropic system, eq. 3.31 can be approximated as [129–131]

D =
1

2ns

N
∑

i=1

d2i kipi, (3.32)

where the sum runs over all neighbouring molecules N . Here, di is the hop-

ping distance, ki the relative rate constant, and pi the hopping probability

(pi = ki/
∑N

j kj). It is easy to see that, if we are interested on the mobility

along a single hopping pathway i, eq. 3.30 simplifies to:

µi =
ed2i ki
2kBT

(3.33)

Usually, this quantity is considered a poor descriptor of the actual electronic

properties of the material, since it focuses on a single migration channel,

while in real crystals there are multiple pathways along which the charge

can diffuse. With this in mind, a better descriptor is the anisotropic mo-

bility, i.e. the variation of the mobility according to the orientation of the
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3.4 – Evaluation of anisotropic charge mobility in the hopping framework

Figure 3.2. Scheme of a typical OSCs crystal. a and b identify any
two crystallographic axes.

conductive channel relative to the crystallographic axes, when taking into

account all possible charge migration pathways.

In this respect, assuming that there is no correlation between hopping

events and that charge motion is a homogenous random walk, the mobility

along a given conducting direction on a specific plane in the organic crystal

can be computed as [131, 132]:

µ(Φ) =
e

2kBT

∑

i

kid
2
iPi cos

2 γi cos
2 (θi − Φ). (3.34)

Here Φ is the angle formed by the transistor channel and the reference axis,

γi is the angle between the i-th hopping path and the plane of interest

and θi is the angle of the projected i-th hopping path of different dimer

types relative to the reference axis. With this construction (see fig. 3.2 for

a schematic representation) the angles between the hopping paths and the

conducting channel are (θi − Φ), while Pi cos
2 γi cos

2 (θi − Φ) describes the

hopping probability of various dimer types relative to the specific transistor

channel.

It is important to notice that (see fig. 3.3), in most instances, π-conjugated

molecules have a crystal structure with a high-mobility plane, while the
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3 – Hopping models

Figure 3.3. Pictorial representation highlighting the presence of high-mo-
bility layers in organic semiconductors.

mobility perpendicular to this plane is 1-2 orders of magnitude smaller

[54, 132, 133]. Therefore, in this thesis, we focus on the 2D-transport

within the stacked organic layer of interest, evaluating the anisotropic mo-

bility with respect to this layer, so that γi is always 0.
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Chapter 4

Quantum Dynamics approach

All the models described in the previous chapter are hopping models, where,

by definition, coherence and delocalization effects are neglected. However,

hopping is no longer adequate for some systems, such as highly ordered

materials, where coherent charge transfer can occur. In these cases, co-

herent quantum dynamics methods can be used, either semiclassical ones,

where the electronic wavefunction is propagated with the time-dependent

Schrödinger equation while the nuclear degrees of freedom follow classical

trajectories, or full quantum mechanic methods, where both electronic and

nuclear degrees of freedom are treated at the quantum level.

Here we will focus on a full quantum approach, based on the numerical

solution of the time-dependent Schrödinger equation for systems character-

ized by several electronic states with vibronic couplings to harmonic modes.

Let us consider Nel weakly interacting molecular sites constituting a

supramolecular system where a charge has been injected. Each molecular

unit of this system is in its neutral
∣

∣iN
〉

or charged
∣

∣iC
〉

state, so we have

Nel diabatic states, each of them corresponding to the charge fully localized

on one molecular site. If the charge is localized on the j-th unit, the cor-

responding electronic state
∣

∣j
〉

can be written (under the assumption that

the electronic coupling is weak) as the direct product of the eigenstate of
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4 – Quantum Dynamics approach

non-interacting molecular units,

∣

∣j
〉

=
∣

∣jC
〉

Nel
∏

i /=j

∣

∣iN
〉

, (4.1)

and the electronic Hamiltonian operator of the isolated i-th molecular units

in its redox state X = C,N (i.e. charged or neutral state) is:

H(el)
iX

∣

∣iX
〉

= UiX(QiX)
∣

∣iX
〉

, X = C, N ; i = 1, 2, . . . , Nel. (4.2)

Here UiX is the electronic energy and QiX are the normal modes of the i-th

molecular units.

In the following we will work in harmonic approximation, i.e.

UiX = E0
iX +

1

2
Q
†
iXω

2
iXQiX (4.3)

where E0
iX is the electronic energy at the equilibrium geometry, while ωiX

is the matrix containing the vibrational frequencies of the normal modes of

the i-th molecular unit in its X state (X = C,N).

The whole Hamiltonian operator is [134]:

H =

Nel
∑

l,m

∣

∣l
〉〈

l
∣

∣TN +Hel

∣

∣m
〉〈

m
∣

∣, (4.4)

where all the nuclear and electronic coordinates of the whole system are

included in TN and Hel.

The total time-dependent wavefunction can be expanded over a set of

(time independent) Born-Oppenheimer product wavefunctions with time-

dependent combination coefficients:

Ψ(t) =
∑

l,v̄l

C
(l)
v̄l (t)

∣

∣l, v̄l
〉

. (4.5)

Here the vibrational basis function
∣

∣v̄l
〉

for the l-th electronic states can

be written (eq. 4.1) as the direct product of the vibrational states of each
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molecular unit and the expansion coefficients are determined by solving the

time-dependent Schrödinger equation,

ih̄













.
C

(1)

v̄1

...

...
.
C

(Nel)

v̄Nel













=













H11 H12 ... ... H1Nel

... ... ... ... ...

... ... ... ... ...

H
†
Nel1

H
†
Nel2

... ... HNelNel

























C
(1)
v̄1

...

...

C
(Nel)
v̄Nel













,

(4.6)

with initial conditions specifying the initial state of the system.

In eq. (4.6), each block H11, H12, etc. of the Hamiltonian matrix is

a matrix itself, with a size depending on the vibrational basis sets chosen

for each electronic state l and m. The blocks composing the Hamiltonian

matrix fall in two categories: diagonal blocks Hll, containing the energies

of the l-th electronic state, and off-diagonal blocks Hlm, providing the cou-

pling between two electronic states
∣

∣l
〉

and
∣

∣m
〉

.

Hll are diagonal matrices, whose elements are the eigen-energies of mul-

tidimensional harmonic oscillators. By denoting with n(α)i,l,vl
the vibrational

quantum number of the α-th normal mode of the i-th molecular unit in the

l, vl-th vibronic state, the diagonal elements are:

Hl,vl,l,vl =

Nel
∑

i=1

[

∑

α

h̄n
(α)
i,l,vl

ω
(α)
i,l

]

+ El, (4.7)

where El is the electronic energy of the l-th electronic state; the index i

runs over all the molecular units and α over the normal modes of the i-th

unit. It is worth noting that in eq. 4.7 the zero point energy contribution

is not explicitly indicated since it is included in the electronic energy term.

After integration over the electronic coordinates, neglecting the weak

dependence of the electronic couplings on the nuclear coordinates, the cou-

pling terms between the vibronic states of
∣

∣l
〉

and
∣

∣m
〉

are:

Hl,li,v̄li ,mj ,v̄mj
→m,l′i,v̄l′

i
,m′

j ,v̄m′
j

= Hlm ·
〈

v̄li
∣

∣v̄l′i

〉〈

v̄mj

∣

∣v̄m′
j

〉

, (4.8)
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where Hlm =
〈

l
∣

∣H(el)
∣

∣m
〉

is the coupling term between the two electronic

states
∣

∣l
〉

and
∣

∣m
〉

, while
〈

v̄li
∣

∣v̄l′i

〉

and
〈

v̄mj

∣

∣v̄m′
j

〉

are the multidimensional

Franck-Condon integrals over the normal modes of the two molecular units

(i and j) which change electronic state, from l to l′ and from m to m′,

respectively.

In conclusion, the quantities needed to build up the Hamiltonian matrix

which determines the time evolution of the system are:

• the relative energies of the Nel vibronic ground states (including the

zero point energy contribution);

• the electronic coupling terms;

• the normal modes of each electronic state, which, according to the

above assumptions, can be evaluated separately for each molecular

component;

• the Franck-Condon integrals.

Once the Hamiltonian matrix is built, time-evolution of the system can be

followed resorting to Lanczos method (see Appendix C).

One of the main problems in this approach is the selection of the vi-

brational states to be used in the time evolution. Indeed, each molecule

possesses 3NA − 6 normal modes (NA being the number of atoms), and,

even for small molecules and restricting ourselves to few simultaneously ex-

cited vibrations, each with a low quantum number, the Hamiltonian matrix

quickly becomes too big for the computations, even with modern compu-

tational resources.

To gain quantitative insight in this problem, we here report a simple for-

mula [135] to evaluate the size SB of one block of the Hamiltonian matrix:

SB = 1 +
NC
∑

J=1

(

NM

J

)

× (NQ)J , (4.9)
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where NM is the number of normal modes, NQ their quantum number

(assumed to be equal for all the modes) and NC the number of simultane-

ously excited vibrations. For a very little system, say NQ = 10, NM = 30

e NC = 3, we get SB ≈ 3 × 106! It should also be kept in mind that this

is only the size of one block of the Hamiltonian matrix, which is formed by

N2
el blocks, Nel being the number of electronic states considered.

4.1 A method for pruning basis set

Several strategies to reduce the size of the vibronic basis set have been

proposed in the literature [136]. The approach we use here is based on the

idea (applied in the field of molecular spectroscopy by Jankowiack [137] and

Santoro [138], but used for the first time in quantum dynamics by our group

[139]) of partitioning the entire Hilbert space Hs in a set of subspaces which

differ in the number of vibrations which are allowed to be simultaneously

excited:

Hs =
⋃

c

Sc.

Here Sc is the space spanned by the states in which only c vibrations are

simultaneously excited, with a given maximum quantum number for each

of them. Following this idea, the wavefunction of Eq. 4.5 can be rewritten

as:

Ψ(t) =

Nel
∑

l







N
∑

c=1

(Nc )
∑

i1...iC

∑

vi1 ...vic

Cvi1 ...vic
(t)
∣

∣vi1 . . . vic
〉







∣

∣l
〉

=

Nel
∑

l

[

C
(l)
0 (t)

∣

∣0
〉

+
N
∑

i

∑

vi

C(l)
vi (t)

∣

∣vi
〉

+

(N2 )
∑

ij

∑

vivj

C(l)
vivj (t)

∣

∣vivj
〉

+ ...

]

∣

∣l
〉

, (4.10)
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where for sake of simplicity we have dropped the index l in the vibrational

basis set.

This partition of the Hilbert space is based on the observation that,

in molecular systems, the Franck-Condon integrals associated to a specific

electronic transition becomes increasingly smaller with a larger number of

excited modes. Therefore, since in our methodology the coupling between

two vibronic states is directly proportional to the corresponding FC in-

tegrals, it is expected that the effect of states with a significant number

of excited vibrations on the overall dynamics will only be marginal. This

heuristic approach allows for a significant restriction of the active space of

the problem and the associated numerical complexity, still retaining the

most important features of the dynamical behaviour of the system. Using

this strategy, convergence is checked by running several simulations with

vibrational subspaces of increasing size, stopping when self-consistency is

reached.

The active vibrational modes, i.e. the modes which are allowed to change

their quantum number during the transition, are chosen resorting to the

affine Duschinsky’s transformation, already introduced when deriving FGR

formula (eq. 3.11), which we report here for convenience:

Ql = JQm +K. (4.11)

Here Ql and Qm are the normal mode vectors of
∣

∣l
〉

and
∣

∣m
〉

, J is the

rotation matrix and K the displacement vector. J and K are evaluated

starting from the equilibrium geometries and the normal modes of the two

electronic states [140–145]. In general, the greater the components of K, the

higher are the FC integrals of the corresponding normal modes, so K plays

a major role in determining the value of the effective couplings between

vibronic states.

FC integrals are computed using the separated-mode approximation,

factorizing the multidimensional FC into the product of one-dimensional

integrals [146]. This approximate method, which allows to significantly
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reduce the computational cost, takes into account the change in vibrational

frequency, but neglects the mode mixing (i.e. the off-diagonal terms of the

Duschinsky’s matrix J).

4.2 Mobility evaluation

When resorting to quantum dynamics D is once again defined as:

D =

〈

∆X2(t)
〉

nst
, (4.12)

where ns is the spatial dimensionality of the system (e.g. ns = 1 for 1-

dimensional transport). The mean squared displacement,
〈

∆X2(t)
〉

, of the

hole wavefunction at time t is defined as [147, 148]:

〈

∆X2(t)
〉

=
∑

A

(xA(t)− x0)
2pA(t), (4.13)

where xA(t) denotes the centre of mass of molecule A, x0 is the initial

position of charge carrier at t = 0 and pA(t) is the occupation of molecule

A at time t given as pA(t) =
∑

va∈A

∣

∣cva
∣

∣

2, cva being the combination

coefficient of the vibrational state va of molecule A. The position of the

charge at t = 0 is given as x0 =
∑

A pA(t = 0)xA(t = 0). With a slight

modification, it is also possible to derive a similar formula for the mobility

taking also into account the drift induced by an external electric field [147].

The diffusion constant thus evaluated can be then inserted in the Ein-

stein relation (eq. 3.30) to eventually get the mobility value.
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Chapter 5

Transient Localization Theory

Up to now we have assumed the transfer integral to be constant throughout

the charge transfer process. However, it is now widely accepted [53, 54, 149,

150] that the transfer integral undergoes large fluctuations because of ther-

mal motions, an effect known as dynamic disorder. This is a manifestation

of the non-local electron-phonon coupling, i.e. it is related to the strong

modulation of the transfer integral by low frequency molecular phonons.

Several models have been proposed accounting for these fluctuations, such

as Ehrenfest dynamics [151], modified surface hopping [152], open quantum

systems dynamics [153], many-body physics methods [154] relying both on

model Hamiltonians [155] and realistic chemical models [139, 147, 148, 156].

In this thesis we focus on the transient localization theory (TLT) [54,

107, 108, 157], which appears to be a very promising approach, since, when

applied to several organic semiconductors [54, 107, 157], it has quite ac-

curately predicted their mobility, with a rather low computational cost.

Moreover, TLT does not introduce physical assumptions which may not

hold for organic semiconductors, such as the loss of coherence after each

step (assumed in Marcus and FGR) or a too long mean-free path (assumed

in band theory) [54, 107].
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This theory starts from the observation that slow thermal intermolecu-

lar motions induce a disordered landscape detrimental for charge motion, a

factor severely limiting charge mobilities in OSCs. The disorder induces a

quantum localization of the total wavefunction at timescales shorter than

the period of molecular oscillations, but, since thermal motions are by na-

ture dynamic, charges encounter different disordered landscapes when mov-

ing. In this way, quantum interferences are destroyed at longer times and

diffusion can ultimately take place.

The Hamiltonian used in the following is the well-known SSH Hamil-

tonian [149, 158], written as a sum of 3 contributions: the electronic part,

the phonon part and their interaction:

H = Hel +Hph +Hel−ph. (5.1)

The former can be written as:

Hel =
∑

i

Ei

∣

∣i
〉〈

i
∣

∣+
∑

i,j /=i

Vij
∣

∣i
〉〈

j
∣

∣, (5.2)

where the basis set is formed by one-electron states localized on site
∣

∣i
〉

(only one state per site is considered, e.g. the molecular HOMO for hole

transport), Ei is the site electronic energy, Vij is the transfer integral and

the summation is limited to the nearest neighbour pairs.

The phonon term is:

Hph =
∑

M

h̄ωM

(

−1

2

∂2

∂Q2
M

+
1

2
Q2

M

)

, (5.3)

where the sum runs over all nuclear modes with frequency ωM and QM is

the dimensionless coordinate of the normal mode.

Finally, the electron-phonon coupling part of the Hamiltonian is

Hel−ph =
∑

i

∑

M

gi,MQM

∣

∣i
〉〈

i
∣

∣+
∑

i,j /=i

∑

M

gij,MQM

∣

∣i
〉〈

j
∣

∣, (5.4)

where we have explicitly splitted the total electron-phonon coupling in its

two contributions: the local (gi,M ) and the nonlocal (gij,M ) electron-phonon
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5 – Transient Localization Theory

couplings. The former describes the modulation of the site energies, while

the latter concerns the modulation of the transfer integrals. Several works

have dealt with the evaluation of the local electron-phonon coupling [159],

which is now a routine calculation. On the contrary, we are interested in the

non-local electron-phonon coupling gij,M , which determines the dynamic

disorder and the fluctuation of the transfer integral σij . This latter quantity

can be evaluated at a given temperature from the electron-phonon coupling

value as [160]:

σ2ij =
〈

(Vij − 〈Vij〉)2
〉

=
∑

M

|gij,M |2
2

coth

(

h̄ωM

2kBT

)

, (5.5)

where kBT is the thermal energy.

It has been shown that the modulation of the transfer integral as a con-

sequence of coupling to the phonon modes is of the same order of magni-

tude as the transfer integral itself [149], comparable with the characteristic

timescale of carrier dynamics [25, 77]. More importantly, this quantity is

now considered the factor ultimately limiting charge transport [107, 149]

and it is one of the most important quantities involved in the transient

localization theory (TLT).

As explained in more detail in ref.s 107, 108, 157, the TLT introduces

the definition of a new quantity L2(t), called transient localization length

for reasons that will become clear later

L2(τ) =

∫ ∞

0

d∆X2(t)

dt
e−t/τdt, (5.6)

where ∆X2(t) is the mean square displacement (MSD) reached by a moving

charge in the system after a time t.

Then, we resort to the relaxation time approximation (RTA). The basic

idea underlying RTA is to express the dynamical properties of the actual

system in terms of those of a suitably defined reference system from which

it decays over time. It is easy to see that if we choose a system showing only

static disorder, the RTA allows to recover the dynamic disorder due to low-

frequency vibrational motion. Indeed, in an OSC where molecular positions
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5 – Transient Localization Theory

fluctuate on a timescale τin, the molecular lattice appears as a frozen dis-

ordered landscape to the moving charges, so its properties (indicated with

C(t)) coincide with that of a system showing only static disorder (indicated

by Cref(t)). However, due to lattice dynamics, the charges encounter dif-

ferent landscapes when moving, destroying interferences and restoring the

diffusion process. This corresponds to a decay from the reference state,

whose simplest mathematical form is:

C+(t) = Cref
+ (t)e−t/τin (5.7)

Recalling the definition of the instantaneous diffusivity D(t),

D(t) =
1

2

d∆X2(t)

dt
(5.8)

and using the properties of the Laplace transform and the RTA [108, 157],

the diffusion coefficient D can be expressed as:

D =
L2(τin)

2τin
. (5.9)

Now it should be clear why L2 is called “transient localization length”: it is

the MSD reached by the charge in a characteristic time τin, the time needed

for the disorder to fluctuate, equal to the inverse of the intermolecular

oscillation frequency (a typical value is 1 ps).

Substituting the diffusion coefficient in the Einstein formula for the

mobility 3.30, we get

µ =
e

kBT

L2(τin)

2τin
, (5.10)

where, resorting to Lehmann’s representation of the mean square displace-

ment expressed in terms of the position operator [108, 157], L2 can be

computed as

L2(τin) =
1

Z

∑

n,m

e−βEn
∣

∣

〈

n
∣

∣[H,X ]
∣

∣m
〉∣

∣

2 2

( 1
τin

)2 + (Em − En)2
. (5.11)

Here
∣

∣m
〉

and
∣

∣n
〉

are two generic eigenvectors of the Hamiltonian H with

corresponding eigenvalues Em and En, while X is the position operator.
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5.1 – Non-local electron-phonon coupling

It should be noticed that, up to now, we have focused on equations

describing 1-dimensional charge transport, however, in section 3.4, we have

pointed out that in most OSCs, charge migration mainly occurs in the so-

called high-mobility plane, i.e. it is a 2-dimensional transport.

Generalization of TLT to 2-dimensional charge transport is extremely straight-

forward [54], since the total localization length is the mean of the contri-

butions along the two directions, say x and y

L2(τin) =
L2
x(τin) + L2

y(τin)

2
. (5.12)

Summarizing, using this method the dynamic properties of the system

are expressed as the decay (on the timescales of thermal motions) from a

reference system with only static disorder. The Hamiltonian of the reference

system is therefore built up with off-diagonal disorder modeled as Gaussian

functions centered in V (transfer integral value) with a width equal to σ

(oscillation of the transfer integral). Then L2(τin) is averaged over several

computations, each one with a randomly sampled off-diagonal disorder, to

statistically account for different disorders in real samples.

In the following section we will see an approach, developed in collabo-

ration with prof. Alessandro Troisi from Liverpool University, for the fast

evaluation of the non-local electron phonon coupling, which describes the

strength of the thermal motions σ (eq. 5.5), the fundamental ingredient for

the application of TLT model.

5.1 Non-local electron-phonon coupling

Even if in this thesis we focus on the TLT method, several models (men-

tioned in the previous section) require the computation of the non-local

electron phonon coupling [161, 162]. Unfortunately, this property is com-

putationally expensive to evaluate, a drawback that prevented the study of

this property on large databases of molecules. However, the screening of
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a large number of materials could reveal chemical patterns leading to new

design rules for materials less sensitive to disorder.

The slow step for the computation of the non-local electron phonon cou-

pling is the evaluation of the crystal vibrations and, for this reason, many

rely on empirical force fields [163, 164]. However, empirical force fields

can be inaccurate (since usually they are not parametrized to describe low

frequency modes) and, most importantly, they need to be re-parametrized

to describe every new chemical functionality that is introduced in novel

compounds. On the other hand, evaluations of the phonons of molec-

ular crystals starting from first principles, even if fairly well established

[159, 165–167], are very difficult to perform on materials with hundreds of

atoms in the unit cell − a common occurrence in organic semiconductors

− because of their computational cost, so they cannot be used as a routine

protocol for the screening of new materials.

The aim of this section is the development of a fast methodology for the

evaluation of the dynamic electronic disorder in organic materials, relying

on two main ideas: (i) the calculation of the electron-phonon coupling with

respect to Cartesian displacement and (ii) the use of simplified phonons

evaluated in the framework of the rigid-body approximation, [4, 160] where

each molecule is assumed to oscillate independently, with the great advan-

tage of separating effectively the internal (intramolecular vibrations) and

external (intermolecular vibrations) degrees of freedom.

The transfer integrals Vij are influenced by the set of displacements

{QM}. In particular, writing the Taylor series expansion Vij around the

equilibrium position, the couplings {gij,M} appear in its second term:

Vij({QM}) ∼= Vij({QM} = 0)+
∑

M

gij,MQM +
∑

M,N

∂2Vij
∂QM∂QN

QMQN + . . .

(5.13)

that is, the {gij,M} can be evaluated as

gij,M =
∂Vij({QM})

∂QM

∣

∣

∣

∣

{QM}=0

(5.14)
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5.1 – Non-local electron-phonon coupling

As outline in chapter 3, the transfer integrals are evaluated as [112]:

Vij =
〈

φ0i ({QM})
∣

∣F({QM})
∣

∣φ0j ({QM})
〉

. (5.15)

where φ0i and φ0j are the localized HOMOs of molecule i and j, respectively,

and F is the Fock operator of the dimer system. The suffix 0 indicates that

the orbitals are unperturbed, i.e. computed for the isolated molecule.

We have represented the mode M as a vector of Cartesian displacements

QM =
{

xMk
}

, which spans the entire supercell, so we can write gij,M as:

gij,M = ∇Vij ·QM . (5.16)

Here, ∇Vij is the Cartesian gradient of the transfer integral, that is the

derivative of the transfer integral with respect to the Cartesian displacement

of an atom k:

∇Vij =
{

∂Vij
∂xk

}

, (5.17)

where the elements of the vector ∇Vij are zero if displacements xk do not

belong to molecule i or j.

Eq. 5.16 is particularly suited for the development of a fast protocol

because the first term of the product (∇Vij) only includes 6NA differenti-

ations (where NA is the number of atoms in one molecule) and the second

term does not depend on the transfer integral, so it needs to be evaluated

only once. Anyway, it should be stressed that the gradient of the trans-

fer integral can be evaluated relatively quickly (e.g. in less than 1 day per

typical molecule using 16 processors), but the computation of all the lat-

tice phonons QM is a computationally expensive task, in particular when

a good sampling of the Brillouin zone is required [55, 160, 161].

To speed up the computations we use Einstein dispersionless phonons,

that is, phonons evaluated assuming that each molecule oscillates indepen-

dently from the others, separating intra- and intermolecular degrees of free-

dom. The former are assumed to be the vibrations of the isolated molecule,

an excellent approximation particularly for high frequency modes, which are
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known to show small frequency variations between bulk solid-state phases

and solution [168, 169].

The intermolecular motion is described as the rigid motion of each molecule

surrounded by the neighbouring molecules frozen in their equilibrium po-

sition [170–172]. In order to do this, we define three translations and

three rotations, and then we numerically compute the 6 × 6 Hessian ma-

trix Pij = ∂2E/∂qi∂qj corresponding to these 6 modes q1 . . .q6, where E

is the total energy of a cluster constituted by a molecule surrounded by

all molecules in van der Waals contact according to the crystal structure.

The eigenvalues ω2
M of the Hessian give the square of the frequencies of the

“intermolecular” modes and the corresponding eigenvectors wj,M allow us

to represent the rigid molecules modes QM as linear combination of the

original roto-translational modes:

QM =
6
∑

j=1

wj,Mqj . (5.18)
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Chapter 6

Overview

As extensively discussed in part I, research towards the identification of

new, better OSCs (i.e. those showing higher mobilities together with easier

processability) is very active; however, progresses in this respect have been

slowed down by the limited theoretical understanding of the charge trans-

port properties due to the complexity of organic materials and the wide

variety of structures. Indeed, the computational methodology for the pre-

diction of the charge mobility needs to be related to a mechanism of charge

transport, inasmuch as different mechanisms require the evaluation of differ-

ent parameters. For example, using the Marcus theory, the charge mobility

is determined through the evaluation of the transfer integral between the

interacting molecules and the reorganization energy [19, 56, 173], an ap-

proach that has been successfully used for the screening of big databases

[174].

Unfortunately, while for inorganic semiconductors the band-transport

model is now widely accepted, there is no such a consensus about the most

appropriate theoretical approach to model charge transport in organic semi-

conductors, in particular when dealing with high-mobility semiconductors,

that is those showing mobilities higher than ≈ 1 cm2V−1s−1 [54, 175]. Such

controversy is mainly due to the fact that organic molecular crystals are
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only weakly bound by van der Waals intermolecular interactions, so that

lattice vibrations play a more important role in organic than in inorganic

materials [54, 176].

For that reason, it has been proposed that possibly, neither the hopping

nor the band-like mechanism are adequate in describing charge transport

in organic semiconductors [54, 147, 149, 150, 156, 177, 178]. Going into the

details, several authors pointed out that hopping theories yield to unphys-

ically high transition rates [54, 56, 175] or, when used in conjunction with

rate constants obtained by Marcus theory, they predict a thermally acti-

vated mechanism not consistent with experimental observations [54, 149].

On the other hand, a band-like mechanism is ruled out by the short mean

free path observed in OFET, on the order of the intermolecular distances,

not compatible with the basic assumptions underlying band transport the-

ory [107, 179, 180]. Several alternative models have been proposed, based

on Ehrenfest dynamics [151], modified surface hopping [152], open quantum

systems dynamics [153], many-body physics methods [154] relying both on

model Hamiltonians [155] and realistic chemical models [139, 147, 148, 156].

Among these, Fratini et al. recently proposed a method [107, 108], described

in part II of this thesis, based on the idea that the unavoidable disorder

in real crystals leads to a “transient localization” which slows down carrier

mobility, but the fluctuations in time of crystal disorder allow for charge

diffusion to take place.

Despite the abovementioned limitations of the hopping approach, both

theoretical evaluations [150] and experimental measurements [18] on the

scaling of mobility with temperature indicate that hopping model leads to

reliable results around room temperature. Besides, a comparison between

localized (Marcus) and delocalized (semiclassical dynamics) models showed

that they predict quite similar mobilities, even if charge delocalization is

taken into account at room temperature [181]. In addition, weak molecular

interactions in organic crystals result in strong thermal motion and lat-

tice distortion, giving rise to quite large fluctuations in the transfer integral
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[149]. This breaks the translational symmetry of the electronic Hamiltonian

and leads to localized charge carriers, even in pentacene, despite its low re-

organization energy and large transfer integrals [81]. Finally, it has been

pointed out that inclusion of nuclear tunneling effects in the hopping rates,

for example using FGR, does not result in thermally activated mobilities

[81, 118]. This is an important point, indicating that the hopping mech-

anism cannot be excluded only on the basis of the observed decreasing of

the mobility with temperature. Nevertheless, it has been shown that FGR

can lead to strongly overestimation of hole mobilities, in particular when

dealing with high-mobility organic semiconductors, possibly because of the

intrinsic limits of FGR in treating ultrafast transitions [56]. An improve-

ment in this respect should be represented by the SOC approach, which

should be adequate in treating ultrafast transitions, since it allows to take

into account the change of the reaction rate with time. Moreover, being

a full quantum mechanical model, it should lead to correct temperature

dependence unlike Marcus theory.

In this part of the thesis, we will focus on the comparison of the five

theoretical models previously described. In particular, in the first chapter

we will show that the SOC approach can well reproduce experimental mo-

bilities even when FGR fails (i.e. for high mobility semiconductors), as well

as the experimental scaling of the mobility with temperature. In the second

chapter of this part we will focus on the TLT theory, which should go be-

yond both band theory (since it contains quantum localization correction)

and hopping models (since it does not predict the loss of coherence after

each hop). In particular, since this theory takes into account the fluctua-

tions of the transfer integral with time because of thermal motion, we will

focus on the development of a computational protocol for the quick evalu-

ation of this fluctuation. This study is a first step towards the final goal of

developing a method suitable for material discovery through the analysis

of big databases such as the Cambridge Structural Database (CSD)[88].

75



76



Chapter 7

Comparison of Marcus theory,

FGR and SOC

Figure 7.1. Molecular structure of the OSCs studied. Full names are: Pn
= pentacene; Tn = tetracene; Rb = rubrene; Pc = picene.

In this chapter we compare the results obtained by using Marcus the-

ory, FGR and SOC approach for pentacene, tetracene, rubrene and picene
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(fig. 7.1), four of the most studied organic semiconductors because of their

relatively high experimental mobility [19]. The crystal structure for these 4

molecules is derived from the Cambridge Structural Database (CSD) [88].

The CSD codes are: IUCr A03426 for tetracene, 1230799 for pentacene,

605647 for rubrene and 560122 for picene.

As discussed in part II, the majority of molecular semiconductors have a

crystal structure with a high-mobility plane [133, 182, 183], so here we refer

to a standard 2D lattice where there can be up to three nearest-neighbour

transfer integrals (fig. 8.2). Indeed, allowing for some of the transfer inte-

grals to be zero, or for pairs of parameters to be identical, such a lattice

can describe almost all high-mobility organic molecular semiconductors [54].

So, in fig. 7.3 the intermolecular arrangements corresponding to the fastest

Figure 7.2. Definition of a standard 2D lattice used to present the param-
eters needed for the calculation of the mobility. a and b identify any two
crystallographic axes and γ is the angle between them.

hole paths [131, 184] are shown and labeled according to the scheme in fig.

7.2.

In table 7.1 we report the wavenumbers ω of the most displaced nor-

mal modes for the hole injection half reaction and their contributions (Er,

harmonic approximation) to the total reorganization energies. In the last

line of the table the total electronic reorganization energy computed at
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Figure 7.3. Hole hopping paths in: pentacene (top left), tetracene (top
right), picene (bottom left), and rubrene (bottom right) crystal structures.

PCM/B3LYP level, using an effective dielectric constant ǫ = 4 (the av-

erage value of the dielectric constants for the OSC crystals under study

according to previous works [21]) is reported.

It is important to notice that, even if we have performed our computa-

tions using PCM/B3LYP with ǫ = 4, the effect of the dielectric constant

is almost insignificant on both equilibrium position displacements and re-

organization energies, as shown in table 7.2, where we report the same

quantities of table 7.1 evaluated in gas phase.
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Table 7.1. Wavenumbers (ω, cm−1), intramolecular reorganization ener-
gies (Er, cm−1), and equilibrium position displacements (K, absolute val-
ues Å uma1/2) of the most displaced normal modes of Pn/Pn+, Tn/Tn+,
Pc/Pc+ and Rb/Rb+ redox pairs. All data refer to hole injection X → X+.
Electronic calculation at the B3LYP/6-31+g(d,p), PCM ǫ = 4.

Pn/Pn+ Tn/Tn+ Pc/Pc+ Rb/Rb+

ω Ea
r K ω Ea

r K ω Ea
r K ω Ea

r K

263 9 0.36 317 9 0.24 32 30 1.00 24 73 2.30
797 3 0.08 761 4 0.11 259 45 0.59 68 11 0.57
1023 6 0.11 1186 23 0.20 425 10 0.21 89 29 0.86
1186 13 0.15 1232 61 0.31 593 70 0.49 214 14 0.36
1213 54 0.29 1420 25 0.18 1390 217 0.56 252 8 0.25
1421 106 0.43 1435 142 0.44 1654 143 0.42 995 20 0.20
1564 131 0.41 1652 112 0.38 1665 137 0.41 1340 127 0.43

1583 108 0.37

Eb
r,tot 382 736 608 448

aComputed by harmonic approximation from K components. bFrom
electronic computations.

Table 7.2. ω (cm−1), Er (cm−1), K (absolute values, Å uma1/2) of the
most displaced normal modes of Pn/Pn+, Tn/Tn+, Pc/Pc+ and Rb/Rb+.
Electronic calculation at the B3LYP/6-31+g(d,p), gas phase.

Pn/Pn+ Tn/Tn+ Pc/Pc+ Rb/Rb+

ω Ea
r K ω Ea

r K ω Ea
r K ω Ea

r K

263 9 0.26 318 3 0.15 41 27 0.20 21 68 2.38
804 2 0.07 760 2 0.06 260 62 0.70 68 8 0.48
1023 4 0.09 1187 23 0.20 426 8 0.19 84 32 0.90
1186 21 0.19 1230 52 0.29 595 64 0.47 213 9 0.30
1213 54 0.30 1420 27 0.20 1392 220 0.56 253 5 0.20
1442 139 0.44 1434 142 0.44 1657 148 0.42 996 21 0.20
1564 82 0.32 1654 117 0.38 1665 129 0.40 1336 119 0.42

1586 111 0.37

aComputed by harmonic approximation from K components.
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We have computed the photoelectron spectra of the four molecules us-

ing the components of the K vectors of Table 7.1, comparing them with

their experimental counterpart [115, 185, 186]. Computed and experimen-

Figure 7.4. Experimental (red full line, ref.s 115, 185, 186) and computed
(blue dashed line) photoelectron spectrum of: Pn at T = 505 K (A); Tn at
T = 480 K (B); Pc at T = 468 K (C); Rb at T = 140 K (D). The exper-
imental spectrum of Pc is not shown because it exhibits two overlapping
electronic transitions, a complication not considered here.

tal spectra are in good agreement between each other (fig. 7.4), ensuring the

reliability of our approach. Only the computed spectrum of rubrene shows

slight discrepancies, at low wavenumbers, with the experimental one. A

more accurate approach to describe that spectral region would require the

use of anharmonic potentials [187, 188], but this would preclude the in-

clusion of all normal modes for the computations of hole transfer rates.

For that reason we have decided to still work in harmonic approximations.
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The experimental spectrum of picene (ref. 185) is not shown since it dis-

plays two overlapping electronic transitions, so it is not comparable with

the simulated spectrum, where only the first transition has been included.

Figure 7.5. Computed densities of states for hole hopping in Pn (A), Tn
(B), Pc (C), and Rb (D). T = 298 K; all mode calculation.

In fig. 7.5 the computed Franck-Condon weighted densities of states

(F (∆E, T )) for hole hopping in homodimers are reported as a function of

∆E. For Pn and Tn, F (∆E, T ) is peaked around ∆E = 0 with a total

width of about 3000 cm−1, while, for both Rb and Pc, it is a much broader

function of ∆E, with a total width of more than 6000 cm−1. This difference

is related to the presence, for Rb and Pc, of strongly displaced normal modes

at low energies, significantly below the thermal energy at T = 298 K (Table

7.1).
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Table 7.3. Kinetic constants (k/1013 s
−1) and mobilities (µ/cm2

V
−1

s
−1) along the different hole channels for

the 4 molecules under study. Electronic couplings V (meV) obtained as explained in part II (see also table 8.1
and relative discussion in the next chapter).

Marcus FGRa
av FGR SOCb

eq SOCc
neq

V k µ k µ k µ k µ k µ

Pentacene (dA) +22.3 0.85 0.59 3.16 2.19 6.54 4.52 2.72 1.88 2.54 1.76

Pentacene (dB) −77.5 12.0 5.46 44.4 20.24 91.9 41.8 12.3 5.60 11.5 5.23

Pentacene (dC) +40.2 2.37 1.18 8.28 3.86 16.9 7.85 4.99 2.36 4.66 2.23

Tetracene (dA) +3.60 0.005 0.002 0.015 0.0076 0.04 0.014 0.011 0.006 0.010 0.006

Tetracene (dB) +18.9 0.51 0.26 2.33 1.20 5.19 2.66 2.34 1.21 2.29 1.18

Tetracene (dC) −70.4 8.26 3.72 39.2 17.7 87.7 39.5 11.3 5.09 10.9 4.91

Rubrene (dA) +140 20.4 20.3 19.6 19.5 24.1 23.9 22.2 22.1 33.4 33.2

Rubrene (dB) −19.5 0.38 0.47 0.36 0.45 0.44 0.543 0.41 0.506 0.61 0.752

Rubrene (dC) −19.5 0.38 0.47 0.36 0.45 0.44 0.543 0.41 0.506 0.61 0.752

Picene (dA) +115 8.92 6.57 19.8 14.6 21.5 15.8 20.6 15.2 27.9 20.5

Picene (dB) −89.8 5.44 3.02 12.0 6.65 13.1 7.26 12.6 6.98 17.0 9.43

Picene (dC) −81.8 4.51 2.32 10.0 5.14 10.9 5.61 10.4 5.35 14.1 7.25

aFrom averaged Franck-Condon weighted density of states. bInitial state from the equilibrium thermal distribution
of the cationic state. cInitial state from the equilibrium thermal distribution of the neutral state.
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Marcus, FGR and SOC hole hopping rates for the paths of figure 7.3 at

T = 298 K are reported in table 7.3 together with the electronic coupling

elements adopted, which have been obtained as explained in part II. FGR

rates have been calculated either at ∆E = 0, as usual in the literature,

or by averaging F (∆E, T ) over a range of 400 cm−1 around ∆E = 0, a

practical way to account for the effect of thermal disorder. Time averaged

SOC rates used for the evaluation of anisotropic mobilities have been ob-

tained interpolating the populations assuming a monoexponentional decay.

As we will see in the following, this approximation, whose quality is not

known a priori, proves to be effective since it leads to good agreement with

experimental results. A better approach would be the inclusion of the time

dependent kinetic constants for the evaluation of the mobility, but unfortu-

nately they are incompatible with the model here used (eq. 3.34). Further

studies on alternative methods allowing the introduction of time-dependent

kinetic constants are ongoing.

As reported in table 7.3, FGR rates for channel dB of pentacene and dC
of tetracene are very high, leading to transition times of the order of a few

femtoseconds. With such ultrafast decay rates, neglect of coherence could

be inappropriate, leading to strongly overestimated transition rates. We

have checked the reliability of FGR rates by comparing its monoexponen-

tial decay with the time dependent population P (t) obtained with the SOC

approach, adopting as initial state the equilibrium thermal distribution of

the cationic state (SOCeq in table 7.3) or the equilibrium distribution of

the neutral state (SOCneq in table 7.3). The latter approach may be phys-

ically more appropriate for ultrafast transitions, when hole transfer is fast

enough to compete with vibrational relaxation to the thermal equilibrium

distribution.

As shown in fig. 7.6 for channel dB of pentacene and channel dC of

tetracene, FGR predicts that the initial state completely decays within

5 fs, whereas SOC approach yields a decay time of about 30 fs. Slightly
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longer decay times are predicted by FGR when the energy averaged Franck-

Condon weighted density of states is used, but decay times still are smaller

than 10 fs.

Those results point out that FGR overestimates the hole transfer transition

rate in pentacene and tetracene, probably because transitions occur on such

a short timescale that the integral representation of the Dirac delta function

is unsuitable, making FGR inadequate to describe the transition. Moreover,

Figure 7.6. Time decay probabilities predicted by FGR and SOC ap-
proaches for hole hopping in pentacene and tetracene dimers. Top left:
Pn channel dB ; top right: Pn channel dC ; bottom left: Tn channel dC ;
bottom right: Tn channel dB . Purple full line: FGR at ∆E = 0; purple
dashed line: FGR averaged over 400 cm−1 around ∆E = 0; green full line:
equilibrium SOC; green dashed line: non-equilibrium SOC.

from fig. 7.6 we can see that SOCeq and SOCneq transition rates are very

similar. To gain deeper insight in this behaviour, we notice that all the
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displaced modes of Pn/Pn+ and Tn/Tn+ redox pairs fall at relatively high

frequency (table 7.1) and F (∆E, T ) is strongly peaked at ∆E = 0. Both

factors concur in making the thermal equilibrium distributions of both the

neutral and the cationic states nearly coincident with the ground state.

Therefore, SOC rates are virtually independent on the initial population:

SOCeq and SOCneq rates in table 7.3 are very close.

Rubrene and picene show a completely different behaviour, related to the

Figure 7.7. Time decay probabilities for hole hopping in picene and in
rubrene. Top: Pc channel dA; bottom left: Rb channel dA; bottom right:
Rb channel dB . Purple full line: FGR at ∆E = 0; purple dashed line: FGR
averaged over 400 cm−1 around ∆E = 0; green full line: equilibrium SOC;
green dashed line: non-equilibrium SOC.

fact that they possess low-frequency strongly displaced vibrational modes,

together with a broader and lower F (∆E, T ) than pentacene and tetracene.

Indeed, as shown in fig. 7.7, FGR and SOC approaches lead to very similar
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results even if FGR still predicts slightly higher rates. Besides, for both

picene and rubrene, SOC decay rates depend on the initial population: the

equilibrium thermal populations of the neutral state always provide faster

rates than those of the cationic one.

To better understand the reasons of this different behaviour, we recall

that (see eq. 3.9) kFGR ∝ V 2F ≡ Veff , so, since the highest electronic

coupling of all the molecules under study are similar, but pentacene and

tetracene have F about one order of magnitude greater than the other

molecules, they have a too high Veff to be handled by FGR. In other words,

this high Veff gives rise to ultrafast transitions for which coherence effects

could not be neglected.

We have also computed decay rates by the numerical solution of the time

dependent Schrödinger equation (TDSE) as an additional test for assess-

ing the reliability of the SOC approach. More than 80% of the computed

reorganization energies for molecules’ oxidation can be accounted for by

considering only the few modes in table 7.1, so we have explicitly consid-

ered only these nuclear degrees in the dynamics [139]. Quantum dynamics

calculations have been performed for increasing size of the basis set and of

the active space, in order to have converged results for the time interval

considered here. We noticed that using vibrational basis set states with

at most three vibrations simultaneously excited leads to convergence, since

at higher excitation levels the population decay of the initial state does

not show any significant variation. For the four molecules studied we have

followed the dynamics starting from the ground vibrational state, either of

the cationic or of the neutral species. The results are reported in fig. 7.8

for the fastest hole paths of the four molecular crystals. TDSE and SOC

predict a very similar time decay of the initial state, at least until TDSE

solution begins to oscillate between initial and final state, a problem which

is prevented using SOC approach [99].

We have also computed the temperature dependence of the rate con-

stants using all the three hopping models (fig. 7.9). It is interesting to notice

87



7 – Comparison of Marcus theory, FGR and SOC

Figure 7.8. Comparison between time decay probabilities for hole hop-
ping in dimers predicted by the TDSE (full line), and from SOC (dashed
line). Initial state: equilibrium thermal population of the cationic state,
magenta; equilibrium thermal population of the neutral state, blue. Top
left: Pn channel dB ; top right: Tn channel dC ; bottom left: Pc channel
dA; bottom right: Rb channel dA.

that, even if Marcus and SOC approaches yield similar rates at room tem-

perature, the predicted T dependence is very different, showing the limits

of the semiclassical approach at low temperatures, where tunneling plays a

dominant role. Besides, Marcus and FGR approaches yield rates that sig-

nificantly depend on temperature, while the averaged SOC rate constants

have a very modest temperature dependence, being almost independent on

T in the case of pentacene, as it could be expected from the computed

normal modes equilibrium position displacements of Table 7.1. The great

decrease of FGR rates as T increases is probably an artifact related to
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the mentioned inapplicability of FGR to ultrafast processes. Indeed, for

rubrene, which is characterized by a lower Veff , FGR and SOC approaches

leads to quite similar results, almost indistinguishable at low temperatures,

as shown in the right panel of fig. 7.9.

Figure 7.9. Rate constants for Pn (left) and Rb (right) fastest path at dif-
ferent temperatures using FGR (black dashed line), Marcus (dotted purple
line), and SOC (green line) approaches.

We have then evaluated the anisotropic mobilities for the four molecules

under study, using the methodology discussed in the part II of this thesis,

including all the hopping paths shown in fig. 7.3. In fig. 7.10 we have re-

ported the angles formed between the hopping paths and the reference axis

a (numerical values are reported in the caption of the figure) in pentacene

crystal. As previously discussed, all the hopping paths are in the same

plane (ab plane), so that γ = 0 in eq. 3.34. Using that formula, together

with the rates in table 7.3, we have obtained the angular dependence of the

hole mobility, shown on the top right of fig. 7.10, where the experimental

results of Lee et al. [49, 131] are also reported.

Our results show that FGR mobilities are about one order of magni-

tude larger than experimental data [49, 189], which on the other hand are

in excellent agreement with SOC predictions (see bottom of fig. 7.10). It

is important to remark that extracting mobility values from experiments is
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Figure 7.10. Top left: projection of hopping paths in pentacene single
crystal to a conducting channel in the ab plane; angles relative to the
reference axis a are: θA = 0◦, θB = 47.32◦, θC = 126.47◦. Top right:
polar plot of experimental [49] (green line) and predicted anisotropic hole
mobility of pentacene using FGR (blue line) or SOC (red dashed line);
bottom: magnified view of experimental and SOC mobilities.

of critical importance, since different research groups have obtained differ-

ent results for the same material [54, 190]. As discussed in several papers

[54, 87], because of the large spread of experimental values reported in

the literature, the most reasonable procedure would consist in considering

only experimental mobilities showing good reproducibility among different

groups. In this respect, we point out that the maximum value of experi-

mental anisotropic mobility here chosen for a comparison with our data is

in good agreement with the large majority of mobility values reported in
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Figure 7.11. Top left: projection of hopping paths in tetracene single
crystal to a conducting channel in the ab plane; angles relative to the
reference axis a are: θA = 90.00◦, θB = 141.67◦, θC = 39.95◦. Top right:
polar plot of experimental [46] (green line) and predicted anisotropic hole
mobility of tetracene using FGR (blue line) or SOC (red dashed line);
bottom: magnified view of experimental and SOC mobilities.

the literature for pentacene [50, 191, 192]. However, a quite higher exper-

imental mobility (around 35 cm2V−1s−1 at room temperature) have been

reported by Jurchescu et al. in highly purified single crystal of pentacene, in

which 6,13-pentacenequinone traps were removed by vacuum sublimation

[18]. However, for such high degree of purification it is highly likely that

hopping approach is not suitable, because coherence effects should be taken

into account, as pointed out by the authors themselves on the basis of the

observed temperature dependence of mobility [18].
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Tetracene exhibits a similar behaviour, as shown in fig. 7.11, where

its anisotropic mobility, evaluated with respect to the reference axis a, is

reported. Unlike pentacene, predicted mobilities are quite higher than ex-

perimental ones, even SOC predictions. However, this is probably related

to the fact that experimental samples unavoidably contain impurities, de-

fects and dislocations which have not been considered in our model. In

line with this point, recent experimental measurements [24] carried out on

purer samples led to significantly higher mobilities, up to 2.4 cm2V−1s−1,

in good agreement with our SOC results.

Figure 7.12. Projection of hopping paths in rubrene single crystal to a
conducting channel in the ab plane (left); angles relative to the reference
axis b are: θA = 90.0◦, θB = 331.70◦, θC = 28.30◦. On the right, the
polar plot of experimental [189] (green line) and predicted anisotropic hole
mobility of rubrene using FGR (blue line) or SOC (red dashed line).

Rubrene and picene show a quite different behaviour: as previously

discussed, FGR is adequate for the description of CT in these system, so it

should lead to reliable mobility values.

Indeed, the anisotropic mobilities obtained by both FGR and SOC ap-

proach for rubrene (see fig. 7.12) are almost indistinguishable from each

other, but quite higher than experimental data, whose angular dependence

is however reproduced. Nevertheless recent experimental measurements [24]
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led to higher mobilities, about 20 cm2V−1s−1 at room temperature [193],

in very good agreement with our results.

It is interesting to notice that, as pointed out elsewhere [131], while for

rubrene the direction along which the anisotropic mobility reaches its max-

imum is along the dimer with the largest electronic coupling, pentacene

behaves differently. This is due to the fact that pentacene has different

hopping paths whose electronic couplings are of the same order of magni-

tude, while for rubrene one electronic coupling is much larger than all the

others.

Figure 7.13. Projection of hopping paths in picene single crystal to a
conducting channel in the ab plane (left); angles relative to the reference
axis a are: θA = 87.10◦, θB = 37.30◦, θC = 142.05◦. On the right, the
polar plot of predicted anisotropic hole mobility of picene using FGR (blue
line) or SOC (red dashed line).

Picene anisotropic mobility (fig. 7.13) shows an excellent agreement

between FGR and SOC. Unfortunately, to the best of our knowledge, no

experimental results have been reported yet in the literature to be compared

with our data. Anyway, upper limits for picene mobility have been reported

[194] around 9 cm2V−1s−1, in good agreement with our results.

For all the molecules under study we have not shown anisotropic mo-

bilities based on Marcus rate constants, because they are very similar to

SOC ones, as can be inferred from the rates in table 7.3. However, on the
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basis of this analysis, it is only possible to conclude that Marcus approach

is adequate for the evaluation of the mobilities at room temperature, but

nothing can be inferred about the validity of Marcus mobilities at different

temperatures, in particular because, as discussed earlier, the T dependence

of the rate constant predicted by Marcus theory is quite different from FGR

and SOC ones.

It is important to notice that the temperature dependence of the mo-

bility depends on two factors: (i) the T dependence of the CT rates them-

selves and (ii) the inverse T dependence included in the Einstein relation

(eq. 3.30). To gain deeper insight, we have computed hole mobilities of pen-

tacene and rubrene at different temperatures (fig. 7.14). For both molecules,

Marcus formula leads to a thermally activated behaviour, predicting in-

creasing mobility values as T increases, in contrast with experimental data.

Marcus formula failure at low temperatures is somewhat expected, since it

treats molecular modes classically, an approximation valid only at relatively

high temperatures. On the contrary, in line with experimental behaviour,

both FGR and SOC approaches predict a decrease of the hole mobility with

increasing temperature for both pentacene and rubrene.

In particular, SOC temperature dependence of mobility for pentacene

is in fairly good agreement with the experimental trend reported in ref. 18,

although predicted and observed mobilities are somewhat different. The

discrepancy between experimental and theoretical data increases as the

temperature decreases, possibly because coherence effects play a larger role

at lower temperatures. As expected because of its inapplicability to this

system, FGR mobility is severely overestimated with respect to the exper-

imental data. We remark once again that our discussion is restricted to

single crystals, for which hole mobility was observed to decrease upon in-

creasing temperature [18]. This should be kept in mind, since experimental

mobilities for other pentacene-based devices are somewhat contradictory:

in thin films different behaviours have been observed, including an almost

temperature independent device mobility [195–197].
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Figure 7.14. Predicted hole mobilities as a function of the temperature
for: pentacene (top) and rubrene (bottom). Green full line: SOC ap-
proach; black dashed line: FGR; pink dashed line with dots: Marcus
formula; blue full line with dots: experimental values from ref.s 18 (pen-
tacene) and 193 (rubrene). Inset: detailed comparison of experimental,
SOC and Marcus mobilities for pentacene.

As concerns rubrene, FGR and SOC temperature dependence are very

similar both yielding to increasing mobility with decreasing temperature.

Our predictions (bottom panel in fig. 7.14) are also in excellent agreement

with the observed values, which vary from ≈ 25 cm2 V−1 s−1 at 175 K up

to ≈ 10 cm2 V−1 s−1 at 300 K [23, 193].
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Chapter 8

Fast evaluation of

electron-phonon coupling

The results presented in the previous chapter have been obtained under

the assumption that the transfer integral value does not change during the

charge transfer process. However, it is now widely accepted [53, 54, 149, 150]

that the transfer integral undergoes large fluctuations because of thermal

motions, which is one of the key factors limiting the charge mobility of

molecular semiconductors. This quantity is computationally expensive to

evaluate, thus posing a severe impediment towards the development of a fast

protocol for exploring new materials. With this in mind, in part II we have

proposed a methodology relying on two main ideas: (i) the calculation of

the electron-phonon coupling with respect to Cartesian displacements and

(ii) the use of phonons evaluated in the simplified framework of the rigid-

body approximation, [4, 160] where each molecule is assumed to oscillate

independently, with the great advantage of separating effectively the in-

ternal (intramolecular vibrations) and external (intermolecular vibrations)

degrees of freedom.

Here this methodology is applied to study a selection of organic semicon-

ductors widely investigated in the literature (fig. 8.1) because they show the
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Figure 8.1. The organic molecules studied in this chapter. Full
names are: An=anthracene; Pn = pentacene; Rb = rubrene; Tn =
tetracene; Pc = picene; BTBT = [1]benzothieno[3,2-b][1]benzothiophene;
C8-BTBT = 2,7-dioctyl[1]benzothieno[3,2-b][1]benzothiophene; TIPS =
6,13-bis(triisopropylsilylethynyl)pentacene; DPA = diphenil-anthracene;
DTTTF = dithieno-tetratiofulvalene; DBTDT = dibenzo-thieno-dithio-
phene; DNTT = dinaphtho-thieno-thiophene.

highest mobilities recorded up to now [19, 20, 54, 198]. After a few tests en-

suring the reliability of our approach, we outline some general trends which

could provide a useful starting point towards a more rational approach to

the discovery of new OSCs. Finally, in the last part of the chapter we eval-

uate the mobility for rubrene, pentacene, tetracene and picene using the

TLT and compare the results with data obtained in the previous chapter

using hopping models.
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We use here the same standard 2D lattice discussed in the previous

chapter to identify the interacting couples in the organic semiconductors

studied [54].

Figure 8.2. Definition of a standard 2D lattice used to present the param-
eters needed for the calculation of the mobility. a and b identify any two
crystallographic axes and γ is the angle between them.

To further speed up the computations, we have calculated electronic

structure and normal modes by employing the self-consistent-charge density-

functional tight-binding (SCC-DFTB) method as implemented in the DFTB+

software package [199, 200]. The DFTB method is a non-orthogonal tight-

binding method based on a second-order expansion of the DFT total energy

expression. Thanks to a series of approximations, including the two-centre

approximation and the use of minimal atomic basis sets, the elements of

Hamiltonian and overlap matrices are evaluated starting from pre-computed

values, so computations are about 3-4 orders of magnitudes faster using

DFTB rather than DFT [200, 201].

However, DFTB cannot be used to evaluate the transfer integral, as this

method resort to the use of confined orbitals, which gives a poor descrip-

tion of the interacting regions between the two molecules, leading to severe

underestimations of the transfer integral itself [202–206]. The proposed

solution to this problem, a case-by-case recalibration of additional diffuse

basis set in DFTB [202, 203], would not be convenient for the study of

a large variety of materials. For that reason the transfer integrals were
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evaluated at the B3LYP/3-21g* level of theory as implemented in Gaus-

sian 09 [207]. ∇V has been evaluated by using the finite-difference 2-point

approximation, using displacement of ±0.01 Å. To construct the Hessian

matrix Pij needed to evaluate intermolecular modes (see part II), the sec-

ond derivative of the energy has been evaluated numerically by performing

single-point DFTB+ calculation on a supercell in which the molecule of in-

terest is distorted along the rigid molecular displacements, in the presence

of periodic boundary conditions (PBC). The supercell size is chosen so that

in presence of PBC the molecule of interest is not in van der Waals contact

with its repetition.

In Table 8.1 we report the transfer integral (V ), the norm of the transfer

integral gradient (|∇V |) and the fluctuation of the transfer integral (σ)

evaluated at T = 298 K for each pair in the high-mobility plane of the

molecules in fig. 8.1. The crystal structure is derived from the Cambridge

Structural Database (CSD) [88] and the interacting pair is identified by

providing: (i) the ID of the first molecule of the pair in the reference cell

(where ID is a number varying between 1 and the number of the independent

molecules in the unit cell), (ii) the ID of the other molecule constituting

the pair, (iii) three integers n1, n2, n3, which define the translation n1~ν1+

n2~ν2 + n3~ν3 of the second molecule with respect to the first one (in this

formalism, ~ν1, ~ν2, ~ν3 generally designate the lattice vectors in the reference

crystallographic structure).

It should be stressed that the sign of the transfer integral is related

to an arbitrary phase of the orbitals involved. Nevertheless, all transfer

integrals of a solid need to be evaluated consistently, e.g. once a phase

is chosen for an orbital, all transfer integrals must be reported with that

phase. The phase-consistency is of paramount importance, since electronic

properties like band structure or charge mobility strongly depend on the

relative transfer integral sign [54]. Here we have arbitrarily selected the

phase, paying attention that it is identical for orbitals on translationally

invariant molecules and we report one of the correct sign combinations (the
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Table 8.1. List of pairs in the high-mobility plane for molecules in fig. 8.1 and

relative values for: V , |∇V | and σ at 300 K. The molecules constituting each pair

are identified as explained in the main text. Reference values from: a ref. 161; b

ref. 159; c ref. 55; d ref. 177.

Molecule &
CSD code

Label
ID1, ID2,
n1, n2, n3

V (meV)
|∇V |

(meV/Å)
σ (meV)

σ (meV)
other works

An (599019) A 1, 1, 0, −1, 0 −61.2 176 14.6 10-11a

B 1, 2, −1, −1, −1 +35.1 724 41.4 20-21a

Tn (IUCr A 1, 1, 0, −1, 0 +3.60 180 17.2 14-16a

A03426) B 1, 2, 0, 0, 0 +18.9 375 22.8 19-21a

C 1, 2, −1, 0, 0 −70.4 301 21.4 17-18a

Pn A 1, 1, −1, 0, 0 +22.3 142 13.1 14-15b

(1230799) B 1, 2, 0, 0, 0 −77.5 218 23.9 24-28b

C 1, 2, −1, 0, 0 +40.2 249 22.7 22-24b

Rb (605647) A 1, 1, −1, 0, 0 +140 289 46.3 49c-51d

B 1, 2, 0, 0, 0 −19.5 124 18.7 9.7c-9.9d

Pc (1319885) A 1, 1, 0, −1, 0 +115 217 17.9
B 1, 2, 0, 0, 0 −89.8 527 24.1
C 1, 2, 1, −1, 0 −81.8 526 27.8

BTBT A 1, 1, 0, −1, 0 +119 1222 46.7
(975935) B 1, 2, 0, 0, 0 −23.4 808 43.2

DTTTF A 1, 1, 0, −1, 0 +114 1134 84.2
(1236389) B 1, 2, −1, −1, 0 −55.0 537 87.5

DNTT A 1, 1, −1, 0, 0 +131 197 15.2
(644240) B 1, 2, −1, 0, 1 −146 712 53.7

DBTDT A 1, 1, 0, 0, −1 +15.5 124 9.47
(1236389) B 1, 3, −1, 0, 1 −20.8 208 12.6

C 1, 3, 0, 0, 0 −68.1 245 14.4

DPA B 1, 3, −1, 0, 0 +36.9 190 11.5
(113041) C 1, 2, 0, 0, 0 −44.9 199 13.3

TIPS A 1, 1, 0, −1, 0 +3.01 33.1 12.3
(172476) B 1, 1, −1, 1, 0 +45.3 762 101

C 1, 1, −1, 0, 0 +45.3 1147 144

C8-BTBT A 1, 1, −1, 0, 0 +70.2 1464 148
(679293) B 1, 2, −1, −1, 0 +70.2 1616 306

C 1, 2, 0, 0, 0 −9.65 448 71.2
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other can be derived trivially from eq. 5.15).

As discussed in the methods part (eq. 5.15), the transfer integrals values

have been evaluated starting from the Fock operator of the dimer system,

while a more popular approach involves the use of the Fock matrix built

starting from the density matrix of the non-interacting monomer. However,

as shown in fig. 8.3, a comparison between the transfer integrals obtained

using these two approaches for pentacene, rubrene and tetracene leads to

almost negligible differences (less than 5% with correlation coefficient be-

tween the two calculations r2 = 0.995). Moreover, additional tests using

Figure 8.3. Scatter plot showing V obtained starting from the density
matrix of the dimer vs. V obtained starting from the density matrix of the
non-interacting monomer for pentacene, rubrene and tetracene.

the methodology proposed in ref. 208, resorting to the transformation of

the Fock matrix extracted from adiabatic first-principle calculations, also

give consistent results, ensuring the validity of our approach (ref. 87).

In general, our transfer integral values show a good agreement with

results obtained with the latter approach and reported in the literature

[2, 19, 209], except for rubrene, for which smaller values have been reported

using different approximate methodologies [2, 209, 210].
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Then, we have tested the sensitivity of the transfer integral to the den-

sity functional and basis set used. As shown in fig. 8.4, where we compare

the transfer integrals for the molecules studied using different function-

als and basis sets (B3LYP/3-21g*, B3LYP/6-31g*, B3LYP/6-311g** and

PBE/6-31g*), we get very similar values, as expected.

Figure 8.4. Comparison between transfer integrals for the molecules
shown in fig. 8.1 obtained with B3LYP/6-31g* vs. B3LYP/3-21g* (top left),
B3LYP/6-311g** (top right) and PBE/6-31g* (bottom), respectively.

In addition, the little variations shown in fig. 8.4 do not affect the mo-

bility evaluated through the transient localization approach, since it only

depends on the relative magnitude and sign of the coupling [54]. For these
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reasons, we have computed transfer integrals and their gradients (∇V ) us-

ing the cheapest method (B3LYP/3-21g*), in order to develop a less time-

consuming protocol, more suitable for the analysis of big databases. Indeed,

the evaluation of the gradient of transfer integral is a computationally inten-

sive step, requiring 12×NA single-point calculations (NA being the number

of atoms in one molecule). For consistency, even if the evaluation of the

transfer integrals themselves is rather fast, we decided to compute them at

the same level.

In our last test, we checked the accuracy of the approximate modes used

for the computation of the nonlocal electron-phonon coupling, by defining

a spectral density,

Bij(ω) =
1

2h̄

∑

M

g2ij,Mδ(ω − ωM ), (8.1)

in which the squared non-local electron-phonon coupling weights the contri-

bution of each mode in the spectrum of frequencies [211]. In our numerical

analysis, the Dirac δ function is replaced by a finite broadening (a Gaussian

distribution with a width of 5 cm−1).

We have evaluated Bij for the couple of Tn and Rb showing the largest

total fluctuation (i.e. Tn dimer B and Rb dimer A) and compared it with

the spectral density obtained with a more accurate approach incorporating

the effect of phonon band dispersion (kindly provided by the authors of

ref. 55). In light of the rather severe approximations introduced, we have

a quite good agreement between the two methods (fig. 8.5), ensuring the

reliability of our approach.

Finally, when comparing the room temperature fluctuation of the trans-

fer integral (eq. 5.5) obtained with the two approaches, we notice that they

lead to quite similar results (see table 8.1), within 15 %, suggesting that,

at least for rigid molecules, our very approximate crystal vibrations are

acceptable. We have also reported in the same table σ values computed

by other groups with other methods at a similar level of approximation

[159, 161], and the results are reassuringly consistent.
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Figure 8.5. Total spectral density Bij for Tn dimer B (left) and Rb dimer
A (right). Black line: our results, red line: data from ref. 55.

Up to now we have shown that our results are in good agreement with

the data available in the literature obtained with other approaches. Given

its reliability, we conclude that our approximate methodology can be used

in the field of material discovery, exploring a range of materials to look

at the value of their non-local electron-phonon coupling. The strength of

our approach resides in the computation of the phonons, which represents

the slow step in other approaches (up to several months required); using

our approximations it can be performed on a time scale comparable to the

evaluation of the gradient of transfer integral, so that the computations of

V , ∇V and σ takes about 2-3 days for each system studied (using 16 Intel

Sandbridge processors). Unfortunately, because of the severity of our ap-

proximations, the methodology developed leads to rather inaccurate values

when applied to molecules containing highly flexible fragment, like the two

alkyl chains in C8-BTBT. Indeed, the non-local electron phonon coupling is

probably overestimated in such molecules, since large amplitude vibrations

of the isolated molecule are strongly affected by the crystal field (shifted at

higher energy and reduced in amplitude) an effect that is not described by

the current version of our method.
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In the following, we will focus on the identifications of some general

trends and relations among the quantities in table 8.1, since, to the best

of our knowledge, this is the first time that the non-local electron-phonon

coupling has been evaluated for such a relatively large set of molecules.

First of all, it is widely recognized that good semiconducting materials

should have both high transfer integrals and a low degree of disorder, but,

on the basis of the small number of molecules studied up to now, it was

believed that the relative fluctuation σ/ |V | should be around 0.5 at room

temperature [54]. On the contrary, our analysis points out that σ and V

values are essentially uncorrelated, as one can see from the scatter plot

and the histogram illustrating the distribution of σ/ |V | in fig. 8.6. This is

Figure 8.6. Scatter plot showing σ vs. absolute value of V (left) and his-
togram of σ/ |V | (right) for all the couples reported in Table 8.1. Black
dashed circles identify TIPS values, red full circles identify DNTT-A and
Pc-A values. The rather high σ/ |V | for TIPS is not reported in the
histogram for convenience.

of paramount importance, since it suggests the existence of a quite large

range of σ/ |V |; in other words, the dynamic disorder is not unavoidable,

pointing towards the possibility for the development of materials where it

is substantially smaller. Another consequence of this point is that research

should not focus on materials showing only high transfer integrals, but
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rather on those having a low σ/ |V | since a high transfer integral alone does

not ensure good semiconducting properties. Narrowing this discussion down

to the molecules under examination, TIPS (black dashed circles in fig. 8.6),

which shows the highest values of σ/ |V | for all the interacting couples, has

the lowest experimental mobilities reported among the molecules in fig. 8.1

(0.6 cm2V−1s−1 [54]). On the contrary, a low ratio σ/ |V | is found for high

mobility materials, e.g. DNTT and Pc, with experimental mobilities up to

8.3 cm2V−1s−1 and 9.0 cm2V−1s−1 respectively [60, 212].

Figure 8.7. Scatter plot showing σ vs. |∇V | for all the couples reported
in Table 8.1. Black dashed circles highlight TIPS values, while red
circles identify BTBT values.

Another interesting analysis based on the data in table 8.1 allows to

verify if σ is mainly affected by the strength of the transfer integral gradi-

ent (∇V ) or by the polarization of the phonons (QM ). Fig. 8.7 shows a

correlation between σ and |∇V |, suggesting that ∇V is the main contribu-

tor to the total σ, at least for low values. Indeed, as can be inferred from σ

definition itself (eq.s 5.5 and 5.16), small |∇V | are always associated with

small disorder, while larger σ are also affected by phonon polarization (in

fig. 8.7 we highlighted two molecules, BTBT (red circles) and TIPS (black
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dashed circles), showing quite similar |∇V | but very different σ).

The implications of this analysis on material discovery is that, since

we are only interested on materials showing low disorder, for which there

is an excellent correlation between σ and |∇V |, it is possible to identify

promising materials using |∇V | rather than σ, with the advantage that

the former is cheaper to compute and it does not depend on vibrational

properties of the solids.

To better understand why materials with similar |∇V | have very differ-

ent σ, such as BTBT and TIPS, we graphically represent the gradient of

transfer integral and the phonon displacements (QM ), whose scalar prod-

uct defines the non-local electron-phonon coupling (eq. 5.16). Those two

quantities are reported in fig. 8.8 as a set of green (QM ) and red (∇V ) ar-

rows centred on the corresponding atom for the mode showing the highest

contributions to total σ for BTBT-A (ω = 58 cm−1) and TIPS-C (ω = 15

cm−1). It is evident that, for BTBT, the gradient of transfer integral is

virtually orthogonal to the direction of phonons, leading to a rather low σ

despite the quite high value of |∇V | (see Table 8.1). On the other hand,

for TIPS, the molecule showing the highest value of σ, there is a consid-

erable overlap between the mode displacements and the transfer integral

gradient. In this way the effect of phonon direction on the fluctuations of

transfer integral can be explained; however the design of materials having

the desired phonon characteristics is virtually impossible because accurate

computations are extremely time-consuming, as previously discussed.

The analysis we have conduced so far can be summarized in the idea

that, in order to design better semiconducting materials, the ratio |∇V | / |V |
should be kept as low as possible. In that respect it would be very useful

the development of an intuitive understanding of what makes the trans-

fer integral less sensitive to the nuclear motion. Usually researchers focus

on the intermolecular geometries that maximize the transfer integrals [77],

but, as discussed above, a better property to be studied is |∇V | / |V |. For

that reason we propose the construction of a map of the ratio |∇V | / |V |
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Figure 8.8. Superposition of the gradient of the transfer integral (red ar-
rows) and the displacements (green arrows) for the mode showing the great-
est contribution to the total σ for: BTBT-A (top) and TIPS-C (bottom),
where the Si atoms and the alkyl chains, which have almost zero values
of ∇V , are replaced by a gray sphere. Note that the displacements are
shown only on one molecule since in our approach the crystal vibrations
are localized on one molecule.

to investigate which mutual molecular configurations are less susceptible to

dynamic disorder and why. As an example, we have computed |∇V | and

|V | for various relative positions of two molecules in the DNTT-A couple,

chosen because of its low |∇V | / |V | value. In practice we start from the

crystallographic geometry (∆x = ∆y = ∆z = 0) and translate one molecule

with respect to the other along the molecular axis ∆x in fig. 8.9. As shown

in the figure, |∇V | and |V | seem to follow independent behaviours, i.e. there

is no relation between the maxima of |V | and the value of |∇V |. For this

reason, in the interval 1 Å< ∆x <7 Å, where the molecules have a good
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Figure 8.9. Top: reference frame for the relative shift of the two DNTT
molecules. Below, a plot showing: values of V (top), |∇V | (middle) and
|∇V | / |V | (bottom) for different relative positions of the two molecules in
the DNTT-A couple. As shown on the top reference frame, positive ∆x
values mean that the molecules are rigidly shifted towards the direction in
which they are closer than at the experimental geometry.

overlap, |∇V | / |V | is small when |V | is large, i.e. 4.5 Å< ∆x < 5.6 Å. This

area could have been identified simply following the popular idea of maxi-

mizing the transfer integral [77], but another interesting region occurs when

the overlap between the two molecules is limited to only few atoms, e.g. for

∆x < 1 Å. This area could not have been identified only on the basis of the

maximization of the transfer integral, since this time |∇V | / |V | becomes
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small because |∇V | is smaller (fewer atoms are involved in the transfer in-

tegral and the displacement of the atoms not involved does not influence

it). This analysis suggests that molecular crystals displaying arrangements

where molecules interact through their edges could be of potential inter-

est and should be further investigated since they can have small non-local

electron-phonon couplings.

Figure 8.10. Side view of DTTTF-A (left) and DNTT-A (right)
HOMO orbitals.

It is interesting to notice that our investigation could explain the differ-

ence between DTTTF-A and DNTT-A, two of the molecules under exami-

nation, which possess similar V values but significantly different |∇V | (see

Table 8.1). Indeed, in line with the analysis proposed, the two DTTTF

molecules show a partial stacking, while the DNTT molecules interact

through their extremities, as shown in fig. 8.10 where their HOMOs are

represented.

8.1 Mobility using TLT approach

We can use the data evaluated in the previous section together with the TLT

approach to evaluate the mobility for all the molecules under investigation.
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As a first study, we have decided to focus on a smaller subset composed by

the same four molecules (i.e. pentacene, tetracene, picene and rubrene) we

have already studied in the previous chapter using Marcus, FGR and SOC

approach, with the aim of making a comparison between the performances

of all these models.

As outlined in the introduction, the TLT approach only allows to eval-

uate a mean value for the mobility, without providing the possibility of

computing the variation of µ depending on the direction considered, i.e.

the anisotropic mobility. Despite this limitation, a mean µ value is still of

interest since it allows to compare different molecules identifying the best

semiconductors. With this in mind, using eq.s 3.32 and 5.10, we have com-

puted the mean µ for the molecules under study using TLT, FGR, SOC

and Marcus (table 8.2).

Table 8.2. List of mean value of mobility (cm2V−1s−1) obtained using
different approaches for pentacene, rubrene, tetracene and picene. Experi-
mental values from: a ref. 24; b ref. 54; c ref. 193; d ref. 212.

Molecule TLT SOC FGR Marcus Experimental

Tn 2.35 2.21 18.7 1.76 2.4a

Pn 2.94 2.24 17.4 2.27 1-2.5b

Rb 11.8 10.7 11.1 10.2 8.6-12b,c

Pc 9.81 10.2 10.8 4.51 9.0d

We have already discussed in the previous chapter about the inapplica-

bility of FGR to pentacene and tetracene, along with the shortcomings of

the Marcus theory, so here we focus only on the comparison among SOC

and TLT results. It is easy to see that TLT and SOC results are very

similar, being also in good agreement with experimental results. Thus, we

can conclude that both TLT and SOC approaches are adequate for the
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description of charge transfer in organic semiconductors.

However, TLT approach has at least two advantages compared with

SOC. First of all, it does not introduce the arbitrary assumption of a mo-

noexponential decay used in interpolating SOC populations to get a time

averaged rate constant. Moreover, TLT resorts to assumptions in line with

the physics underlying CT in organic semiconductors: it takes into account

the oscillations of transfer integrals, it does not require the loss of coherence

after each step and it includes quantum localization corrections.

We conclude this section pointing out that, in the evaluation of µ we

have assumed (eq. 5.9) τin = 1 ps, a typical value for an intermolecular

oscillation. However, it has been shown in ref. 54 that the dependence of

the mobility on the molecular fluctuation time is weak, as illustrated in

fig. 8.11, since L2(τin) increases with fluctuation time in the subdiffusive

regime, which partially cancels the explicit factor τin in the denominator of

eq. 5.9.

Figure 8.11. Dependence of the statistically averaged transient localisa-
tion length on the fluctuation time. Adapted from ref. 54.
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Part IV

An unconventional OSC:

the DNA
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Chapter 9

Hole Transfer in DNA

9.1 Overview

In this part we will analyze the performances of our quantum dynamics

approach in the description of CT in a system quite different from molec-

ular crystals, which we have discussed in the previous part: the DNA, a

macromolecule containing the genetic information for the growth and devel-

opment of all known living organisms. Despite their differences, DNA has

also been identified as an organic semiconductor [213]. Indeed, even if first

studies on the electrical conductivity of DNA focused on the correlation

between oxidative damages and apoptosis or cancer [214–219], following re-

search highlighted that an improvement in charge transfer efficiency could

be achieved by accurately tuning its sequence or by using modified nucle-

obases [220, 221], observing CT for distances up to 200 Å [222–236]. In

this respect, DNA has already been used for the design of sensors or as a

template, by exploiting its self-assembly properties [237, 238].

In particular here we will focus on hole transfer (HT) between 2 guanines

separated by several A/T bases, a process experimentally investigated by

Giese [239], and Schuster [235, 240], showing how our approach allows either

to quantitatively reproduce experimental data and to offer a point of view
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that reconciles discordant interpretations about this phenomenon.

9.2 DNA structures and first studies

From a chemical point of view, DNA is a nucleic acid, i.e. an aperiodic

macromolecule constituted by units called nucleotides. Each nucleotide

Figure 9.1. Structure and nomenclature of the DNA bases.

consists in a phosphate group, a pentose carboidrate (deoxyribose or ri-

bose) and a nitrogenous base or nucleobase. Nucleobases are classifies as

purines, adenine (A) and guanine (G), constituted by two fused heterocyclic
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ring derived from purine, or as pyrimidines, cytosine (C) and thymine (T),

constituted by one heterocyclic ring, derived from pirimidine (fig. 9.1).

Nucleic acids are molecules formed by two chains (composed of nu-

cleotides) that coil around each other to form a double helix [241, 242],

where the nitrogenous bases of the two strands are bound together by hy-

drogen bonds established according to base pairing rules (A-T and G-C).

The stability of the double helix structure is mainly ensured by hydrogen

bonding interactions and by π-stacking, i.e. hydrofobic interactions estab-

lished among by stacked pirimidines and/or purines [243].

Since the discovery of its structure [241, 242], DNA has been the sub-

ject of extensive medical and biotechnological research, in particular for its

applications in nanotechnologies. In this respect, Duchesne performed the

first measurements about DNA conduction properties [244] before 1960, and

few years later, Eley et al. [245] on the basis of theoretical studies, proposed

that the double-helical structure of DNA allows an efficient charge transfer

in DNA thanks to π-stacking interactions. Long distance hole transfer (HT)

in DNA is of paramount importance, for several reasons: chemico-physical

properties of DNA under oxidative stress [218, 219], as well as its potential

applications in the area of molecular electronics [213, 246–249], are strictly

related to the efficiency of charge migration along the duplex.

Time resolved spectroscopical measurements and steady state analysis

of oxidative damage have shown that hole transfer is able to cover distances

up to 200 Å before irreversible oxidation occurs [222–236]. Oxidation usu-

ally occurs on guanine (G) the nucleobase showing the lowest oxidation

potential [250–254], while HT takes place by essentially two mechanisms:

• Superexchange (fig. 9.2 a)

• Hopping (fig. 9.2 b)

A simple analysis of a donor-bridge-acceptor DNA system shows that HT

mechanism is determined by the relative energy of the bridge vibronic states

with respect to donor and acceptor vibronic states [255].
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Figure 9.2. Superexchange (a) and hopping (b) mechanisms for
charge transfer between excited acceptor and ground state donor
separated by three A:T bases.

If bridge states have higher energy than donor states, charge migration

takes place by superexchange, i.e. the hole is transferred to the acceptor in

a single step, through the bridge virtual states, a process similar to Raman

scattering. It is worth noting that in this process charge is never localized

on the bridge.

Charge transfer rates strongly depend on distances, accordingly to Marcus-

Levich-Jortner equation [256, 257]:

k = A exp(−βR), (9.1)

where k is the rate constant, R is the distance between donor and acceptor,

while A and β are constants whose value depends on the system studied.

On the other hand, when bridge and donor states possess almost the

same energy, HT occurs through multi-step hopping, where, in contrast

to superexchange, the charge is localized on the bridge states during the

overall process. If each hopping step occurs across the same distance, then

the overall HT rate shows a weak dependence on the number of hopping

steps Nhs [256, 257]:

k ∝ N−ηhs , (9.2)

where η depends on the system studied (usually 1 ≤ η ≤ 2).
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9.3 Experimental works

In the following we will briefly describe two experimental results, which

disagree on the conductivity of some DNA sequences, showing in the next

section how our simulations lead to an interpretation that can reconcile

them.

Figure 9.3. ln(PGGG/PG) vs. number n of A:T bases (reproduced from
ref. 239). The ratio (PGGG/PG) is proportional to charge transfer rate.
The steepest line identifies superexchange intra-strand mechanism with
a slope β = 0.6 Å−1 ([239]) interpolated with the Marcus-Levich-
Jortner [256] equation. The flat line identifies inter-strand charge
transfer (see Results section).

The first experiment was conducted by Giese’s group [239]. They mea-

sured the efficiency of photoinduced charge transfer in DNA double strands

where one strand is G(T)nGGG with 1 ≤ n ≤ 16 and the other strand is

the complementary strand; the hole was initially located on the first gua-

nine. The product ratio PGGG/PG, a measure of the HT rate along the

strand compared with the rate of nucleobase oxidation, was determined for
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different n. For short bridges, up to n = 3, HT efficiency dropped by a

factor of 8 for each additional A:T step; in longer sequences, for n = 4-7,

the PGGG/PG ratio exhibits a much weaker distance dependence; finally for

n = 7-16, no change in the PGGG/PG has been observed.

These results have been interpreted in terms of a switch of HT mech-

anism from intra-strand superexchange for shorter distances to an inter-

strand mechanisms for bridges constituted by more than three thymines

[239].

However, these data are somewhat in disagreement with later experi-

mental results [235, 240] reported by Schuster et al., who studied the one-

electron oxidation of seven DNA oligonucleotides, shown in figure 9.4. We

Figure 9.4. Structures of the DNA oligomers studied in ref. 240
(reproduced from there).

focus our attention on the last oligomer, that presents a thymine bridge

similar to Giese’s oligomers. In this one, the hole was initially located on

the antraquinone moiety but, even if the 8-oxo guanosine is an easier site to
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oxidize, the damage was experimentally found only on the GG step near the

anthraquinone. The authors concluded that “the 4 thymines sequence in-

troduces a sufficiently high barrier that the radical cation [. . .] is prevented

from falling into the deep 8-oxoG trap” [240].

In summary, while in Giese’s experiment it is evident that the thymine

bridge does not act as a barrier for hole transfer, Schuster’s data for an

oligomer showing the same bridge indicate that the charge cannot migrate

beyond a 4-thymines moiety.

9.4 Results

We have applied our quantum dynamics methodology (see part II) to

Giese’s experiment trying to reproduce the distance dependence of hole

transfer (HT) in ds-G(T)nGGG oligonucleotides. Hole site energies and

electronic couplings used in the dynamics are reported in Table 9.1. All

values have been obtained by our group through DFT computations includ-

ing both the sugar-phosphate ionic backbone and the effects of the aqueous

environment, see ref. 258 for details; moreover they are in good agreement

with experimental voltammetric and spectroelectrochemical data [259–262].

Table 9.1. Hole site energies (EY , eV, relative to the G/G+ pair) and
electronic coupling parameters for base-base interactions (VY X , eV). All
values have been obtained by DFT computations published in ref. 258 and
in good agreement with experimental observations [251, 252, 263].

Y EY VY G VY A VY C VY T

G 0.00 0.09 0.16 0.23 0.16
A 0.43 0.12 0.24 0.15 0.09
C 0.68 0.25 0.18 0.12 0.13
T 0.70 0.13 0.08 0.09 0.12

As explained in part II, in order to reduce the basis set considered in

the dynamics, we first analyze the equilibrium position displacements upon

oxidation of the redox half-pairs G/G+, A/A+, C/C+ and T/T+. The
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components of the K vectors, c.f. eq. 4.11, which are by far the quantities

playing a major role in determining the value of the effective couplings

between vibronic states, are reported in Table 9.2 for the four redox half-pair

G/G+, A/A+, C/C+, and T/T+, together with their contribution to the

total reorganization energy, evaluated by using harmonic approximation.

Inspection of Table 9.2 show that more than 80% of the reorganization

energy arises from a subset of 13, 8, 8 and 6 normal modes of G, A, C and

T, respectively. Thus, a model including only those modes should provide

a qualitatively correct picture of the HT dynamics [264, 265]. Furthermore,

due to the high frequency of the most displaced vibrations with respect to

the thermal quantum at room temperature, we can neglect any temperature

effect and assume that the system is initially in its vibrational ground state.

Table 9.2. Wavenumbers (ω, cm−1), intramolecular reorganization en-
ergies (Er, cm−1), and equilibrium position displacements (K, abso-
lute values Å uma1/2) of the most displaced normal modes of G/G+,
A/A+, C/C+ and T/T+ redox pairs. Electronic calculation at the
B3LYP/6-31+g(d,p) level, PCM, water solvent.

G/G+ A/A+ C/C+ T/T+

ω Ea
r K ω Ea

r K ω Ea
r K ω Ea

r K

338 76 0.21 724 88 0.106 348 27 0.39 394 90 0.20
435 223 0.28 1328 83 0.056 500 32 0.36 536 127 0.17
477 80 0.15 1143 83 0.065 574 187 0.81 709 93 0.11
521 166 0.20 1353 204 0.087 1043 123 0.49 1320 449 0.13
528 78 0.14 1367 84 0.055 1244 194 0.56 1363 139 0.071
1230 75 0.058 1510 424 0.11 1277 87 0.37 1590 675 0.13
1366 85 0.055 1622 109 0.053 1361 107 0.40
1403 121 0.064 1639 167 0.065 1506 87 0.34
1435 90 0.054
1477 259 0.089
1526 80 0.048
1639 488 0.11
1742 160 0.06

Eb
r,tot 2249 1658 1121 1937

a Computed by harmonic approximation from K components. bFrom
electronic computations.

Quantum dynamics simulations have been performed on the oligomers
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Table 9.3. Transition times (ps) at different levels of approximation
for HT in ds-G(T)nG oligonucleotides. s is the number of simultane-
ously excited modes and ms denotes the maximum vibrational quantum
number used for the s-th subspace.

Intra-strand Inter-strand

s ms T TT (T)3 (T)4 A AA (A)3 (A)4 (A)5

1 5 0.78 9.1 107 1270 35 58 90 134 191

1 6 0.77 9.1 108 1270 35 58 89 134 190

2 5 3 0.55 4.9 44.2 395 31 44 53 55 52

2 5 4 0.54 4.9 43.8 390 31 44 53 54 51

3 5 3 2 0.54 4.7 39.2 339 30 42 49 48 46

3 5 3 3 0.53 4.5 37.8 315 30 42 49 48

reported in table 9.3 for different choices of the Hilbert subspaces, defined

in eq. 4.10. The computed transition times, taken at complete depopulation

of the initial state, are reported in table 9.3. A satisfactory convergence

is reached by including in calculations subspaces up to order s = 3, and

using m1 = 5, m2 = 3, m3 = 2, where ms denotes the maximum vibra-

tional quantum number used for the s-th subspace. We notice that by

employing local vibrational eigenstates the number of basis functions to

reach convergence is very small.

Our computations predict that for G(T)nG the intra-strand HT tran-

sition time drops by a factor of ≈ 8.4 for each additional T, in very good

agreement with the experimental results for shorter, n = 1-3, oligonu-

cleotides. The process which takes place is a genuine superexchange, inas-

much as the charge is never localized over the T bridge. The logarithmic

plot of the computed transition times against the distance between the D/A

nucleobases yields a straight line, whose slope leads to β = 0.63 Å−1 of the

Marcus-Levich-Jortner equation [256], to be compared with β = 0.6 Å−1
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obtained experimentally. Up to n = 3, simulations are in excellent agree-

ment with the experimental results. It is worth noting that in ref. 239 only

experimental chemical yield product ratio PGGG/PG are given. However,

it has been shown by Bixon et al. [134] that, since the water-trapping rate

for the holes in GGG is much larger than back charge transfer rate, it is

possible to write the PGGG/PG as the ratio of the hole transport rate kHT

and the trapping rate ktr , i.e. PGGG/PG ≈ kHT /ktr. Since it is reasonable

to assume that ktr is the same for different oligomers, we are allowed to

compare the change in kHT for different oligomers with the variation of

PGGG/PG for the same oligomers reported in ref. 239.

Noteworthy, the results show that the expansion (4.10) of Ψ(t) exhibits

good convergence properties, especially for the fastest processes. For n = 1

the computed transition time τ is 0.77 ps by considering only subspace S1,

decreasing to 0.54 and 0.53 ps by including subspaces S2 and S3, respec-

tively. For slower processes the achieved convergence is less stringent, see

Table 9.3.

For n = 4 the predicted HT rate lines up with those for n = 1-3 in

the logarithmic plot of the computed transition times against the tunneling

distance, see green squares in fig. 9.5, in contrast with the clear change

in the slope experimentally observed. We have thus also considered the

possibility of inter-strand hole transfer mediated by the A bridge of the

complementary strand, as originally proposed by Giese [239]. The inter-

strand coupling element for G-A has been set to 100 cm−1.

Transition times for the inter-strand HT are reported in Table 9.3. Inter-

strand HT is significantly slower than intra-strand one up to n = 2 and

becomes about one order of magnitude faster for n = 4. That behaviour

is clearly due to the establishment of a hole delocalized domain over the A

tract: the high value found by electrochemical measurements for the VAA

electronic coupling element, see Table 9.1, makes the electronic energy of

a hole delocalized over a domain consisting of four or more consecutive A
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Figure 9.5. Predicted rate constants (kHT = 1/τ , τ being the transition
time in ps) for the HT in ds-G(T)nG plotted as a function of the number
of thymine spacers separating the donor and the acceptor G sites. Green
squares: intra-strand, violet circles: inter-strand HT via the (A)n bridge
of the complementary strand. We have rescaled the experimental values,
keeping fixed their slope, as justified in the main text.

nucleobases quasi degenerate with that of a hole localized on a single G nu-

cleobase. The formation of such charge delocalized domains not only speeds

up coherent HT processes, but makes also hopping an energetically possible

mechanism. Our computations do not predict substantial population of the

electronic states of the A tract, neither for n = 4 nor for n = 5, but energy

fluctuations, even those of the order of thermal quantum [266, 267], can

lead to substantial population of the A bridge electronic state [268, 269],

leading to coexistence of coherent and incoherent processes [270].

Noteworthy, the establishment of hole delocalized domains over the A-

rich complementary strand makes HT rates independent of distance even

for a coherent process: for ds-G(T)5G the predicted HT rate is slightly

higher than in ds-G(T)4G. Oscillations in the length dependence of charge

transport has been indeed observed in atomic wires [271] and in single DNA

molecules directly bridged to two electrodes [270]. In A-rich oligomers, HT

rates show indeed oscillatory behaviour, with a period of 4-5 base pairs.[272,
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273]

In light of our excellent agreement with Giese’s experimental results, our

next step is the study of Schuster’s oligomer, with the final goal of finding

an explanation reconciling the experimental observations of both groups,

which, as outlined in the previous section, do not agree about the behaviour

in HT of double strands where two G bases are separated by a bridge formed

by four thymines. In order to do this, we focused on the main difference

between the oligomers studied by the two groups, i.e. the different number

of guanine sites. Indeed, we suggest that tunneling becomes extremely slow

in oligomers containing several guanine sites ahead of the thymine bridge,

because the charge tends to bounce among them rather than crossing the

bridge.

To check this hypothesis, we studied the three oligomers in table 9.4,

which are simply obtained by repeatedly adding a guanine-thymine cou-

ple on both ends of Giese’s oligomer (GT4G). Inspection of table 9.4,

Table 9.4. Time (ps) required to have a sum of damages over all the bases
beyond the thymine bridge of 10%.

GT4G GTGT4GTG GTGTGT4GTGTG

intra-strand 80 320 >1000
inter-strand 10 40 50

which reports the time required for the total amount of damage located

on all the G bases beyond the thymine bridge to be 10%, shows that

the charge transport is faster if it occurs inter-strand i.e. involving the

A bases on the complementary strand, as it could have been anticipated

from our previous analysis of Giese’s oligomers (table 9.3). More impor-

tantly, the time significantly increases when passing from Giese’s G(T)4G

to GTG(T)4GTG, further increasing when considering Schuster’s oligomer.

We have studied GTG(T)4GTG as an intermediate between Giese’s and

Schuster’s oligomers, to show that a significant increase in transition times
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already occurs when two Gs are near.

Figure 9.6. Time evolution of hole initially localized on the leftmost
G in Schuster’s oligomer. As outlined by the legend in the figure, a red
square means that at this time the damage fraction on the molecule is
between 0.7 and 1.0, etc.

To gain deeper insight about this peculiar behaviour, we have reported

in fig. 9.6 the time evolution of the population for an hole initially localized

on the leftmost guanine in Schuster’s oligomer. We can easily notice that

at the beginning and for a quite long time, the charge goes back and forth

among the three Gs ahead of the thymine bridge before any fraction of dam-

age on the Gs beyond can be observed. In other words, the bridge crossing

may occur only on timescales maybe not consistent with the experimental

time range, thus explaining why in ref. 240 no damage is observed at the

final 8-oxoG step.

In summary, from our data we can conclude that the T4 bridge is not

a barrier for charge transfer itself. The different behaviour observed by the

two groups is related to the fact that, in Schuster’s experiment the charge
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does not cross the bridge because it bounces between nearest guanine sites,

an effect that cannot take place in Giese’s oligomers where there are no Gs

close to each other.
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Chapter 10

Conclusions

Organic semiconductor-based electronic devices have raised great expec-

tations because of their novel material properties and favorable economic

synthesis and processing. Substantial experimental effort has been devoted

to the identification of better semiconductors (i.e. those showing higher

mobilities) suitable for everyday applications. Despite the intense research

effort, new OSCs have usually been discovered by trial and error and, even

retrospectively, it was not always possible to explain why some materials

exhibit better performances than others. However, in light of the difficul-

ties, slowness and high cost of experimental synthesis and characterization

of new semiconductors, a more efficient approach is now required, and, in

thie respect, the use of computer-aided material discovery can be important

to accelerate the pace of organic semiconductor discovery. Unfortunately,

progresses in this area have been slowed down because of the active debate

about the most appropriate theoretical approach to model charge transport

in these materials.

In this thesis we have described and applied five among the most used

theoretical approaches for the description of CT in organic semiconductors:

the Marcus theory, the Fermi Golden Rule (FGR), the Second Order Cu-

mulant expansion of the density matrix (SOC), the quantum dynamics, and
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a recently developed approach, the Transient Localization Theory (TLT).

Along with this analysis, substantial effort has been devoted to the develop-

ment of two approximate strategies that ensure a remarkable shortening of

the computational time without affecting the reliability of the results. The

first one, applicable in quantum dynamics, allows to effectively reduce the

Hilbert space, still retaining the most important features of the dynamical

behaviour of the system. The second approximate procedure, developed in

collaboration with prof. Alessandro Troisi from Liverpool University, allows

the fast evaluation of the non-local electron-phonon coupling, a quantity de-

scribing the strength of thermal motions in organic crystals, with the final

goal of developing a method suitable for the analysis of big databases. We

have then compared their performances in reproducing experimental results

and stressed their strengths and shortcomings together with their range of

validity.

We have analyzed the performances of Marcus formula, FGR and SOC

in reproducing experimental anisotropic mobilities for tetracene, pentacene,

picene and rubrene single crystals. SOC predictions, which are in good

agreement with results obtained by quantum dynamic simulations, well re-

produce experimental data, with a slight overestimation, though. That is

possibly due to the influence of surface contamination, grain boundaries, de-

fects, etc., which have been omitted in simulations but are always present in

real samples. Therefore, the SOC approach appears to provide a computa-

tionally economical and reliable way for estimating hole transfer mobilities,

including their temperature dependence, considering the whole set of in-

tramolecular vibrational coordinates. That approach can also handle cases

in which the Fermi Golden Rule is inadequate, i.e. ultrafast hole trans-

fer processes, occurring in molecular systems exhibiting strongly peaked

Franck-Condon weighted density of states. Marcus semiclassical approach

can provide qualitatively correct values of mobilities at room temperature,

but it is unable to predict reliable temperature dependencies because it
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cannot account for tunneling effects, which are dominating at low temper-

atures.

We have then applied a recently developed method, the TLT approach,

to the same systems. TLT should be physically more sound for the descrip-

tion of CT in organic semiconductors, since it takes into account quantum

localization together with dynamic disorder, i.e. the oscillations of the trans-

fer integrals because of thermal motions. Since evaluating dynamic disor-

der is computationally expensive, we have developed a methodology for

its quick computation relying on two main approximations: the evaluation

of the Cartesian gradient of transfer integral and the use of approximate

phonons computed within the rigid body approximation. Despite the severe

approximations, our method has led to results in excellent agreement with

data obtained with more accurate approaches. The relatively high number

of molecules studied by this approach has allowed us to outline some gen-

eral trends. First of all, we have shown that there is almost no correlation

between the transfer integral V and their room temperature fluctuation σ.

For this reason, the fluctuation of the transfer integral should not be con-

sidered an unavoidable property of these materials while, on the contrary,

one could search for materials for which the ratio σ/|V | is minimized. Sec-

ondly, since our data point out that materials with small σ are invariably

characterized by small values of the gradient of the transfer integral with

respect to all atomic translations |∇V |, and this quantity is substantially

cheaper to evaluate, we highlight the possibility of using |∇V | instead of σ

to identify materials showing low dynamic disorder.

Using these quantities, we have evaluated mobility in pentacene, rubrene,

tetracene and picene single crystal in the framework of TLT approach. We

have found a very good agreement between SOC and TLT predictions, and

with experimental data, suggesting that both the models are adequate in

describing CT in organic semiconductors. However, TLT approach seems

to be more appealing than SOC because it does not introduce the arbitrary

interpolation assumption of a monoexponential decay (used to get SOC
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time averaged rate constants) and it resorts to assumptions in line with the

physics underlying CT in organic semiconductors.

Finally, we have presented a strategy for a computationally efficient

simulation of charge transfer in DNA. Interest on this topic has arisen be-

cause, apart from the biochemical relevance connected with the oxidative

damage of nucleic acids, long range hole transfer (HT) makes DNA a po-

tentially well-suited material for nanoelectronics. Indeed DNA has already

been used for the design of sensors or as a template, by exploiting its self-

assembling properties. In this thesis HT rates through some DNA oligomers

has been studied resorting to our quantum dynamics approach, using a set

of parameters obtained by reliable density functional calculations carried

out in our group, which show a good agreement with results of spectro-

electrochemical measurements. Our analysis reproduce in a quantitative

way the observed distance dependence of hole transfer rates reported in the

literature by Giese’s group, shedding light on the role played by delocal-

ized domains in the hole transfer process. Furthermore, analysis over other

oligomers, studied by Schuster’s group, has allowed us to offer a point of

view that can explain the experimental results of both groups, even though

they have been considered discordant for a long time, focusing on the im-

pact of different number of guanines in the strands.

It is author’s hope that the analysis carried out throughout this the-

sis may contribute to shed light on the interesting yet controversial topic

of computer-aided material science, in a first step towards a future where

theory can play a larger role in material design. The spirit that animates

the author of this thesis is the hope that one day, quoting ref. 4, “the com-

putational chemist will not only be asked «Why does this material work?»,

but can also answer «Which derivative do I expect the best outcome, even

before synthesis begins?», [...] with a productive collaborative relationships

between computational chemists, synthetic chemists, and device engineers.”
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Appendix A

Marcus formula derivation

One of the simplest derivations of the Marcus equation considers the CT

reaction as a radiationless transition between 2 electronic states a and b,

resorting to the Landau-Zener formula [96, 109–111] to express the proba-

bility for a system to cross from a to b:

Pab =
2π

h̄

|Vab|2
dx
dt

d(Va−Vb)
dx

(A.1)

where Vab is the coupling between the two states, d(Va−Vb)
dx is the difference in

slope of the potential energy surfaces and dx
dt is the velocity of the system

moving to state b. We rewrite here for convenience eq. 3.1, describing

the potential energies of the two states as two parabolas with the same

curvature K =Mω2:

Va =
K(x− xa)

2

2
+ Ea Vb =

K(x− xb)
2

2
+ Eb. (A.2)

The transition rate kva for a vibrational state va is the product of the

frequency the system hits the barrier (ω/2π) and the probability to make

the transition Pab. Since the system passes the barrier point twice per

vibration cycle (once from the left and once from the right), the rate is

kva =
ω

π
Pab (A.3)

139



A – Marcus formula derivation

Figure A.1. Potential energy surfaces for the states a and b.

For a classical harmonic oscillator (E = Mω2x2/2 ⇒ xω =
√

2E/M), the

velocity dx
dt to reach the barrier point is:

dx

dt
=

√

2

M
(Eva −∆E‡) (A.4)

where we expressed the energy E as the difference between the energy of

the state va and the activation energy ∆E‡. Finally, from eq. A.2, the

difference between the two potential surfaces is

Va − Vb =
Mω2x2

2
− Mω2(x− xb)

2

2
(A.5)

and taking its derivative we get the difference in slope:

d(Va − Vb)

dx
=Mω2x2b (A.6)

Combining eq.s A.1, A.3, A.4 and A.6, the rate for the state va can be

written as:

kva =
2 |Vab|2

h̄ωxb
√

2M(Eva −∆E‡)
(A.7)
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The mean CT rate k is now obtained averaging over a Boltzmann dis-

tribution of vibrational states:

k =

∫∞
0 kabe

−βEvadEva
∫∞
0 e−βEvadEva

(A.8)

that is (making a change of variable in the numerator z =
√

En −∆E‡):

k =
|Vab|2

h̄ωxb
√
2M

e−β∆E‡ ∫∞
0 2zdze−βz

2

/z
∫∞
0 e−βEvadEva

(A.9)

which, after integration, gives the desired result

k =
√
2π

|Vab|2

h̄ωxb
√
2MkBT

e−∆E‡/(kBT ) (A.10)

Marcus further simplified this formula by assuming that there is neither

entropic nor volume change (i.e. ∆E‡ = ∆G‡) and relating the activation

free energy ∆G‡ to physically well-sound quantities: the free energy change

of the CT reaction (∆G0) and the reorganization energy λ, i.e. the energy

spent from the state a to reach the nuclear configuration of the state b

without actually changing electronic state (fig. A.2).

Rewriting eq. A.2 with the abovementioned assumptions (no entropy

changes, xa = 0, Eb = 0) we have:

Ga =
kx2

2
+ ∆G0 Gb =

k(x− xb)
2

2
(A.11)

Where ∆G0 is the free energy change of the CT reaction.

It is evident from fig. A.2 that the activation energy ∆G‡ can be written

as:

∆G‡ = Gb(xc) + ∆G0 (A.12)

where xC is the point where the two potential curves intersect, i.e.

Ga(xC) = Gb(xC) (A.13)
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Figure A.2. Nuclear motion accompanying electron transfer. Curves a
and b represent the change in free energy with nuclear coordinate x for the
states between which CT occurs.

Using eq.s A.11 and A.13 and substituting in eq. A.12 we obtain

∆G‡ =
kx2b
8

+
∆G0

2kx2b
+

∆G0

2
(A.14)

Now, defining the reorganization energy λ as the change in Gibbs energy if

the reactant state a is at the equilibrium conformation of the product state

b without the electron transfer, it is easy to see that:

λ = Gb(0) (A.15)

Using this definition we can rewrite eq. A.14 as

∆G‡ =

(

∆G0 + λ
)2

4λ
(A.16)

Substituting this in eq. A.10, and using the definition of the reorganization

energy λ (eq. A.15) we finally obtain the kinetic rate expression for CT

reaction according to Marcus:

k =
|V |2
h̄

√

π

λkBT
exp

(

∆G0 + λ
)2

4λkBT
(A.17)
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FGR derivation and the GF

approach

One of the simplest derivation of FGR formula relies on the time-dependent

perturbation theory under the assumption that the time of the measurement

is larger than the transition time [274], as we shall see in the following.

We start from the time-dependent Schrödinger equation:

ih̄
∂
∣

∣Ψ(t)
〉

∂t
= H

∣

∣Ψ(t)
〉

, (B.1)

assuming that the Hamiltonian can be splitted in two contributions:

H = H0 + ηV(t), (B.2)

where H0 is a time-independent part modeling the isolated system, having

eigenvalues and eigenfunctions known, while V(t) is the perturbing Hamil-

tonian. η is a dummy variable introduced to take advantage of series ex-

pansion.

Denoting by {ψ0
k} the set of eigenfunctions of H0 with eigenvalues E0

k

H0ψ0
k = E0

kψ
0
k, (B.3)
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{ψ0
k} are a complete basis set, so

∣

∣Ψ(x, t)
〉

, eigenfunction of the whole

Hamiltonian (H) at time t, can be expressed as linear combination of the

eigenfunctions of H0

∣

∣Ψ(x, t)
〉

=
∑

k

ck(t)
∣

∣ψ0
k(x, t)

〉

. (B.4)

Since
∣

∣ψ0
〉

is a stationary state, its time dependence is [274]:

∣

∣ψ0(t)
〉

=
∣

∣ψ0
〉

× exp

(

− iE0t

h̄

)

(B.5)

So we can rewrite eq. B.4 as:

∣

∣Ψ(t)
〉

=
∑

k

ck
∣

∣ψ0
k

〉

× exp

(

− iE0
kt

h̄

)

(B.6)

It is useful to explicitly write out the time dependence of the basis set, so

that all the time dependence resides in the combination coefficients ck.

Substituting
∣

∣Ψ(t)
〉

in the eq. B.1 we get:

ih̄
∂

∂t

[

∑

k

ck(t)
∣

∣ψ0
k

〉

× exp

(

− iE0
kt

h̄

)

]

=

= (H0 + V)
[

∑

l

cl(t)
∣

∣ψ0
l

〉

× exp

(

− iE0
l t

h̄

)

] (B.7)

From which:

ih̄

[

∑

k

ċk(t)
∣

∣ψ0
k

〉

× exp

(

− iE0
kt

h̄

)

]

=
∑

l

clV
∣

∣ψ0
l

〉

× exp

(

− iE0
l t

h̄

)

(B.8)

Multiplying both sides by
〈

ψb

∣

∣ we get:

ih̄ċb(t) =
∑

l

cl
〈

ψ0
b

∣

∣V
∣

∣ψ0
l

〉

× exp (−iωlbt) (B.9)

Where ωlb =
(E0

l
−E0

b
)

h̄ .

Since (eq. B.2) V depends on η, so do cl and cb, and we can write both cl

and cb as a (Maclaurin) power series in η,

cb = c
(0)
b + ηc

(1)
b + η2c

(2)
b + . . . . (B.10)
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Substituting eq. B.10 in eq. B.9 and comparing coefficients of each power

of η results in an infinite series of simultaneous equations. The zeroth and

first-order equations are respectively

ih̄ċ0b(t) = 0 (B.11)

ih̄ċ1b(t) =
∑

l

c0l
〈

ψ0
b

∣

∣V
∣

∣ψ0
l

〉

× exp (−iωlbt). (B.12)

Assuming that at time t = 0 the system is in one state a, so that ca(t =

0) = 1 while cl(t = 0) = 0 ∀l /= a, eq. B.6 becomes:

∣

∣ψ(0)
〉

=
∣

∣ψ0
a(0)

〉

, (B.13)

while eq. B.12 is, since c0n = 1:

ih̄ċ
(1)
b (t) =

〈

ψ0
b

∣

∣V
∣

∣ψ0
a

〉

× exp (−iωabt) . (B.14)

Assuming now that
〈

ψ0
b

∣

∣V
∣

∣ψ0
a

〉

, which in the following will be denoted as

Vba, is time independent, we get after integration:

c
(1)
b (t) =

Vba
h̄ωab

× [1− exp (−iωabt)] (B.15)

This is the amplitude probability to find the system in the state
∣

∣b
〉

at time

t, for a system in the state
∣

∣a
〉

at time t = 0 as a consequence of the action

of the perturbation V . Its square modulus is the probability:

P =

(

2
∣

∣Vba
∣

∣

h̄

)2 sin2
[

(Eb−Ea)
2h̄ t

]

∣

∣Eb − Ea

∣

∣

2
/h̄2

(B.16)

Integrating for long times t→ ∞, we can take advantage of the limit

lim
α→∞

1

π

sin2 αx

αx2
= δ(x) (B.17)

So we can rewrite eq. B.16 as

lim
t→∞

P = 4

∫

πt

2h̄
δ(Eb − Ea)

∣

∣Vba
∣

∣

2
ρ(Eb)dEb (B.18)
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And since the rate constant is defined as the transition probability per unit

time, we have

kFGR = lim
t→∞

P

t
=

2π

h̄

∣

∣Vba
∣

∣

2
δ(Evb − Eva) (B.19)

If the transition involves several vibrational states va and vb belonging

respectively to state a and b, the transition probability is given by the sum

over all vibrational states vb of b, thermally averaged over all vibrational

states va of the initial electronic state a. Substituting eq. B.17 in eq. B.16,

and taking into account this summation, we get

k =
1

Z

∑

va,vb

exp(−βEva)
〈

a, va
∣

∣V
∣

∣b, vb
〉2
δ (Eb,vb − Ea,va − hν) . (B.20)

Here Z is the vibrational partition function of the initial electronic state,

and the sum runs over all vibrational states of
∣

∣a
〉

and
∣

∣b
〉

. This infinite

summation can be avoided by resorting to the generating function (GF)

approach [90, 98], which we will discuss in the next section.

B.1 The generating function approach

As demonstrated in ref.s 90, 91, 98, the absorption cross section for a

radiative transition between the electronic states
∣

∣a
〉

and
∣

∣b
〉

for unit time

occurring at a certain frequency ν is :

σ(ν) =
8π3ν

3nc
Iba(ν)

Iba(ν) =
1

Z

∑

va,vb

∣

∣

〈

b, vb
∣

∣µ
∣

∣a, va
〉∣

∣

2
δ(Eb,vb − Ea,va − hν)

(B.21)

where c and n are the light velocity in vacuum and the index of refraction,

µ denotes the dipole moment operator, va and vb are the vibrational states

of
∣

∣a
〉

and
∣

∣b
〉

, respectively, and Z indicates thermal average over the initial

vibrational state. This quantity, which allows to reproduce the experimen-

tal absorption/emission spectra, presents the same infinite summation as
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in eq. B.20; in other words its solution is of paramount importance also for

the evaluation of kinetic constants by FGR.

Following Lax [90] and Kubo [98], the infinite summation in eq. B.21

can be conveniently avoided by introducing the integral representation of

Dirac’s δ function:

δ(Eb,vb−Ea,va−hν) = h−1
∫ ∞

−∞
exp [−i (Eb,vb − Ea,va − hν) t/h̄] dt (B.22)

We introduce now the inverse Fourier transform of the function Iba(t):

Iba(ν) = h−1
∫

dte−iωtIba(t), (B.23)

where

Iba(t) =
∑

va

∑

vb

〈

a, va
∣

∣µ†e−λEb,vb

∣

∣b, vb
〉〈

b, vb
∣

∣µe−(β−λ)Ea,va
∣

∣a, va
〉

/Za,

(B.24)

where ω = 2πν, λ = it/h̄ and Za =
∑

va
e−βEa,va , with β = 1/kBT .

Using the completeness relation, we can write the interaction representation

of the time independent Hamiltonian as:
∑

va

exp(−Ea,va)
∣

∣a, va
〉〈

a, va
∣

∣ = exp(−Ha) (B.25)

and integrating over the electronic coordinates Iba(t) can be rewritten in

the very simple form:

Iba(t) =
1

Za

∑

va

〈

va
∣

∣µabe
−λHbµbae

−(β−λ)Ha
∣

∣va
〉

/Za, (B.26)

where µab and µba are operators in the space of the vibrational coordi-

nates. As outlined in part II, we neglect rotational contributions to the

electronic band shape and model the Hamiltonian operators for the nuclear

vibrational motion Ha and Hb in harmonic approximation. Using mass

weighted Cartesian coordinates Q a generic Hamiltonian operator Hz can

be written as:

Hz =
1

2
P†P+

1

2
(Q−Q0

z)
†Ω2

z(Q−Q0
z), (B.27)
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where Q0
z is the nuclear equilibrium position vector of the electronic state

∣

∣z
〉

and Ωzis the vector containing its frequencies. The matrix representa-

tion of Hz can be brought into diagonal form by adopting the set of normal

coordinates:

Q−Q0
z = L−1z qz, (B.28)

chosen in such a way that:

(Q−Q0
z)
†Ω2

z(Q−Q0
z) = qz

†LzΩ
2
zL
−1
z qz = q†zω

2
zqz (B.29)

with ωz being a diagonal matrix.

From the definition of the normal modes of the electronic states
∣

∣a
〉

and
∣

∣b
〉

:

Q−Q0
a = L−1a qa Q−Q0

b = L−1b qb

it follows that:

Q0
a + L−1a qa = Q0

b + L−1b qb

getting

qa = Jqb +K, J = LaL
−1
b , K = La

(

Q0
b −Q0

a

)

(B.30)

which is the well known Duschinky’s affine transformation, allowing to re-

late the normal coordinates of two different electronic states a and b, where

J is the rotation matrix and K the displacement vector.

Following derivation in ref.s 96, 119, 120, we will use in the following

the Cartesian coordinates, the most convenient representation for small

equilibrium displacements.

To numerically evaluate Iba(λ) we transform eq. B.26 in the coordinate

representation, multiplying it several times by the unit operator in the

coordinate representation:

∫ ∞

∞
dQ
∣

∣Q
〉〈

Q
∣

∣ = 1̂ (B.31)

148



B.1 – The generating function approach

writing:

Iba(t) =
1

Za

∫ ∞

−∞
dQ

∫ ∞

−∞
dQ′

∫ ∞

−∞
dQ′′

∫ ∞

−∞
dQ′′′

∫ ∞

−∞
dQiv

∑

va

〈

va
∣

∣Q
〉〈

Q
∣

∣µab
∣

∣Q′
〉〈

Q′
∣

∣e−λHb
∣

∣Q′′
〉

〈

Q′′
∣

∣µba
∣

∣Q′′′
〉〈

Q′′′
∣

∣e−(β−λ)Ha
∣

∣Qiv
〉〈

Qiv
∣

∣va
〉

(B.32)

We now interrupt the derivation to focus on some relations and properties

that will allow us to significantly simplify eq. B.32.

First of all, we will resort to Condon approximation, assuming that the

transition dipole moment does not act over vibrational coordinates, i.e.:

∫

dQ′
〈

Q
∣

∣µab
∣

∣Q′
〉

= µabδ(Q−Q′) (B.33)

Concerning the term
〈

Q
∣

∣e−λHz
∣

∣Q′
〉

, we first observe that adopting normal

coordinates (which uncouple vibrational motion) the Hamiltonian operator

can be written as a sum of terms, one for each normal coordinate:

Hz =
∑

i

ĥzi(qzi),

with :

ĥziψ
(zi)
n (qzi) =

(

n+
1

2

)

h̄ωziψ
(zi)
n (qzi)

In the normal coordinate representation the total vibrational wavefunction

is a product of 3NA − 6 harmonic oscillator wavefunctions (NA = number

of atoms):

Ψz(q) =
∏

i

ψi(qi) (B.34)

We can thus write:

〈

q
∣

∣e−λHz
∣

∣q′
〉

=
∏

i

〈

qi
∣

∣e−λĥzi
∣

∣q′i
〉

(B.35)
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Inserting the unit operator
∑

vi

〈

vi
∣

∣vi
〉

, where
∣

∣vi
〉

is an eigenstate of ĥzi,

each term of the product in eq. B.35 can be written as:
〈

qi
∣

∣e−λĥzi
∣

∣q′i
〉

=
∑

vi

〈

qi
∣

∣e−λĥzi
∣

∣vi
〉〈

vi
∣

∣q′i
〉

=
∑

vi

〈

qi
∣

∣vi
〉

e−λEvi

〈

vi
∣

∣q′i
〉

=
∑

vi

e−λEviψ(zi)
vi (qi)ψ

(zi)∗
vi (q′i)

(B.36)

Resorting to Mehler formula, we can write infinite summation appearing in

eq. B.36 into a closer form:
∑

vi

e−λEviΨvi(qi)Ψ
∗
vi(q

′
i) = fzi(qi, q

′
i) =

ωzi
√

2π sinh(λh̄ωi)

exp
[

−ωzi

4h̄
tanh(λh̄ωzi/2)(qi + q′i)

2 − ωzi

4h̄
coth(λh̄ωzi/2)(qi − q′i)

2
]

(B.37)

ωzi being the vibrational frequency if the i-th mode of the electronic state
∣

∣z
〉

. Thus:
〈

q
∣

∣e−λHz
∣

∣q′
〉

= fz(q,q
′) =

∏

i

fzi(qi, q
′
i) (B.38)

where for simplicity we have dropped the index z from q. Eq. B.38 can be

written in tensor form:

fz(q,q
′) = det

[

ωz
√

2π sinh(λh̄ωz)

]

× exp

[

− 1

4h̄
(q+ q′)†ωz

tanh(λh̄ωz/2)(q+ q′)− 1

4h̄
(q− q′)†ωz coth(λh̄ωz/2)(q− q′)

]

(B.39)

where ωz is the diagonal matrix of the vibrational frequency of
∣

∣z
〉

. Ex-

pressing fz(q,q′) as a function of a set of Cartesian displacement coordi-

nates and making explicit the hyperbolic functions and considering that

[ω, eω] = 0 since each power of an operator commutes with the operator

itself, eq. B.39 can be rewritten as:

fz(q, q
′) = det

[

ωz
√

2π sinh(λh̄ωz)

]

× exp

[

− 1

4h̄
(q+ q′)†

(eλh̄ωz/2 − e−λh̄ωz/2)ωz(e
λh̄ωz/2 + e

−λh̄ωz
2 )(q+ q′)− 1

4h̄

(q− q′)†(eλh̄ωz/2 + e−λh̄ωz/2)ωz(e
λh̄ωz/2 − e−λh̄ωz/2)(q− q′)

]

(B.40)
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Since

ωz = LzΩzLz
−1,

and

q = Lz(Q−Q0
z),

which gives:

fz(Q,Q
′) = det

[

Ωz
√

2π sinh(λh̄Ωz)

]

×

× exp

[

− 1

4h̄
(Q+Q′ − 2Q0

z)
†L−1z (eλh̄ωz/2 − e−λh̄ωz/2)LzΩzL

−1
z

(eλh̄ωz/2 + e−λh̄ωz/2)Lz(Q+Q′ − 2Q0
z)−

1

4h̄
(Q−Q′)†L−1z

(eλh̄ωz/2 + e−λh̄ωz/2)LzΩzL
−1
z (eλh̄ωz/2 − e−λh̄ωz/2)L(Q−Q′)

]

(B.41)

where we have used the identity:

det(ωz) = det(Ωz).

Considering now that:

L−1z (eλh̄ωz/2 − e−λh̄ωz/2)Lz = eλh̄Ωz/2 − e−λh̄Ωz/2

eq. B.40 can be rewritten:

fz(Q,Q
′) = det

[

Ωz
√

2π sinh(λh̄Ωz)

]

×

× exp

[

− 1

4h̄
(Q+Q′ − 2Q0

z)
†Ωz tanh(λh̄Ωz/2)(Q+Q′ − 2Q0

z)

− 1

4h̄
(Q−Q′)†Ωz coth(λh̄Ωz/2)(Q−Q′)

]

(B.42)

We now can return to the derivation of GF formula, taking advantage

of some of the results shown to simplify eq. B.32.
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By substituting eq. B.38 in B.32, we get:

Iba(t) =
1

Za

∫ ∞

−∞
dQ

∫ ∞

−∞
dQ′′

∫ ∞

−∞
dQiv

∑

va

〈

va
∣

∣Q
〉

|µab|2fb(Q,Q′′)fa(Q′′,Qiv)
〈

Qiv
∣

∣va
〉

1

Za

∫ ∞

−∞
dQ

∫ ∞

−∞
dQ′′

∫ ∞

−∞
dQiv

∑

va

|µab|2fb(Q,Q′′)fa(Q′′,Qiv)
〈

Qiv
∣

∣va
〉〈

va
∣

∣Q
〉

=

|µab|2
Za

∫ ∞

−∞
dQ

∫ ∞

−∞
dQ′′fb(Q,Q

′′)fa(Q
′′,Q)

(B.43)

Using eq. B.42, it becomes:

Iba(t) =
|µab|2
Za

det

[

Ωb
√

2π sinh((β − λ)h̄Ωb)

]

×

×det

[

Ωa
√

2π sinh(λh̄Ωa)

]

∫ ∞

−∞
dQ

∫ ∞

−∞
dQ′′

exp

[

− 1

4h̄
(Q+Q′′ − 2Q0

b)
†Kb tanh((β − λ)h̄Ωb/2)(Q+Q′′ − 2Q0

b)

− 1

4h̄
(Q−Q′′)†Kb coth((β − λ)h̄Ωb/2)(Q−Q′′)

− 1

4h̄
(Q′′ +Q− 2Q0

a)
†Ka tanh(λh̄Ωa/2)(Q

′′ +Q− 2Q0
a)

− 1

4h̄
(Q′′ −Q)†Ka coth(λh̄Ωa/2)(Q

′′ −Q)

]

(B.44)

To solve the integral we make the following change of variables:

x =
Q+Q′′

2
; y =

Q−Q′′

2
; (B.45)

with
(

Q

Q′′

)

=

(

I I

I −I

)

(

x

y

)

(B.46)
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and 2n Jacobian of the transformation (Q,Q”) to (x, y). The integral

obtained is:

Iba(t) =
|µab|2
Za

det

[

Ωb
√

2π sinh((β − λ)h̄Ωb)

]

det

[

Ωa
√

2π sinh(λh̄Ωa)

]

2n
∫ ∞

−∞
dx

∫ ∞

−∞
dy

exp

[

−1

h̄
(x−Q0

b)
†Kb tanh((β − λ)h̄Ωb/2)(x−Q0

b)

−1

h̄
(y)†Kb coth((β − λ)h̄Ωb/2)(y)

−1

h̄
(x−Q0

a)
†Ka tanh(λh̄Ωa/2)(x−Q0

a)

−1

h̄
(−y)†Ka coth(λh̄Ωa/2)(−y)

]

(B.47)

Using the notation:

Tb =
1

h̄
Kb tanh((β − λ)h̄Ωb/2) Cb =

1

h̄
Kb coth((β − λ)h̄Ωb/2) (B.48)

Ta =
1

h̄
Ka tanh(λh̄Ωa/2) Ca =

1

h̄
Ka coth(λh̄Ωa/2)

eq. (B.47) becomes:

Iba(t) =
|µab|2
Za

det

[

Ωb
√

2π sinh((β − λ)h̄Ωb)

]

det

[

Ωa
√

2π sinh(λh̄Ωa)

]

2n
∫ ∞

−∞
dx

∫ ∞

−∞
dy exp

[

−(x−Q0
b)
†Tb

(x−Q0
b)− (y)†Cb(y)− (x−Q0

a)
†Ta(x−Q0

a)− (−y)†Ca(−y)
]

(B.49)

Solving the two integrals (ref. [96]) we finally obtain:

Iba(t) =
|µab|2
Za

[detΦ]−1/2 exp
(

−KJTa(Ta +Tb)
−1TbJK

)

(B.50)
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where [detΦ]−1/2 is:

[detΦ]−1/2 = det

[

Ωb
√

2π sinh((β − λ)h̄Ωb)

]

det

[

Ωa
√

2π sinh(λh̄Ωa)

]

(Cb +Ca)(Tb +Ta)2
n

(B.51)

Equations B.50 and B.51 depend on the vibrational frequencies of the initial

and final state as well as on J and K of Duschinky’s transformation (B.30).

Substituting this result in the inverse Fourier transform, eq. B.23, it is pos-

sible to evaluate the Franck-Condon weighted density of states avoiding the

infinite summation in eq. B.21.

The generating function approach here described is the most efficient

method to evaluate Franck-Condon weighted densities of states, since it

allows to include in computations all the normal modes, taking also into

account the displacements of the equilibrium positions of the two electronic

states, the change of the vibrational frequencies and the effects of normal

mode mixing.
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Appendix C

Numerical methods for

Quantum Dynamics

The most straightforward method for the resolution of the time depen-

dent Schrödinger equation is the diagonalization of the entire Hamiltonian

matrix [275], leading to formally exact results. However, this method is

computationally extremely expensive (it scales as N3, where N is the size

of the matrix), so it is rarely used in quantum dynamics simulations, where

big-sized matrices are usually involved. A popular approximate method

capable of handling time evolution for big matrices is the Lanczos method

[275–278]. It starts from the time-dependent Schrödinger equation

− ih̄
dC

dt
= HC, (C.1)

whose exact solution would be:

C(t) = exp

(

− i

h̄
Ht
)

C(0). (C.2)

Expansion of eq. C.2 to the p-th order (with p < N) defines p independent

vectors in the N -dimensional space:

exp

(

− i

h̄
Ht
)

C(0) ≈
p−1
∑

k=0

(−it/h̄)k

k!
HkC(0) =

p−1
∑

k=0

(−it/h̄)k

k!
dk, (C.3)
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where dk are defined as:

dk = Hdk−1 d0 = C0 (C.4)

Unfortunately, the p vectors defined in this way are usually not indepen-

dent. The great advantage of Lanczos procedure is that it yields a set of p

independent vectors {C}p, spanning the same subspace of {d}p, in terms

of which the Hamiltonian assumes a tridiagonal form.

HC0 = α0C0 + β0C1

HCk = βK−1Ck + αkCk + βkCk+1 (k > 0),
(C.5)

where:

αk = C+
k HCk

βk−1 = C+
k−1HCk

(C.6)

The vectors and matrix elements in eq.s C.5 and C.6 define a rectangular

transformation matrix AN×p from the basis {
∣

∣l, v̄l
〉

}N to the p-dimensional

subspace spanned by {C}p and by the Hamiltonian matrix Hp in this sub-

space:

Ap = [C0C1C2...Cp−1] (C.7)

Hp =























α0 β0 0 ... 0 0

β0 α1 β1 ... 0 0

0 β1 α2 ... 0 0

... ... ... ... ... ...

0 0 0 ... αp−2 βp−2

0 0 0 ... βp−2 αp−1























(C.8)

We now solve the TDSE in this reduced representation, defining a(t) (whose

dimensions are p×1) as the vector containing the coefficients of the p vectors

{C}p, which are in turn coefficients of the basis
∣

∣l, v̄l
〉

.

The Lanczos-reduced TDSE can be now defined as:

∂a

∂t
= − i

h̄
Hpa. (C.9)
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Eq. (C.9) can be solved by diagonalization because of its reduced dimen-

sionality, giving:

a(t) = exp

{

− i

h̄
Hpt

}

a(0). (C.10)

Where the coefficients C are obtained from the matrix Ap,

C(t) = Apa(t). (C.11)

Finally the wavefunction can be evaluated as:

Ψ(t) =
∑

l,v̄l

C
(l)
v̄l (t)

∣

∣l, v̄l
〉

. (C.12)

From this derivation it is apparent that Lanczos method leads to wrong

results when amplitude in the last reduced basis vector Cp−1 cannot es-

cape to the (unknown) vector Cp outside the reduced basis. Therefore the

simplest criterion for the time τ , over which eq. C.10 is valid, is to set a

limit on the probability that the system is in the last reduced vector Cp−1,

i.e.
∣

∣[a(t)]p]
∣

∣

2 ≤ ǫ. (C.13)

It can be shown that [136, 275], given an accuracy parameter ǫ, the Lanczos

method yields errors lower than ǫ in a time interval 0 ≤ t ≤ τ , where

τ =



ǫ

(

(p− 1)!
∏p−1

k=0 βk

)2




1/[2(p−1)]

. (C.14)

In practical implementation it has been noticed that convergence is achieved

for p = 20− 30 for the time intervals analyzed in this thesis [275].
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