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Abstract

Measurement of Λc Baryon production in the decay channel Λc → pK0
S in

proton-proton and proton-lead collisions with ALICE detector at LHC

by Elisa MENINNO

This thesis describes the study of the production of the charmed baryon Λc in proton-
proton and proton-Lead collisions with the ALICE experiment, operating at the
Large Hadron Collider (LHC) at CERN.
ALICE was build to study hadronic collisions (pp and A-A) and, in particular, aims
to investigate the Quark-Gluon Plasma (QGP), state of the matter during the first in-
stants of life of the universe. When two ultra-relativistic heavy nucleus collide, the
extreme conditions of temperature and pressure, necessary for the QGP formation,
can be created. In particular, heavy quarks (charm and beauty) are produced in hard
scattering processes during the first stages of the hadronic collision.
The measurement of hadrons with heavy quarks, in pp collisions at the LHC en-
ergies, is a powerful test for perturbative quantum cromodynamics (pQCD) in this
energy domains. Moreover, this studies are the necessary reference for studying the
production of heavy quarks in nucleus-nucleus collisions: here, the heavy quarks
primarily produced, propagate through the hot medium created in the collision and
interact with its constituents, bringing information about all the medium evolution.
Studying the Λc production in p-Pb collisions, in addition, allows for the investiga-
tion of cold nuclear matter (CNM) effects, not due to the formation of the medium.
The thesis describes the analysis strategy developed and used to measure the Λc,
through the reconstruction of the decay channels Λ+

c → pK0
S, using invariant mass

studies. The analysis has been performed using two data sample: ∼ 3 × 108 events
in pp collisions at

√
s = 7 TeV and ∼ 108 events in p-Pb collisions at

√
sNN = 5.02

TeV, collected respectively in 2010 and 2013 with the ALICE detector.
All the relevant results are shown, from the Λc signal extraction in several intervals
of transverse momentum, to the measurement of the cross section of production of
Λc prompt (i.e. from direct hadronization of quark charm). The results are compared
with those obtained with other analyses performed with the ALICE experiment, us-
ing different analysis strategies and different Λc decay channels, in both pp and p-Pb
sample. Also a first comparison with predictions from Monte Carlo simulation is
shown.
The results presented in this thesis have been recently approved by the ALICE Col-
laboration, and some of them already presented at several national and international
conferences. A publication, including all the Λc analyses performed in ALICE, is at
the first step of review by the Collaboration.
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Abstract

Measurement of Λc Baryon production in the decay channel Λc → pK0
S in

proton-proton and proton-lead collisions with ALICE detector at LHC

by Elisa MENINNO

Nella tesi è descritto lo studio della produzione del barione con charm Λc in collisioni
protone-protone e protone-Piombo con l’esperimento ALICE (A Large Ion Collider Ex-
periment), che opera presso il potente acceleratore LHC (Large Hadron Collider).
ALICE è stato costruito per studiare collisioni adroniche (pp e nuclei pesanti, A-A)
e, in particolare, è ottimizzato per investigare il Quark-Gluon Plasma (QGP), stato in
cui doveva trovarsi la materia nei primi istanti di vita dell’Universo. Quando due
nuclei pesanti si avvicinano a velocità prossime a quella della luce per poi collidere,
possono ricrearsi le condizioni estreme di temperatura e densità necessarie alla for-
mazione del QGP. I quark pesanti (charm e beauty) sono prodotti in processi di hard
scattering tra partoni durante le primissime fasi di una collisione adronica.
La misura di adroni contenenti quark pesanti in collisioni pp alle energie di LHC è
un utile test per la cromodinamica quantistica perturbativa (pQCD) in questo nuovo
dominio di energia. Inoltre, tali misure costituiscono il termine di confronto per gli
studi di produzione di quark pesanti in collisioni tra nuclei. Qui, i quark pesanti
primariamente prodotti, infatti, si propagano attraverso il mezzo caldo e denso, for-
matosi nella collisione, interagendo con i suoi costituenti. Questo li rende sonde
sensibili all’intera evoluzione del mezzo caldo creato. Dal confronto delle misure di
barioni e mesoni con charm (Λc è il barione più leggero contenente charm), è possibile
recuperare preziose informazioni circa il tipo di mezzo formatosi in una collisione
tra ioni pesanti.
Studiare la produzione di Λc, in collisioni p-Pb, inoltre, permette di studiare effetti
di materia nucleare fredda, non dovuti alla formazione del QGP.
In questa tesi viene descritta la strategia di analisi sviluppata e utilizzata per mis-
urare il barione Λc , attraverso la ricostruzione del canale di decadimento Λ+

c → pK0
S

basata su studi di massa invariante. L’analisi è stata eseguita su due campioni di
dati: circa 3 × 108 eventi in collisioni pp a

√
s= 7 TeV e circa 108 eventi in collisioni

p-Pb a
√
sNN = 5.02 TeV, raccolti rispettivamente nel 2010 e nel 2013 con il rive-

latore ALICE. Sono presentati i risultati ottenuti, dall’estrazione del segnale per la
Λc in diversi intervalli di impulso trasverso, fino alla misura della sezione d’urto
di produzione di Λc prompt (da adronizzazione diretta del quark charm). I risultati
sono inoltre confrontati con quelli ottenuti con altre analisi, realizzate sempre con
l’esperimento ALICE e usando entrambi i campioni dati pp e p-Pb , ma studiando
diversi canali di decadimento e utilizzando diverse strategie di analisi.
Una pubblicazione su questa analisi è attualmente il fase di review da parte della
Collaborazione ALICE.
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Introduction

The study of the behavior of heavy (charm and beauty flavoured) quarks is a unique
tool to investigate the medium formed in heavy-ion collisions, called Quark-Gluon
Plasma (QGP). As part of this program, the investigation of thermalization and hadroniza-
tion of heavy quarks in the medium can be studied via the baryon/meson ratio for
charm (Λc /D) and for beauty (Λb/B). It has been predicted [1] that if [ud] di-quark
exist in the QGP formed in heavy ions collisions, this would lead to a significant
enhancement of Λc /D0 (and Λb /D0). Indeed, in the presence of di-quarks [ud],
the Λc (Λb ) can be formed from two-body collisions between c (b) quarks and [ud]
quarks. Compared to the usual three-body collisions among c(b), u and d, the two-
body collisions have a larger phase space than the three-body collisions. In Fig. 1 the
yield of Λc , estimated in a quark coalescence model, is plotted as a function of the
temperature of QGP. The dashed line corresponds to the case without di-quark mass,
the two solid lines are instead for the cases with di-quark mass m[ud] of 450MeV
(bold solid line) and 600 MeV (thin solid line)

FIGURE 1: Λc yield in function of the temperature of the QGP, esti-
mated in a coalescence model.

The Λc analysis described in this thesis is performed with the ALICE (A Large
Ion Collider Experiment) experiment at the LHC (Large Hadron Collider). A subset of
the central barrel detectors of ALICE is essential for the analysis: the Inner Tracking
System (ITS) for vertex reconstruction and tracking, the Time Projection Chamber (TPC)
for tracking and Particle Identification (PID) and the Time of Flight (TOF) detector for
PID.
The measurement of Λc in Pb-Pb collisions is challenging with the resolution on the
impact parameter of the current Inner Tracking System (ITS) detector [2]. However,
it’s really important to study heavy baryon production also in elementary systems,
i.e pp and p-Pb collisions.

• pp collisions:
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It is necessary for ALICE to establish a firm baseline measurement in pp col-
lisions measuring Λc production through different channels. It is also worth-
while to note that Λc production has been measured mainly at electron-positron
colliders at SLAC [3], elsewhere before [4, 5] and at HERA in ep collisions [6].
Existing Λc cross-section measurements at hadron colliders are back to ISR [7]
in a completely different energy regime. At Tevatron collider D mesons have
been extensively measured, in terms of cross section too [8], while no-prompt
Λc s have been reconstructed as decay products of b-hadrons [9]. Several de-
cay modes of Λ+

c have been measured by FOCUS [10] with a fixed-target ex-
periment at FNAL, (but not the channel object of this analysis). At LHC the
LHCb experiment reported a measurement of prompt Λ+

c production at for-
ward rapidity [11], (our analysis will be done at midrapidity and employing
the reconstruction of a different decay channel).

• p-Pb collisions:
a complete understanding of the Pb-Pb results requires an understanding of
cold nuclear matter effects in the initial and final state, which can be accessed
by studying p-Pb collisions assuming that the QGP is not formed in these colli-
sions. In the initial state, the nuclear environment affects the quark and gluon
distributions, which are modified in bound nucleons depending on the par-
ton fractional momentum x and the atomic mass number A [12] [13]. At LHC
energies, the most relevant effect is shadowing: a reduction of the parton den-
sities at low x, which becomes stronger when Q2 decreases and the nucleus
mass number A increases. This effect, induced by the high phase-space density
of small-x partons, can be described, within the collinear factorization frame-
work, by means of phenomenological parameterizations of the modification
of the PDFs (denoted as nPDFs). If the parton phase-space reaches saturation,
PDF evolution equations are not applicable and the most appropriate theoret-
ical description is the Colour Glass Condensate effective theory (CGC) [14].
Furthermore, the multiple scattering of partons in the nucleus before and/or
after the hard scattering can modify the kinematic distribution of the produced
hadrons: partons can lose energy in the initial stages of the collision via initial-
state radiation [15], or experience multiple soft collisions before the heavy-
quark pair is produced [16]. In addition to the initial-state effects, also final-
state effects may be responsible for a modification of heavy-flavour hadron
yields and momentum distributions. The presence of significant final-state
effects in high-multiplicity p–Pb collisions is suggested by different observa-
tions, e.g. the presence of long-range correlations of charged hadrons [17] [18],
the evolution with multiplicity of the identified-hadron transverse-momentum
distributions [19], and the suppression of the Ψ(2S) production with respect to
the J/Ψ one [20].

We study the channel Λ+
c → pK̄0 exploiting the ALICE PID and tracking capabil-

ities (in particular using V0 topology reconstruction to reduce combinatorial back-
ground) and it extends, with respect to the golden channel, i.e. Λ+

c → pK−π+, the
pT range of the measurement at higher momenta. The present thesis is organized as
described in the following:
After the introduction, the first chapter ( 1) will be focused on the hadron matter
phase transition, from ordinary strong matter to a new phase (the QGP), and on the
QGP studies possible nowadays trough experiments with heavy-ion collisions.
Among the different ways we have to test the QGP formed, a very important role is
played by the heavy flavour (charm and beuty) quarks production. The main results
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obtained in different facilities, until the most recent results at the LHC at CERN, are
summarized in 2.
The chapter 3 instead will be focused on the ALICE experiment with the LHC at
CERN, describing in detail all its components and focusing in particular on those
that are crucial for the Λc analysis, subject of this thesis.
The TOF detector will be carefully presented in chapter 4.
The Λc analysis, through the reconstruction of that particular decay channel, will
be explained in the section 5: The Data Sample and Monte Carlo productions used
are first introduced, as well as the software implemented. Successively the analysis
strategy, with raw yield extraction, efficiency and acceptance estimate, feed-down
correction, are carefully described.
In the last chapter, 6, results are finally shown, in terms of Λc cross section in pp and
p-Pb collisions, with all the studies done to determine the systematic uncertainties
for this analysis . Since the unexpected results from the theoretical point of view,
a long list of additional checks have been performed to validate the results. Our
Λc cross section measurement and Λc /D0ratio measurement will be compared with
other Λc measurements performed both with ALICE and LHCb experiment, as well
as the comparison with previous measurements performed with other experiment
in different experimental conditions.
After that, conclusions and discussion of results are reported.
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Chapter 1

The Quark-Gluon Plasma

In this chapter, the essentials of the Quark-Gluon Plasma (QGP) will be illustrated,
as well as the tools we have to study the QGP through heavy-ion collisions.

1.1 Asymptotic freedom and confinement in QCD

The interaction between protons and neutrons inside the nucleus has been studied
since the discovery of the atomic structure. Protons were postulated to be held to-
gether by an interaction stronger than the electromagnetic one. The introduction of
quarks as elementary constituents of protons, neutrons and all the other hadrons
opened new possibilities to understand the basis of nuclear force.
The Quantum Electro-Dynamics (QED) has been the first local gauge theory that ex-
plained the interaction between electrons and photons through the electric charge
current, introduced by an Abelian group U(1) [21].
For the strong force, the interpretation of the quark-gluon interaction as a gauge
field theory has been the main theoretical development in order to describe the deep
nature of this interaction. Only with the introduction of the quark colour charge
and the local gauge symmetry SU(3) colour , it was possibile to define the Quantum
Chromo-Dynamics (QCD) [22] [23], the most important theory that allows to ex-
plain parton interactions within hadrons.
QCD provides us with two important characteristics of quarks and gluons dynam-
ics:

• Asymptotic freedom

• Break-up of chiral symmetry

Asymptotic freedom Lets consider a quark represented by a triplet ψ. Similarly to
the QED case, it is possible to apply the formalism of the Yang-Mills theories at the
group SU(3) colour and obtain the QCD Lagrangian:

L =

Nf∑
i=1

ψ̄i(iγ
µDµ −mi)ψi −

1

4

8∑
a=1

(F aµνF
aµν) (1.1)

The first term of the 1.1 sums over the number of flavours, the second one instead
is a sum over the number of gauge bosons foreseen in the theory. Since gluons are
colour charged, they can interact with each other, showing an opposite behaviour
with respect to photons that are not charged. QCD is a non-abelian theory and the
evolution term of the gauge fields is defined as:

Fµν = ∂µGν − ∂νGµ + gfabcG
b
µG

c
ν (1.2)
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The last term of 1.2 shows that gluons can interact with each other with the same
coupling g, as quarks do.

In Fig. 1.1 the strong coupling constant in QCD, αs = g2

4π is shown, with the anti-
screening feature. As the typical length scale decreases (or equivalently the transfert
momentum Q of the interaction increases), the coupling strength decreases in QCD,
and this is related to the anti-screening of the color charge, in sharp contrast to the
screening for the QED. For interactions at high transverse momentum, the coupling
decreases and it reaches a fixed ultraviolet point

lim
q2→∞

αs(q
2) = 0 (1.3)

This phenomenon is called asymptotic freedom of QCD, and its discovery was
awarded with the Nobel Prize in 2004 1.

FIGURE 1.1: Coupling coefficient αs for QCD, as a function of trans-
fert momentum Q, measured with different colliding systems.

Quarks interaction, in this situation, can be studied through the parton model,
where the fundamental particles for the strong interaction can be considered as free
within hadrons.
On the other side, the coupling increases when the exchanged momentum between
coloured objects decreases, and it reaches a potential wall when the distances be-
tween quarks are of the order of the fermi (hadrons size). This is a signature of the
confinement of the color. Due to this effect, quarks and gluons are confined within
hadrons and they cannot be “seen” one-by-one. Beyond a critical distance, the po-
tential becomes high enough such that a new quark-antiquark pair pops up from
the vacuum. In this way, the original quark-anti-quark pair splits in two pairs. So,
quarks are always confined inside hadrons and we can never isolate them in QCD.

αs has been measured via many different physics channels and the current word
average value is 0.1184 ± 0.0007 [24]. So, perturbative QCD calculations are fully
valid to describe the strong interaction at high energies, and this is one of the major
successes of the QCD. The description of i) the evolution of parton distribution func-
tions at low Bjorkien x values, ii) the production of jets in elementary collisions, the
properties of bottomonium boud states, represent beautiful examples of the success
of the QCD predictions in its perturbative domain.

1http://www.nobelprize.org/nobel_prizes/physics/laureates/2004/
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Since the QCD coupling strength becomes large at long distances, instead, in this
case we cannot adopt a perturbative method anymore. So, many effective models
have been developed in the domain of hadronic and nuclear physics. Wilson’s lattice
gauge theory may be used. It treats four-dimensional space-time not as a continuum,
but as a lattice with a finite number of points, in analogy with crystals, in which
quarks occupy lattice points while the gauge fields occupy the lattice links. Within
this lattice discretization, on may solve QCD using Monte Carlo numerical simula-
tions. Lattice calculations for gauge theories is the most promising non-perturbative
technique to solve QCD equations. Nowadays, computing facilities for lattice QCD
calculations are a crucial component for the scientific research. They allow us to
compute the αs constant, extract the mass of quarks and most of the hadrons, and
study the hadronic matter phase diagram.

Chiral symmetry breaking in QCD
A simplified Lagrangian of three quark flavors f(u, d, s) can be written as 1.4:

L =

Nf∑
f

ψ̄f (i /D −mf )ψf −
1

4
GaµνG

a
µν (1.4)

with Nf = 3, the coupling gluon field tensor is defined as

Gaµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµA

c
ν (1.5)

and the covariante derivate of the quark field is

i /Dψ = γµ(i∂µ + gAaµ
λa

2
)ψ (1.6)

The gauge covariant derivative relates the coupling of the interaction between the
fundamental constituent g and the gauge fields, bearer of the colour interaction, the
gluons.

For massless quarks, this QCD Lagrangian exhibits a chiral 2 symmetry. This
means that one can decompose the quark files in left-handed and right-handed:

ψL,R =
1

2
(1± γ5)ψ (1.7)

and the QCD Lagrangian 1.4 will be invariant under helicity and flavour trans-
formations. This symmetry is represented as the SU(3)L × SU(3)R symmetry of
QCD. A consequence is that the associated parameter, the vacuum expectation value
or condensate < q̄q >, should be equal to zero.
However, the condensate < q̄q > is not zero, (the existence of the pion is a confirma-
tion of that [25]) and this is what is called spontaneous breaking of the chiral symmetry.
The worlds spontaneous reminds that the chiral symmetry is respected by the QCD
Lagrangian, but broken by the states at low energies. This spontaneous breaking of
the chiral symmetry is one of the predictions of the QCD and it allows to predict the
existence of the Goldstone bosons. The symmetry should be again restored at high
energies and a restoration of symmetry represents a valid condition for the existence
of a phase transition. An analogy with the ferromagnetic transition, for metallic su-
perconductors, related to the spontaneous breaking of the isotropy symmetry, can
be made.

2“Chiral” derives form “hands” in Greek.
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In quantum filed theories, the symmetries of the Lagrangian can be spontaneously
broken at low energies or temperatures. In the QCD in particular, at low energies
there is a spontaneous breaking of the chiral symmetry. The restoration of this sym-
metry at high temperatures becomes a good condition for the existence of a phase
transition.
It should be noticed that the initial assumption for the Lagrangian ( 1.4) was con-
sider quarks u, d and s without mass. Clearly their mass is not zero, anyways that
is a good approximation, since tje masses of the light quarks are small compared to
ΛQCD.

1.2 QCD phase transition

On the basis of thermodynamical considerations and QCD calculations, strongly in-
teracting matter is expected to exist in different states. Its behaviour can change for
different conditions of temperature and baryonic chemical potential µB . µB is de-
fined as the energy E needed to increase of one unity the total number of baryons
and anti-baryons:

µB =
∂E

∂NB
(1.8)

In Fig. 1.2 the phase diagram for hadronic matter3 is presented, for non vanishing
µB and in the pressure versus temperature plane.

FIGURE 1.2: Phase diagram of hadronic matter in the pressure versus
temperature plane for non vanishing baryonic potential.

We can immediately distinguish two regions, one for temperatures below 1019K
and pressure below 1030Pa, where the electromagnetic interaction between atoms
or ions provides the proper degrees of freedom, and one for temperatures and/or

3matter in which the strong interaction is the main interaction between its elementary constituents
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pressures higher, where the strong interaction is dominant.
More in details, at temperatures above 109K (1MeV and/or pressures above 1032Pa
(1MeV/fm3)), the strong interaction is expected to be dominant. At lower tempera-
tures but pressures above 1MeV/fm3, the matter can be described as a degenerated
gas of neutrons. Such a state should exist in the neutron stars. For higher pressures,
above 1035Pa (1 GeV/fm3), the matter is expected to become a low temperature gas
of quarks, not anymore confined inside hadrons. On the other hand, the neutron
matter is expected to evaporate in a gas of nucleons when increasing the tempera-
ture of several MeV, like the liquid-gas phase transition in ordinary matter.
At very high temperatures and pressures, the strength of the strong interaction de-
creases and the nucleon gas could go through a transition to a deconfined state of
matter, expected due to the vacuum polarization at the origin of the asymptotic free-
dom. In analogy with the electromagnetic plasma where ions and electrons are dis-
sociated, this new and deconfined state of matter has been called Quark-Gluon Plasma
(QGP) (this name was proposed in the 80’s by the Professor E. Shuryak [26]). The
transition to the QGP take place at temperatures ∼ 200 MeV (∼ 2×1012K), with
quarks and gluons not confined anymore in colorless particles.
Finally, at temperatures higher than 1016K, it is really hard to understand very well
what would be the structure of matter. Some scientists have speculated about new
phenomena, like the formation of microscopic black holes, unification of interac-
tions, formation of superstring gas, ecc..

Fig. 1.3 shows another illustration of the phase diagram of nuclear matter, vary-
ing its temperature and baryo-chemical potential.

FIGURE 1.3: Phase diagram of hadronic matter in the temperature
versus baryonic potential plane.

At low temperatures and for µB' mp ' 940 MeV, the nuclear matter is in its
standard conditions (atomic nuclei). Increasing the energy density of the system,
”heating” the nuclear matter or increasing µB , an hadronic gas phase is reached. In
this state nucleons interact and form pions, excited states of the protons and neu-
trons (∆ resonances) and other hadrons. If the energy density is further increased, a
deconfined QGP phase is predicted, with still interacting partons, but not confined
within hadrons anymore. For extreme values of baryo-chemical density, nuclear
matter should be in conditions of quark colour superconductivity. There are several
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“paths” on the phase diagram, that the phase transition can follow, varying the tem-
perature and the baryo-chemical potential, and these transitions can be reproduced
only by particular experimental setups. In the early Universe for example, the tran-
sition from a QGP phase to hadron matter took place for µB∼ 0, as a consequence
of the Universe expansion and the decrease of its temperature. In that case the tran-
sition phase evolved from a deconfined state of partons to hadronic matter. This
transition corresponds to the area on the QCD phase diagram accessible by LHC
and RHIC.

The first prediction of a critical transition for the hadron matter at high tempera-
tures was done by Hagedorn in the 60’s, before the formulation of the QCD and the
discovery of partons [27]. Studying the number of the hadron species (today more
than 2000 hadron species have been discovered) he found an exponential trend of the
hadron species density ρ with the hadron mass m. He found that his experimental
data could be described with the following function:

ρ(m) =
A

m2 + [500MeV2]exp(m/TH)
(1.9)

In the 1.9, ρ(m) is the hadron species density per mass unity. The parameter TH
was found, from the experimental data, close to the mass of the pion ∼ 180 MeV . It
was found out that such a dependence of ρ(m) induces a divergence for the function
describing the statistical properties of a hadron gas when the temperature of matter
goes above the Hagedorn parameter TH . Hence, TH was interpreted as a limiting
temperature of matter.
Since the hadron density increases with the temperature4, at a certain point hadrons
overlap with each other and can not be considered anymore as point-like particles,
as was instead assumed by Hagedorn. So, in order to understand what happens
when T > TH , one first has to understand the internal structure of hadrons and
which are the degrees of freedom of the system, and this can be understood thanks
to the QCD.
After the first studies made by Hagedorn and after the discovery of the asymptotic
freedom [28] [29], the existence of new phase of matter, with deconfined quarks and
gluons, was predicted, and a first pioneer phase diagram of hadronic matter was
drawn [30], shown in Fig. 1.4.

FIGURE 1.4: First phase diagram of hadronic matter [30]: ρB is the
baryonic density, T is the temperature, I the confined phase and II

the deconfined phase.

4The energy density of an ideal utra-relativistic gas increases as T 4.
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To answer the question if the QGP phase transition really exists or not, the QCD
and in particular the intrinsic symmetries of the QCD can help. The dynamical
breaking of chiral symmetry is an important aspect of QCD due to the large cou-
pling at low energies that can predicts the occurring of a phase transition at high
temperatures.

We have seen that a spontaneous breaking of the chiral symmetry proves that
there should be a phase transition of the hadronic matter. One can now wonder if
this transformation is related to the deconfinement of quarks and gluons leading
to the QGP, or it’s just a different phase transformation. Nowadays, lattice QCD
calculations are the only way to answer this question.

1.3 Results from lattice QCD calculations

In the last years, many progresses were achieved on algorithms and computing
performances, so today lattice QCD allows for non-perturbative QCD calculations
with high reliability. Lattice QCD allows to study the interacting potential of quark-
antiquark pairs as a function of the radius of the hadrons, varying the temperature
of the system. The potential, as shown in Fig. 1.5, seems to decrease till zero values
with an increase of the temperature, allowing a deconfined phase where partons are
interacting but not constraint within hadrons anymore [31].

FIGURE 1.5: Coupling of the strong interaction as a function of the
distance between two partons, varying the critical temperature of the
system. Increasing the temperature, the coupling tends to vanishing

and opens the possibility to a deconfined phase.

For massless quarks, lattice pQCD calculations show a phase transition at van-
ishing baryonic potential, µB = 0, as expected from the spontaneous breaking of chi-
ral symmetry. Before the transition, the system should be described with hadrons,
while after it, partons become the main characters of the system, with their many
more degrees of freedom. We can consider a gas made of quarks and gluons, where
the energy density is proportional to the fourth power of the temperature (ε/T 4),
with a constant ε related to the number of degrees of freedom of the system. Re-
sults of ε/T 4 versus temperature are shown in Fig. 1.6) [32] for 2 or 3 light quarks
taken into account in the calculation, or with two lights and one heavies (strange)
quark. The observed “jump” in this plot is a signal for the increase of the degrees
of freedom of the system, going from the hadronic phase to the deconfined phase.
The critical temperature was found to be T = 173 ± 15MeV and the critical energy
density ε = 0.7± 0.3GeV/fm3 [33]. It was also observed that, above the critical tem-
perature, the energy density is proportional to T 4, as for an ideal ultra-relativistic
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gas, although the corresponded proportionality factor (Stefan-Boltzmann constant)
is about 20% smaller than the value for an ideal gas of gluons and u,d and s quarks
without mass.

FIGURE 1.6: Energy density in function of the temperature for the
hadronic matter at µB=0, according to lattice QCD calculations, per-
formed for i) two massless quarks, ii) three massless quarks and iii)
two massless quark and one (s) with its real mass. A transition at a
temperature of ∼ 173 MeV and energy density of ∼ 0.7 GeV/fm3 is

observed.

Lattice QCD calculations showed also that for massive quarks (quark s in the
Fig. 1.6), there could be a cross-over without criticalness, instead of a phase transi-
tion. So, the criticalness of the transition has been studied as a function of the quark
masses, as can be seen in Fig. 1.7, assuming µB = 0, quarks u and d with same mass
and quark swith massms [34]. It can be observed that for both low and large masses
for u and d, a first order phase transition is predicted. The cross-over instead occurs
for intermediate quark masses. A second order phase transition occurs in the border
line between first order and cross-over regions.
Lattice QCD calculations with physical quark masses have determined a critical tem-
peratures between 150-200 MeV . Today there is still some confusion about the exact
critical temperature of the transition, depending on the method used for its determi-
nation.

Finally, lattice QCD calculations have studied also the order parameters of the
chiral and the deconfinement transitions. As it can be seen in Fig. 1.8, both transi-
tions take place at the same critical temperature and, most probably, they are indeed
the same transition.

Calculations at µB 6= 0, performed in the last years, show that there would be
a critical point at µB ∼ 0.75MN (MN is the nucleon mass) where the cross-over
becomes a second order phase transition. Beyond this critical point the transition
would becomes a first order phase transition between the gas of hadrons and the
quark-gluon plasma [35](see Fig. 1.9). In addition, other calculations predict a tran-
sition to a colour superconductor matter at higher values of µB .

1.4 QCD in laboratory: Heavy Ion collisions

The heavy ion collisions allow us to study in detail the hot and dense medium un-
der controlled environments, as beam energy and colliding nuclei can be changed
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FIGURE 1.7: Lattice QCD calculations of the criticalness of the
hadronic matter phase transition for µB = 0 and for three quark
flavours assuming the mass of u and d identical and a strange quark

mass with mass ms [34].

FIGURE 1.8: Critical behavior for massless quarks and for µB=0 of the
order parameters of the deconfinement transition (on the left) and chi-
ral transition (on the right), predicted by lattice QCD. The order pa-
rameters are the Polyakov susceptibility χL and the chiral susceptibility
χm. The conclusion is that the two transitions would actually be the
same transition, or at least they would take place at the same critical

temperature.

to explore wider regions in the phase diagran of QGP [36]. Moreover the collider
experiments have been providing the possibility to develop realistic theories of the
many-body systems of quarks ad gluons including the quark-gluon plasma.

1.4.1 Past achievements until LHC

The energy content available in the nuclear collision is the main factor in which
experimental facilities differ from each other [37]. One of the earliest experiments
of heavy ion collisions dates back to Bevalac at the Lawrence Berkeley National
Laboratory, U.S, in 1971, when the proton synchrotron Bevatron (Billions of eV
Synchrotron) was joined to the SuperHILAC linear accelerator as an injector for
heavy ions. It could accelerate a wide range of stable nuclei up to an energy of
2.6 GeV/nucleon [38].
Heavy ion collisions with more higher energies were carried out in the Alternating
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FIGURE 1.9: Hadronic matter phase diagram, according the most re-
cent lattice QCD results and hypothesis.

Gradient Synchrotron (AGS) at the Brookhaven National Laboratory (BNL) for Au
nuclei at

√
sNN = 5GeV and the Super Proton Synchrotron (SPS) at European Orga-

nization for Nuclear Research (CERN) for Pb nuclei at
√
sNN=17GeV.

Those were fixed-target experiments. The energy was not sufficient to fully pro-
duce the QGP, however their results indicated the existence of a collective behavior
in heavy nuclear collisions. The observation at SPS of the J/Ψ suppression, which
is possible due to the color screening, also suggested the emergence of primordial
medium effects.
One of the biggest achievements of the heavy ion experiments was the discovery
of the QGP in the Relativistic Heavy Ion Collider (RHIC) [39–42] at BLN, started
in 2000, performing Cu-Cu and Au-Au at

√
sNN = 130 GeV and

√
sNN = 200 GeV.

AGS is used as an early-stage accelerator and injector for RHIC. Medium effects are
observed in comparison to the results of proton-proton collisions, indicating the ex-
istence of the hot and dense matter. One example is the jet quenching, where a small
bunch of high momentum hadrons called mini-jet gets suppressed when it travels
trough the bulk medium due to the strong interaction with the medium.
On of the greatest achievements at RHIC was finding the QGP as a nearly-perfect
relativistic fluid in the vicinity of the quark-hadron cross-over, instead of a gas, as
many had speculated before, because of the asymptotic freedom of the QGP. This
can be seen comparing the anisotropy in momentum space with that in coordinate
space. The QGP has an elliptic shape in the transverse place, for non-central colli-
sions. What happens is that, if the interaction among the constituents is weak, the
system is gas-like and the momentum anisotropy is not produced; if, on the contrary,
the interaction is strong, the system is liquid-like and momentum distribution would
reflect the spatial azimuthal anisotropy. The experimental data [43] [44] show the ex-
istence of this anisotropy in momentum space, that reaches the hydrodunamic limit
at
√
sNN=200 GeV. The ratio of the azimuthal ellipticity in momentum space ν2 to

that in coordinate space ε over the charged particle yield, per rapidity unity, shown
in Fig. 1.10, increases as the collision energy does, for AGS (E877), SPS (NA49) and
RHIC (STAR) experiments compared with hydrodynamic expectations.
Experiments at RHIC also give insight into various high-energy phenomena, such as
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gluon saturation in the cold nuclear matter (matter at high energy without the effects
of the medium). Color glass condensate picture indeed gives a good description of
both d-Au and Au-Au collisions at RHIC (the medium would be produced only in
the latter environment). RHIC also has started to explore the system dependence of
the hot matter, performing U−U collisions at

√
sNN=193 GeV andAu−Cu collisions√

sNN=200 GeV.

FIGURE 1.10: Ratio of azimuthal ellipticity in momentum space ν2 to
that in coordinate space ε over the charged particle yield per trans-

verse unit area.

With the beginning of the heavy-ion program at the LHC in CERN in 2010,
heavy-ion physics entered a new energy regime. LHC run Pb-Pb collisions at

√
sNN=2.76

TeV, during the RunII (the first period of data taking) and its data already has pro-
vided valuable information for the quark matter. The analysis of the azimuthal
anisotropy at LHC has shown that the medium still behaves like a fluid with small
viscosity, and this is an important information, since it was nai̇vely expected that
the QGP become slightly more weakly-coupled with the increase of energy, due
to the QCD asymptotic freedom. The energy density at LHC is estimated to be
∼ 15GeV/fm3, about three times larger that at RHIC.
During the RunII, started in 2015, LHC run Pb-Pb collisions at

√
sNN=5.5 TeV

1.4.2 Reaction energy and collision geometry

The collision geometry (see Fig. 1.11), for the short-range hadronic interactions, clearly
determines the amount of matter participating in the nuclear collision, so it’s a very
important and carefully explored subject [45–48]. The experimental heavy-ion re-
sults from the beginning have confirmed that role of the simple geometric picture of
nuclear-collision reaction dynamics [37]: the reaction radius (defined as the squared
root of the reaction cross section) rises linearly with the geometric size of the col-
liding nuclei, described by the sum of their radius, which is proportional to A1/3.
This means that the colliding nuclei need to “touch” each other for a local deposit of
energy and baryon number.
The two nuclei collide nearly at the speed of light in high-energy heavy ion colli-
sions. Thus, they are squeezed in the direction of the beam axis, due to the Lorentz
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contraction in the laboratory frame. For example, at LHC energy of
√
sNN = 2.76 TeV,

Lorentz dilatation factor is γ ∼ 1500 for the projectile nucleus, which means that the
nucleus of diameter ∼ 14 fm is reduced to ∼ 0.01 fm (0.1 fm at RHIC corresponding
to an energy of

√
sNN = 200 GeV. The hot and dense medium would be create in the

overlapping area between the two passing nuclei.

FIGURE 1.11: Geometry of a nucleus-nucleus collision. the vector~b is
the impact parameter for the collisions; ΨR is the reaction (or event)

plane.

Centrality:
The collision axis is conventionally chosen as z-axis and often referred as the longitu-
dinal direction, opposed to the transverse plane, which is perpendicular to the colli-
sion axis. It is really important to assure that the collision is as central as possible, in
order to minimize the number of spectator (non-interacting or partially interacting
nucleons) and maximize the number of participants (nucleons which collide). How-
ever, only in quite rare cases, when the impact parameter is very small, we truly
can benefit of the largest possible region of interaction and do not encounter com-
plications due to spectators “polluting” the experimental data. The non-centrality of
collisions is characterized by the impact parameter b, that is the distance between the
centers of the two colliding nuclei on the transverse plane. The centrality is defined
by groups of events, related to the number of participants. The groups are ordered
from the most to the less central events. 0-20% of centrality means, for example, that
the most central collisions are selected up to 20% of the total events.
Energy:
A quantity of considerable importance is the energy content of the colliding sys-
tem, that will be, in virtue of the conservation of energy, the energy content of the
final-state many-body system. From the energies and the momenta of the colliding
projectile (p) and target (t), we can form the Lorentz invariant quantity( 1.10):

√
spt ≡

√
(Ep + Et)2 − (~pp + ~pt)2 (1.10)

In the CM frame where ~pp + ~pt = 0 ,
√

(spt) will be the energy content of the
projectile-target reaction. Clearly this can be generalized to any number of particles:

√
sn ≡

√√√√(

n∑
i=1

Ei)2 − (

n∑
i=1

~pi)2 (1.11)
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This will be the final-state energy delivered by the initial colliding nuclei, and it
is also the invariant intrinsic rest energy of the fireball of dense matter measured in
terms of the energy and momentum of the colliding nuclei.
Rapidity:
The longitudinal momentum of a particle is an inconvenient variable, since it de-
pends on the velocity of the CM frame with reference to the laboratory frame. For
the analysis and understanding of the experimental results, it is necessary to be able
to view the physical results from the CM frame. The introduction of the rapidity y
defined as in 1.12:

y =
1

2
ln(

1 + vz
1− vz

) =
1

2
ln(

E + pz
E − pz

) = ln(
E + pz
m⊥

) (1.12)

with m⊥ =
√

(E)2 − (pz)2 transverse mass, replacing pz , allows us to change the
reference system, being additive under successive Lorentz transformations along the
same direction (Lorentz “boost”):

y′ = y + yc (1.13)

where y
′
is the rapidity seen in the laboratory system (which moves with velocity

vc with respect to the CM frame of reference and is given in terms of the CM rapidity
y and yc, the rapidity of the transformation.

Pseudorapidity:

In analogy with the definition of rapidity, we can introduce a simpler variable,
called pseudorapidity η, defined as:

η =
1

2
ln(

p+ pz
p− pz

) =
1

2
ln(

1 + cos θ

1− cos θ
) = ln(cot

θ

2
) (1.14)

Where θ is the particle-emission angle relative to the beam axis. In Fig. 1.12 we
can see how the angle θ varies with the pseudorapidity. A massless particle emitted
transversely at η = y = 0, for example, has θ = π/2.

FIGURE 1.12: Relation between the emission angle θ and the pseudo-
rapidity η.

From the relation between pseudorapidity and rapidity, given b

m⊥ sinh y = p⊥ sinh η,E tanh y = p tanh η (1.15)
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one can see that that the pseudorapidity is always greater than the rapidity. In
collider physics, transverse momentum pT =

√
(mT )2 − (m)2 and pseudorapidity

are very useful, since independent of mass and thus particle species. At relativistic
energies they are also close to the transverse mass and the rapidity, respectively, and
become identical in relativistic mass-less limit.

1.4.3 Stages and evolution of dense matter

Local equilibrium conditions can be approached in experiments involving heavy
ions.
The local average energy of each particle characterizes the local temperature T.
Local chemical potentials µi are introduced in order to regulate the average particle
and/or quark-flavour density.
These parameters express different equilibration processes in the fireball.
Termal equilibrium: In order to establish thermal equilibrium, equipartition of en-
ergy among the different particles has to occur in the collision processes. Local ther-
mal equilibrium can be achieved only by elastic scattering, and one can call the time
scale on which these processes occur as τth. The use of the temperature T as paramter
presupposes that thermal equilibrium has been established.
Chemical equilibrium: This equilibrium requires reactions that change number of
particles, and it is more difficult and thus slower to be established. Using the chem-
ical potential µi presupposes that, in general, the particular relative chemical equi-
librium is being considering, involving reactions that distribute a certain already
existent element/property among different accessible compounds. One can call the
relevant time scale τ rechem. In relativistic reactions, particles can be made as energy is
converted into matter. Therefore one can expect to reach (more slowly) the absolute
chemical equilibrium. The relevant time scale can be called as τabschem and one can
characterize the approach to the absolute chemical equilibrium by the fugacity factor
γi for particle i. Often the evolution of γi in the collision as a function of time is stud-
ied, since the absolute chemical equilibrium cannot generally be assumed to occur.
The following relation exists between the relaxation times:

10−22s > τ exp ' τabschem > τ relchem > τth (1.16)

where τ exp is the life expanding fireball of dense matter, of the same magnitude
as the time light needs to traverse the largest nuclei.
To understand the difference between absolute and chemical equilibrium, one can
consider the baryon number, the globally conserved property of dense hadronic
matter. Locally, the global conservation implies a balance of inflow against outflow,
that means no sources of sinks of baryon number. The chemical potential µb controls
the difference in number of all baryons and anti-baryons. A change in the energy of
the system, according to the first law of thermodynamics, is then given by

dE = −PdV + TdS + µbdb (1.17)

However, the addition of a baryon-anti-baryon pair will not be noted in 1.17, since
baryonic number b remains unchanged.
Writing the 1.17, it’s implicitly assumed that the absolute chemical equilibrium is
reached, i.e. we are assuming that there is a bath of baryon number in which our
system is immersed, and hence a full phase-space occupancy of all available phase-
space cells, without extra space for other pairs. By changing the chemical potential
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µb we can regulate the difference in number of baryons and anti-baryons, the rel-
ative chemical equilibrium controls the relative number of particle by virtue of the
value of the chemical potential, while densities of baryons and anti-baryons move
together.
The chemical equilibrium and hence the chemical composition of the fireball, evolve
along with the temperature of the fireball created in heavy-ion collisions. The fol-
lowing stages occur(see Fig. 1.13):

FIGURE 1.13: Different stages of the evolution of the fireball with the
temperature.

• The formation of a thermalized state within τth (still subject today to theo-
retical investigation). We assume that the thermal state of a particle (quark,
gluon)–momentum distribution is reached instantaneously, compared with the
time scales for the chemical equilibrium. In this way, we can avoid questions
about the very first moments of the heavy-ion interactions, and we explore
mainly what happens after τ0 ≡ τth ' 0.25− 1fm/c.

• The subsequent chemical equilibrium time. During interaction lasting not
less than ∼ 1.5 fm/c, different particle-production reactions occur, allowing
the approach of the chemical equilibrium for light not-strange quarks. The
energy is redistributed among an increasing number of degrees of freedom, so
that the temperature drops rapidly.

• Strangeness chemical equilibrium: Up to ∼ 5 fm/c, the production and then
the chemical equilibrium of strange quarks take place. The temperature con-
tinues to drop, mainly due to the expansion flow, but also the excitation of the
strange quark degree of freedom introduces a non-negligible effect.

• Hadronization/freeze-out:The fireball of dense matter expands and decom-
poses into the final-state hadrons. The dynamics is strongly dependent on the
size of the initial state and on the nature of the equations of state.

In the meantime, the local temperature evolves in time to accommodate changes in
the internal structure, as expected for an isolated system. So we have a temperature
evolution that passes through these series of stages:
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• Tth temperature associated with the initial thermal equilibrium,
↓ evolution dominated mainly by production of q and q̇;

• Tch chemical equilibrium of non-strange quarks and gluons,
↓ evolution dominated by expansion and production of s and ṡ;

• Ts chemical equilibrium of u, d and s quark flavors,
↓ expansion, dissociation by particle radiation;

• Tf temperature at hadron-abundance freeze-out,
↓
hadron rescattering and reequilibration;

• Ttf temperature at the thermal freeze-out, T = T (τ exp).

1.5 Probing the Quark-Gluon Plasma

We found that at sufficienty high temperatures and/or densities, strongly interacting
matter will be in a new state, consisting of deconfined quarks and gluons, the QGP.
There are a number of methods we can use to probe the properties of this state [49]:

• hadron radiation

• electromagnetic radiation

• dissociation of a passing quarkonium beam

• energy loss of a passing hard jet

Hadron radiation: Hadron particle yield is an essential observable, since hadrons
constitute the bulk part of the produced medium, i.e., most of the initial energy is
carried by hadrons. We can get a lot of information analyzing hadron radiation
dependence on transverse momentum, rapidity, centrality, beam energy, particle
species.
The emission of hadrons consisting of light (u, d, s) quarks has been studied; their
size is given by the typical hadronic scale of about 1 fm ' 1/(200MeV ). Due to the
strong interactions with the medium,the particle spectra are expected to contain in-
formation about the latest stage of heavy-ion collisions. Since they can’t exist inside
a deconfined medium, they are formed at the transition surface between QGP and
physical vacuum. The physics of this surface is independent on the interior (e.g.
how hot is the QGP), so studying soft hadron production in high energy collisions
provides information about the hadronization transition, but not about the hot QGP.
At the hadronization point, in the case of static thermal radiation, all the information
about the earlier stages of the medium is lost. However, if the early medium has a
very high energy density and can expand freely, this expansion will lead to a global
hydronamic flow, giving ad additional overall boost in momentum to the produced
hadrons; they will experience a radial flow depending on the initial energy density.
Moreover, if the initial condition were not spherically symmetric, as e.g. for the pe-
ripheral heavy-ion collisions, the difference in pressure in different spatial directions
will lead to a further directed or elliptic flow. Since both forms of flow depend on
the initial condition, these studies can in principle provide information about the
very early pre-hadronic stages.
The rapidity distribution dN/dy, or the pseudo-rapidity distribution dN/dηp, is a ba-
sic observable to quantify the particle production in the system.
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The charged particle multiplicities at mid-rapidity are∼ 650 at RHIC
√
sNN = 17GeV,

and ∼ 1600 at LHC, as can be seen in Fig. 1.14 (left figure). The transverse mo-
mentum distribution, shown in the right panel of Fig. 1.14, is also very informative.
Indeed, we can write the particle spectrum in terms of Fouries series expansion of
pT spectrum ( 1.18):

dN

dφppTdpTdy
=

1

2π

dN

pTdpTdy
[1 + 2

∑
n

νn(pT , y)cos(nφp − nΨ)] (1.18)

Ψ is the reaction plane, νn(pT , y) are the Fourier armonics and are they are given
by ( 1.19)

νn(pT, y) =

∫
dφpcos(nφp − nΨ)

dN

dφppTdpTdy
/

∫
dφp

dN

dφppTdpTdy
(1.19)

The second order harmonics ν2, called elliptic flow, is expected to be larger than
other harmonics for non-central heavy-ion collisions, due to the space-time azimuthal
anisotropy in the hot medium. The large ν2 observed is well quantified by hydro-
dynamics models, supporting the fact that the QGP is a strongly-coupled medium.
It’s known to be roughly proportional to the spatial anisotropy ε at RHIC and LHC.
Moreover it’s known to be very sensitive to the viscosity in the hydrodynamic phase,
as deviation from equilibrium would lead to a less strongly-coupled medium. The
particle spectrum in high-pT regions (pT ≥ 5 GeV) shows non-hydrodynamic be-
havior. At peripheral collisions the spectrum exhibits power low behavior, expected
from the QCD (see plot on the right in the Fig. 1.14). At central collisions, it is clearly
less than the scaled reference in pp collisions, since the medium effects become more
prominent. The deviation is quantified by the nuclear modification factorRAA, defined
as ( 1.20)

RAA(pT , y) =
dN

pTdpTdy

∫
< Ncoll >

dNpp

pTdpTdy
(1.20)

where< Ncoll > is the average number of binary collisions (AA denotes a nucleus-
nucleus collision and pp a proton-proton collision reference).

Electromagnetic radiation: the unknown hot medium emits also photons and
dileptons (e+e− or µ+µ− pairs), electromagnetically charged particles with no color,
formed either by the interaction of quarks and/or gluons, or by quark-antiquark
annihilation. The experimental data indicate that the quark-gluon plasma is a very
opaque medium with respect to the color charge and that is, on the other hand, rea-
sonably transparent in terms of electromagnetic interactions. So, once photons and
di-leptons are formed, since they interact only electromagnetically, they can leave
the medium without any further modification. Hence their spectra provide infor-
mation about the state of the medium at the place or the time they were formed, so
they constitute a possible probe of the QGP. Photons created at the time of the col-
lision are called prompt photons, as a heavy-ion analogy with the cosmic microwave
background in the early universe. Photons emitted from the QGP are called thermal
photons, in analogy with the black body radiation, and are very useful for the esti-
mation of the medium temperature. Finally, photons produced when hadrons decay
in later stages are called decay photons: they are the majority (∼ 90%) of the inclusive
photons for 1 < pT < 3 GeV, after that thermal photons become important. Prompt
and thermal photons are called direct photons.
Direct photon spectra forAu−Au and pp collisions along with next-to-leading order
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FIGURE 1.14: Left: Pseudo-rapidity distributions of charged particles
for different centrality ranges, in Pb-Pb collisions at

√
sNN=17GeV

by ATLAS Collaboration. Right: pT spectra of charged particles for
central and peripheral collisions at the same energy by ALICE Col-

laboration.

pQCD calculations are shown in Fig. 1.15 [50], in which a clear enhancement of pho-
ton yield for the Au−Au data can be immediately observed. Moreover, fitting with
an exponential function, for the medium emitting thermal photons in the central 0-
20% collisions the value found for the slope parameter-or effective temperature-is
221 ± 38 MeV. Since this is the average over time evolution, the initial temperature
Tinit should be larger. Hydrodynamics model calculations suggest Tinit ∼ 300-600
MeV for the thermalization time τ0 ∼ 0 − 6 − 0.15fm/c, well beyond the crossover
temperatuce Tc ∼ 170 MeV , suggesting hence that the hot medium is the QGP, in-
stead of just hadronic matter. The enhancement is not observed for d-Au collisions.
Experiments at LHC suggest a slightly higher slope parameter of 304 MeV, for the
thermal photon production on time average. [51]

One can also consider the elliptic flow of photons in analogy with the hadronic
case. The elliptic flow ν2 of direct photons reflects the termalization time of the QGP,
indeed prompt photons don’t have ν2, since the momentum anisotropy has not de-
veloped yet at time zero [52]. Finally, the production of W and Z bosons in Pb-Pb
collisions at LHC [53] [54]follows very well that of pp collisions scaled by the num-
ber of participants. This suggests that they are created at the time of the collision
and don’t interact with the medium. Same trends can be found for large momentum
photons at RHIC and LHC.
Both electromagnetic and hadronic radiations are emitted by the medium itself. An-
other approach is to test the medium with outside probes, and here we have two
successful examples, quarkonia and jet quenching.

Jet quenching: Another possible probe for QGP is to shoot an energetic parton
(quark or gluon), into the medium. The quantity on energy loses when it comes
out, will tell us something about the medium density. In nucleus-nucleus collisions,
a pair of streaks of partons at high momentum, called (mini-)jet, are produced. They
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FIGURE 1.15: Transverse momentum dependence of direct photon
particle spectra inAu−Auminimum bias collisions at RHIC in 0-20%
and 20-40% centrality classes, shown together with pp results [50].
The dashed lines are the scaled pp data; the three lines on the pp
results are next-to-leading order pQCD calculations. The dotted line
on the Au−Au results is also a result from theoretical calculations.

are not thermalized and are considered to be dominant in hadronic particle spectra
at high-pT . The trigger event is called near-side jet, the other is the away-side jet.
For proton-proton binary collisions and deuteron-gold collisions, the two steaks are
clearly observed [55]. On the other hand, in heavy-ion collisions, the away-side
jet is, at least partially, absorbed [56]. These results are summarized in Fig. 1.16.
The phenomenon is called jet quenching and is considered a strong evidence of the
formation of a hot and dense medium. In particular, the density increases in the
course of the deconfinement transition, and so the energy loss by a fast passing
colour charge is expected to increase with the density. Moreover, for quarks, the
amount of jet quenching is predicted to depend on the mass of the quarks.

Quarkonia: quarkonia are a special kind of hadrons, bound states of heavy (c or
b) quark and antiquark, that are expected to be able to survive in the QGP. Indeed,
according to lattice QCD calculations, the ground states of charmonium J/Ψ(1S)
and bottomonium Υ have binding energies around, respectively, 0.6 and 1.2 GeV,
much larger than the typical hadronic scale ΛQCD ∼ 0.2 GeV; as a consequence,
they are smaller, with radii of about 0.1 and 0.2 fm. The higher excited quarkonium
states are less tightly bound and hence larger, although their binding energy are
in general still larger, so their radii still smaller than those of the usual light quark
hadrons, as χc(1P) (about 0.3 fm) and Ψ′(2S) (about 0.4 fm). On the other hand, the
crucial quantity for dissociation of a bound state is the relation between binding and
color screening radius. Because of the color screening effect, the quarkonia melt as
the temperature becomes higher, and the phenomenon is called sequential melting.
Hence we expect that the different charmonium states have different melting tempera-
tures, since for example the higher excited states are lee tightly bound and this easier
to melt when the temperature increases. So, analyzing the in-medium quarkonia
dissociation, we should have a thermometer for the created QGP. The experimental
data show a clear evidence of the suppression of the J/Ψ [57] at SPS,RHIC and LHC.
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FIGURE 1.16: Correlation of near-side and away-side jets (pT in [4-6]
GeV) [56]. It is clearly visible for pp and d−Au collisions, whereas it

is lost for Au−Au collisions (
√
sNN = 200GeV

.

It has to be noticed that also J/Ψ regeneration processes in later stages may be im-
portant. At LHC it also has been observed a Υ suppression, where the excited state
is more suppresses than the ground state, as it can be seen in Fig. 1.17 [58]. It is also
interesting to note that the J/Ψ suppression in the Au-Cu collisions [59] at RHIC
shows stronger suppression for the Cu-going side whereas it remains the same for
the Au-going side compared with the Au-Au collisions.

FIGURE 1.17: RAA for J/Ψ(1S) and Υ(2S) as a function of the num-
ber of participants in Pb-Pb collisions from the CMS Collaboration at

LHC [58].
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Quarkonia and jets (as well as open charm/beauty) are called hard probes: They
are produced at the very early stages of the collisions, before the medium is created.
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Chapter 2

Heavy Flavours as powerful probes
for the QGP

This chapter is focused on the study of heavy-flavour production in proton-proton,
proton-nucleus and nucleus-nucleus collisions. A review [60] of the main results
reached at RHIC and LHC will be presented.

2.1 Introduction

Open and hidden heavy-flavour production in nucleus-nucleus collisions is a pow-
erful probe of the QGP. Indeed, charm and beauty are produced in hard parton
scattering processes occurring in the early stages of the collision, on a time scale
generally shorter than the QGP thermalization time. So they can traverse the QCD
medium, interact with its constituents and experience the whole evolution of the
medium.
QCD energy loss occurs via both inelastic (energy loss, medium-induced gluon ra-
diation) and elastic (collisional energy loss) processes. So charm and beauty quarks
allow for the investigation of the energy-loss mechanisms, in addition to the QGP
properties. Furthermore, through their interaction with the medium, low-pT heavy
quarks could participate to the collective expansion of the system and possibly reach
the thermal equilibrium with its constituents.
Theoretical calculations based on Quantum Chromo-Dynamics (QCD) predict a de-
pendence of the energy loss on the colour charge and on the mass of the parton
traversing the medium. This results in an expected hierarchy of the parton energy
loss, with beauty quarks losing less energy than charm quarks, and charm quarks
losing less energy than light quarks and gluons.
One of the observables that are sensitive to the interaction of hard partons with the
medium is the nuclear modification factor RAA, defined as the ratio of the particle
yield measured in Pb-Pb collisions and the cross section in pp collisions, scaled with
the nuclear overlap integral. RAA is expected to be equal to unity in the absence
of medium effects. The expected hierarchy of the energy loss described above can
be probed comparing the RAA of different particle species, namely B-, D- and light-
hadron RAA.
Further knowledge of the properties of the medium created in heavy-ion collisions
can be gained from the study of the azimuthal anisotropy of open heavy flavours:
the initial spatial asymmetry of non-central collisions is transformed into an asym-
metry in momentum via hydrodynamic expansion of the medium. This is quantified
in terms of the second coefficient ν2 in a Fourier expansion of the D-meson azimuthal
distribution, called "elliptic flow”. ν2 brings information on the medium transport
properties, on the question if heavy quarks take part in the collective expansion of
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the medium, and on the path-length dependence of energy loss.
Quarkonia production in nucleus-nucleus collisions is expected to be significantly
suppressed with respect to pp collisions [61]: when the temperature reaches a cer-
tain value, the color screening melts the bounded states cc̄ or bb̄. This suppression
should occur sequentially, according to the energy binding of each state. Hence the
in-medium dissociation can provide an estimate of the initial temperature reached
in the collision. In addition, increasing the collision energy, the cc̄ and bb̄ pairs mul-
tiplicity increases, and this could lead to a new charmonium production via recom-
bination of these quarks [62].
Heavy-flavour production in pp collisions provides important tests of our under-
standing of many aspects of QCD, both perturbative and non-perturbative. Indeed,
while the partonic hard-scattering processes can be calculated in the framework of
pQCD, down to low pT , the process of quarkonia bound state formation from heavy-
quark pairs is not perturbative, since it involves long distances and soft momentum
scales.
Moreover, the study of p-Pb collisions is crucial to access cold nuclear matter (CNM)
effects in the initial and final state, such as modification of the Parton Distribution
Functions in nuclei (nPDF) [63] [64], gluon saturation at low Bjorken-x [65], kT
broadening, assuming that an extended, long-lived QGP is not formed in these col-
lisions.
First systematic heavy-ion measurements in nucleus-nucleus collisions were per-
formed at the RHIC . These studies were continued and extended with higher col-
lision energies at RHIC and LHC. The first run at the LHC, from 2009 to 2013 (Run
I), has provided a considerable quantity of measurements in pp collisions, at the un-
precedented center-of-mass energies

√
s from 2.76 (reference for Pb-Pb) to 8 TeV, in

p-Pb collisions at
√
sNN = 5.02 TeV and in Pb-Pb collisions at

√
sNN = 2.76 TeV.

The energy values reached during the secon run (Run II) were even bigger: pp colli-
sions at

√
s = 13 TeV, p-Pb and Pb-Pb collisions at

√
sNN = 5.02 TeV. With respect to

SPS and RHIC, LHC has extended by more than one order of magnitude the range
of explored collision energies and has largely enriched the studies of heavy-flavour
production with a multitude of new observables and new precision. This was pos-
sible thanks to the energy increase, on one hand, and thanks to the excellent perfor-
mance of the LHC and of the different experiments, on the other hand.

2.2 Heavy-flavour production in proton-proton collisions

The production of open-heavy flavour particles, due to their short lifetime, is studied
through their decay products, using different techniques:

• Fully reconstruction of particle decays (the decay channel Λc → pKπ, used for
the analysis described in this thesis, is an example).

• Selection of specific inclusive decays. For example, in order to study the beauty
production, one can study a specific particle, like the J/Ψ, imposing that it
points to a secondary vertex dislocated a few hundred of µm from the primary
vertex. These displaced (or not-prompt) mesons are hence supposed to come
from beauty decays only.

• Detection of leptons from semi-leptonic hadron decays.

• Reconstruction of c- and b-jets.
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A method instead of another one can be used in a specific contest, according to, for
example, the trigger strategy, the available statistic, the required precision, ecc.
Hidden heavy-flavours are also investigated analyzing their decay products. For
example, the triplet S-waves (J/Ψ, Ψ(2S), Υ(1S), Υ(2S), Υ(3S)) are the most studied,
since they decay quite often in di-leptons. The triplet P -waves, such as χc and χb,
are usually reconstructed via their radiative decays into triplet S-waves. Studies of
other states, such as the singlet S-wave, are even more complex.
The LHC Run 1 provided a big quantity of measurements in the charm and beauty
sector in pp collisions at

√
s = 2.76, t and 8 TeV:

Heavy-flavour decay leptons The first open-heavy-flavour measurements using heavy-
flavour decay electrons were performed at RHIC by PHENIX and STAR in pp and
A-A collisions [66] [67], followed by ATLAS [68] and ALICE [69] [70] at the LHC. In
Fig. 2.1 a selection of pT -differential cross section measurements in pp collisions are
shown, together with theoretical calculations. The pT -differential cross sections are
well described by pQCD calculations within uncertainties.

FIGURE 2.1: Heavy-flavour decay electron cross sections in pp col-
lisions. a) Electrons at mid-rapidity for

√
sNN = 200 GeV from

PHENIX [66]; b) electrons at mid-rapidity for
√
sNN = 2.76 TeV from

ALICE [69]; c) muons at forward-rapidity for
√
sNN = 2.76 TeV from

ALICE [70]. FONLL [71], GM-VFNS [72] and kT -factorization calcu-
lation [73] are superimposed.

Open charm D meson production was studied in pp collisions at RHIC, Tevatron
and LHC. D mesons are reconstructed via their hadronic decays channels :

• D0→ K−π+, cτ = 123 µm, branching ratio (BR) = (3.88 ± 0.05)%

• D+→ K−π+π+, cτ = 312 µm, BR = (9.13 ± 0.19)%

• D∗+→ D0π+, strong decay, BR = (67.7 ± 0.5)%

• D+
s → φ (→ K−K+)π+, cτ = 312 µm, BR = (2.28 ± 0.12)%

D-meson selection is based on the reconstruction of decay vertices displaced by a
few hundred µm from the interaction vertex, exploiting the detector particle identi-
fication abilities to reduce the combinatorial background. Raw D-meson yields are
obtained from an invariant mass analysis of the pairs/triplets of candidates. The
results at RHIC report on inclusive D-meson yield, i.e. those from both c and b
quark fragmentation [74]. The former are called “prompt”, the last “secondary” D
mesons. At Tevatron and LHC, instead prompt D-meson yield are reported. In this
case, the contribution from B-meson decay feed-down is subtracted. This is done
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in ALICE using pQCD calculations and based on data-driven approach, in order
to obtain the prompt D-meson yields. Production cross section measurements of
prompt D mesons were performed with ALICE in pp collisions at

√
s= 7 TeV and

2.76 TeV [75] [76] and found well described by perturbative QCD calculations. The
pT -differential cross sections for D0D∗+and D+

s at
√
s = 7 TeV, as example, are shown

in Fig. 2.2, together with FONLL [71], GM-VFNS [72] and kT -factorization calcula-
tion [73]. Within uncertainties, theoretical predictions and measurements agree with
each other although the measurements tend to be higher than the central value of the
FONLL predictions, as it was observed at lower collision energies, at RHIC and at
Tevatron [66]. For GM-VFNS, instead, the data lie on the lower side of the predic-
tions.
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FIGURE 2.2: pT -differential inclusive cross sections for prompt D0,
D∗+ [75] and D+

s [76]in pp collisions at
√
s = 7 TeV compared with

FONLL, GM-VFNS and kT -factorization theoretical predictions.

In order to extend the D0 measurement down to pT = 0, where the decay-vertex
selection becomes very inefficient, a different analysis technique based on PID and
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background subtraction was recently developed [77]. The cross section measure-
ment for prompt D0 in pp collisions, using this analysis technique, denoted as with-
out decay-vertex reconstruction in shown in the Fig. 2.3, together with the results ob-
tained using selection on the secondary vertex. The results with the two different
analysis techniques are in good agreement with each other.
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FIGURE 2.3: pT -differential production cross section of D0 mesons
with |y| < 0.5 in pp collisions at

√
s = 7 TeV [77]. The comparison

between the prompt D0 cross sections measured with and without
decay-vertex reconstruction is shown.

Multiplicity dependence of D-meson yields The self-normalized yields of D0,
D+and D∗+ were evaluated as a function of the charged-particle multiplicity nor-
malized by their average in multiplicity-integrated events, for different pT ranges of
the D mesons [78] [79]. The average D-meson self-normalized yields in pp collisions
are shown in the left panel of Fig. 2.4 for different D-meson pT ranges from 1 to 20
GeV/c. A faster-than-linear increase with the multiplicity can be observed, with a
trend that is independent of the D-meson pT within uncertainties.
In the right panel of the same figure, the self-normalized yields are compared with
predictions from a percolation model [80], [81], EPOS 3 [82] and PYTHIA [83], all of
which include a contribution from MPI to particle production. A qualitative agree-
ment with data is observed for all the models, though at high multiplicities PYTHIA
8 and EPOS 3 without hydrodynamical evolution of the collision seem to underesti-
mate the increasing trend with multiplicity observed in data.
As we will see in the next, a similar increase of charmed-meson yield with the mul-
tiplicity is observed in p-Pb collisions [79] (see Fig. 2.9, left plot).

Charmed baryon production measurements in hadron colliders until now are
poor. The Λc analysis discussed here is indeed the first measurement of Λc in mid-
rapidity (|η| < 0.9) at the LHC energies. Until now Λc production has been mea-
sured mainly at electron-positron colliders at SLAC [3], at CLEO [4], ARGUS [5] and
at HERA in electron-proton collisions [6]. Existing Λc cross-section measurements at
hadron colliders in pp collisions are back to ISR [7], at significantly lower energies
(
√
s= 62 GeV). At Tevatron collider, D mesons were extensively measured [8], and

non-prompt Λc were reconstructed as decay products of b-hadrons [9, 84, 85]. At
LHC the LHCb experiment reported the measurement of non-prompt Λc production
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FIGURE 2.4: D-meson yields in pp collisions vs multiplicity.
Left: Average of D0, D+and D∗+relative yields in pp collisions at

√
s = 7 TeV, as a

function of the relative charged-particle multiplicity at central rapidity in several
pT intervals. The results are presented with their statistical (vertical bars) and

systematic (boxes) uncertainties, except for the feed-down fraction uncertainty that
is drawn separately in the bottom panels. Right: Results compared with

calculations of several event generators with hard and soft components. The
position of the points on the abscissa is the average value of (dNch/dη).

in pp collisions at
√
s = 7 TeV at forward rapidity [11](see FIg. 2.5). No dedicated

FONLL calculation is available for Λc , due to the poor knowledge of the fragmen-
tation function. GMVFNS predictions, which are compared with the results from
LHCb, include the fragmentation function resulting from a fit to e+e− collider data,
in which prompt and secondary contributions are considered together.
There are not existing measurements of Λc in p-Pb collisions.

Open beauty Open beauty production is usually measured studying b-jets or
beauty hadrons via their hadronic decays (in analogy with what done for the D-
mesons). They have been studied in the past in e+e− colliders. With hadron collid-
ers, the higher collision energy increases their production cross-section but, on the
other hand, makes the B-hadrons reconstruction more difficult, due to the very high
combinatorics.
Measurements of B cross section via displaced charmonium, have been performed at
Tevatron and LHC [88–90], where charmonia from beauty decays are selected by a fit
of the decay length distribution of the charmonium candidate. The pT -differential
cross sections of charmonia from beauty decay (non-prompt J/Ψ, Ψ(2S), ηc,χc1, χc2),
showed in Fig. 2.6 at low and intermediate pT , are well described by pQCD calcula-
tions. At high pT , instead, the predictions tend to overestimate the data.

At LHC, ATLAS and CMS also performed measurements of b-jet cross section [91].
Again, the measurements are reproduced quite well by theoretical calculations.

Hence, open charm and beauty differential cross sections in pp are globally well
described by the pQCD, even if the theoretical uncertainties are quite large.
Quarkonium production mechanisms are instead still a puzzle and the comparison
with models is still not reliable, due to the large theoretical uncertainties.



2.3. Heavy-flavour production in proton-nucleus collisions: study of CNM effects33

FIGURE 2.5: pT -differential cross sections for charmed baryon Λ+
c in

pp collisions at
√
s= 7 TeV, measured by LHCb [11], compared with
GM-VFNS calculations [86] [87].

In addition to pT - and y-differential cross sections, LHC during Run I has also made
first measurements of heavy-flavour production versus charged-particle multiplic-
ity, azimuthal correlations to charged-particles or heavy-flavour hadrons, or mea-
surements of associated heavy-flavour production, allowing for a better and deeper
understanding of the production mechanisms.
The analysis of the Run 2 data (taken from 2016) will provide more precise and more
differential cross section measurements at the center-of-mass energy of

√
s = 13 TeV,

allowing for, as consequence, strong constraints to the theoretical calculations and
better understanding of the production mechanisms.

2.3 Heavy-flavour production in proton-nucleus collisions:
study of CNM effects

CNM effects are not due to QGP formation, but to the fact that the colliding particles
are nuclei: for example, as far as heavy flavour production is concerned, PDFs in
nuclei differ from those in free nucleons, and influence the heavy quark production
kinematic. These effects are visible and can be studied in can be studied in p–A
collisions. Some of these CNM effects are:

• modification of the effective partonic luminosity in colliding nuclei, with re-
spect to colliding protons, expressed in therms of nuclear-modified PDFs (nPDF)
or within the Colour Glass Condensate (CGC) theoretical framework at lowx;

• multiple scattering of partons in the nucleus before and/or after the hard scat-
tering, leading to parton energy loss and transverse momentum broadening;

• in addition to genuine CNM effects, the large set of particles (partons or hadrons)
produced, may be responsible for a modification of open heavy flavour and
quarkonia production. It’s still an open point if this set of particles could form
a “medium” with some degree of collectivity [92].

A way to quantify CNM effects is to measure the nuclear modification factorRpA,
defined as the ratio between the production yield NpA in p-A collisions, in a given
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FIGURE 2.6: pT -differential cross sections for non-prompt charmo-
nia (assumed to come from beauty decays: a) Ψ(2S) by ATLAS [89],
compared with FONLL [71] and GM-VFNS [86] [87]; b) χc1 and χc2 by
ATLAS [90], compared with FONLL [71]; c) J/Ψ and ηc by LHCb [88].

centrality class, and the pp production cross section at the same energy, scaled by the
average nuclear overlap function < TpA >, obtained with the Glauber model [93]

RCpA =
NC

pA

< TpA >Cσpp
(2.1)

In minimum-bias collisions, i.e. without selection on centrality, RCpA becomes

RpA =
σpA

Aσpp
(2.2)

where A is the mass number. RpA = 1 is expected to be ∼ 1, assuming that no
medium is created in p-Pb collisions.
In the next, some of the most important and recent results at RHIC and LHC about
CNM effects on open and hidden heavy flavour production will be described.

Heavy-flavour decay leptons The production of leptons from charm and beauty
decays was studied at RHIC and LHC in d-Au and p-Pb collisions at

√
sNN = 200
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GeV and 5.02 TeV respectively. The heavy-flavour decay spectrum is determined by
extracting the non-heavy-flavour contribution to the inclusive lepton distribution.
Beauty decay-electron spectra, in particolar, are extracted from the heavy-flavour
decay-electron spectra by a cut or fit of the lepton impact-parameter distribution or
taking into account the lepton azimuthal correlation to heavy flavours or charged
hadrons.
Heavy-flavour decay lepton RdAu measurements versus transverse momentum, by
PHENIX experiment [94], are shown in Fig. 2.7. At mid-rapidity there is a mild
dependence on the multiplicity. Results at forward and backward rapidity are sim-
ilar for peripheral collisions, for most central events instead they show a strong de-
viation from unity. Preliminary results with ALICE at LHC show a multiplicity-
integrated RpA close to unity and a rapidity dependence similar to what observed
at RHIC [95]. Within larger uncertainties, first preliminary measurements of the
beauty-hadron decay-electrons RpPb at mid-rapidity by ALICE are also consistent
with unity [95].
The similar behavior of RHIC and LHC heavy-flavour decay lepton RCpA, within
the large uncertainties, despite the different x-Bjorken ranges covered, suggests that
nPDFs might not be the dominant effect in heavy-flavour production. Additional
mechanisms like kT-broadening, initial- or final-state energy loss could be at play.

FIGURE 2.7: Nuclear modification factor of leptons from heavy-
flavour decays in d-Au collisions. Measurement performed with the
PHENIX detector at

√
sNN = 200 GeV, as a function of pT in two dif-

ferent centrality classes [94].

D mesons The pT -differential cross sections of D0, D+, D∗+and D+
s were mea-

sured by ALICE in minimum bias p-Pb collisions at
√
sNN = 5.02 TeV [96], using the

same analysis strategy used for the pp data sample. D mesons are reconstructed in
different pT intervals in 1 < pT < 24 GeV/c. No significant variations of RpPb among
the different D meson-species are observed.
Recently, the nuclear modification factor of prompt D0mesons in the interval 0 <
pT < 12 GeV/c was computed using the cross sections in pp and p-Pb collisions
resulting from the analysis without decay vertex reconstruction [77]. Figure 2.8
shows the combined measurement of the nuclear modification factor of prompt (non
strange) D mesons, obtained by using the D0measurement without decay-vertex re-
construction for the interval 0 < pT < 1 GeV/c and the average of the measurements
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for D0, D+and D∗+mesons in the interval 1 < pT < 24 GeV/c. In this figure, the com-
bined RpPb from data is compared with theoretical results: on the left the compar-
ison is made with models including CNM effects[63, 97–99], describing quite well
the experimental results within uncertainties. On the right, the comparison is also
done with the transport model calculations Duke and POWLANG [100], which as-
sume that a Quark-Gluon Plasma is formed in p-Pb collisions. The current precision
of the measurement does not allow to discriminate between the two scenarios, with
only CNM effects or also with QGP formed, even though the data seem to disfavor
a suppression larger than 15-20% in the pT interval 5 < pT < 10 GeV/c.
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FIGURE 2.8: Nuclear modification factor RpPb of prompt D mesons
in p-Pb collisions at

√
sNN = 5.02 TeV. Left: Nuclear modification

factor RpPb of prompt D mesons in p-Pb collisions at
√
sNN = 5.02

TeV: average RpPb of D0, D+and D∗+mesons in the interval 1 < pT <
24 GeV/c [96], shown together with the D0 RpPb in 0 < pT < 1
GeV/c [77].The data are compared with results of theoretical calcu-
lations including only CNM effects, NLO pQCD with EPS09 nPDFs,
a LO pQCD calculation with CNM effects and a calculation based on
incoherent multiple scatterings. Right: Same data as on the left. Here
the results are compared to the results of the Duke and POWLANG

transport models.

D meson production was also studied as a function of the charged-particle mul-
tiplicity [78] [79]. An enhancement of the D-meson yields, similar to what observed
in pp collisions at

√
s = 7 TeV is observed (see Fig. 2.9, left plot). However, in p-

Pb collisions in addition to the contribution by the MPI, also CNM effects and the
contribution of the multiple binary nucleon collisions should be taken into account.

Open beauty measurements First measurements of the beauty production cross
section in p-A collisions were performed by LHCb in p-Pb collisions at

√
sNN = 5.02

TeV at large rapidity (2 < ylab < 4.5), via the analysis of non-prompt J/Ψ mesons, re-
constructed from an invariant mass analysis of opposite sign muon pairs, using a fit
to the decay time of the J/Ψ along the beam direction to select the J/Ψ coming from
beauty decays [101]. The pT -integrated RpPb, is close to unity at backward-rapidity,
and shows a modest suppression at forward-rapidity, as shown in Fig. 2.10.
CMS performed preliminary measurements of B mesons B0, B+and B0

s , in p-Pb col-
lisions at

√
sNN = 5.02 TeV [102]. B mesons were reconstructed via their decays to

J/Ψ + K or φ at mid-rapidity in 10 < pT < 60 GeV/c. The results seem to suggest that
B-hadron production is not affected, or is only mildly affected, by CNM effects. To
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FIGURE 2.9: D-mesons yields vs multiplicity in p-Pb collisions with
ALICE. Left: Average of D0, D+and D∗+relative yields in p-Pb col-
lisions at

√
sNN = 5.02 TeV, as a function of the relative charged-

particle multiplicity at central rapidity in several pT intervals. Right:
Average D-meson per-event yields vs relative charged-particle multi-

plicity at central rapidity, compared with EPOS 3 [82].

summarize, a rapidity dependence of J/Ψ production was measured at RHIC and
LHC. The suppression is more pronounced at forward than mid-rapidity.

2.4 Heavy-flavour production in nucleus-nucleus collisions

Inclusive measurements with leptons
The key points of the measurements of the semi-leptonic decay channels are lepton
identification and background subtraction. STAR [104] and PHENIX [105] [106] Col-
laborations measured the electronic yield at various center-of-mass energies and in
various colliding systems. The pT dependence of the nuclear modification factor in
the 10% most central Au-Au collisions at

√
sNN= 200 GeV is shown in Fig. 2.11 [107].

A suppression for the nuclear modification factor was observed, increasing with the
transverse momentum and reaching a factor 4 for pT > 4 GeV/c. From the compar-
ison with the measurements in d-Au [108] and Cu-Cu [109] collisions at

√
sNN =

200 GeV, also shown in the figure, a clear dependence on the colliding system was
found. In particular, the observation that the nuclear modification factor is consistent
or larger than unity in d–Au collisions demonstrates that the high-pT suppression in
nucleus–nucleus collisions is induced by the presence of the hot and dense medium.
A clear dependence of the suppression on the centrality was also observed [105].

At LHC, heavy-flavour production was measured in the leptonic decay channel
in Pb-Pb collisions at

√
sNN = 2.76 TeV. ALICE [110] observed a suppression for the

nuclear modification factor of muons from heavy-flavour decays that increases from
peripheral to central collisions, up to a factor three in central collisions. Fig. 2.12
shows the nuclear modification factors of muons from heavy-flavour decays in 2.5
< y < 4 as a function of pT in the 10% most central collisions (left panel) and as a
function of centrality in 6 < pT < 10 GeV/c (right panel). The observed suppres-
sion increases from peripheral to central collisions, up to a factor of three in central
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FIGURE 2.10: LHCb measurements of non-prompt J/Ψ in p-Pb col-
lisions [101]: the nuclear modification factor is shown as a function
of the rapidity and compared to nPDF-based calculations calcula-

tions [103].

FIGURE 2.11: Transverse momentum dependence of the RAA of
heavy-flavour decay electrons at mid-rapidity measured in central d-

Au [108], Cu-Cu [109] and Au-Au [107] collisions.

collisions. The results are consistent with preliminary results for electrons at mid-
rapidity by ALICE [111] and also with preliminary measurements performed by AT-
LAS [112].

D meson measurements
The differential charm production cross section is determined from measurements
of open charm mesons, by STAR and ALICE. RAA for D0mesons in the most central
Au-Au collisions, measured by the STAR experiment [113] (left plot of Fig. 2.13 is
enhanced at around 1.5 GeV/c and shows a strong suppression at pT > 3 GeV/c.
The ALICE experiment measured the production of D0, D+and D∗+in Pb-Pb colli-
sions at

√
sNN = 2.76 TeV [114]. The average RAA of D mesons, for two centrality

classes, is shown on the right panel of Fig. 2.13. The high-pT D-meson yield for
the most central events is strongly suppressed, by a factor four at 10 GeV/c. The
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FIGURE 2.12: Nuclear modification factor RAA of heavy-flavour de-
cay muons with 2.5 < y < 4 measured by ALICE in Pb–Pb collisions at√
sNN= 2.76 TeV as a function of pT in the 10% most central collisions

(left panel) and as a function of the mean number of participating
nucleons (righ panel) [110].

analysis of the Pb-Pb 2011 data allowed to extend the measurements to higher mo-
menta, observing a similar suppression patter up to 30 GeV/c [115]. In addition, the
D+

s meson, consisting of a charm and an anti-strange quark, was measured for the
first time in Pb-Pb collisions [116](see Fig. 2.14). The observed central value for the
RAAD+

s is larger than that of D0, D+and D∗+, although the large statistical and sys-
tematic uncertainties don’t allow to draw any final conclusion. The low-pT RAAfor
D+

s is well described by the TAMU model [117] [118] based on heavy-quark diffusion
and hadronization via recombination.

FIGURE 2.13: Left:Transverse momentum dependence of the nuclear
modification factor RAA of D0mesons in the 10% most central Au-Au
collisions at

√
sNN= 200 GeV [113]. Right: RAA of prompt D mesons

(average of D0, D+and D∗+) versus pT for 0-10% and 30-50% central-
ity classes in Pb-Pb collisions at

√
sNN= 2.76 TeV [114] and p-Pb colli-

sions at
√
sNN= 5.02 TeV [96]. Theoretical calculations for D+

s mesons,
using the TAMU model [117] [118] are superimposed.
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FIGURE 2.14: Nuclear modification factor RAA of D+
s mesons [115],

compared with the averagedRAA for D0, D+and D∗+ [114], measured
by ALICE.

Beauty production measurements
The detection and identification of beauty hadrons usually exploits their long life
times, with cτ values about 500 µm. Precise charged particle tracking and vertexing
are of crucial importance, with a required resolution on the track impact parameter
in the transverse plane being of the order of 100 µm. Most decay channels proceed
as b→c, giving rise to a topology that contains both a secondary and a tertiary de-
cay vertex. Lepton identification is often used in beauty measurements, as the semi-
leptonic branching ratio is about 20%, taking into account both decay vertices. As we
have seen in pp collisions, the beauty contribution is extracted from semi-electronic
decays of heavy flavours through a fit of the impact-parameter distribution. Pre-
liminary results from the ALICE Collaboration in Pb-Pb collisions [119], using the
same strategy, indicate RAAvalues below unity for electron pT larger than 5 GeV/c.
Beauty measurements are achieved also using the B→J/Ψ+X decay mode, decom-
posing the J/Ψ yield into its prompt and non-prompt components, using a fit to
the lifetime distribution. A first measurement using this technique was performed
by CMS Collaboration [120], measuring the RAAof non-prompt J/Ψ in 6.5 < pT < 30
GeV/c and |y| < 2.4. This measurement is shown in Fig. 2.15. A recent measurement
from the ALICE Collaboration [121], also shown in Fig. 2.15, shows similar values
for RAAfor close kinematic ranges (4.5 < pT < 10 GeV/c and |y| < 0.8).

Comparison of RAA for charm, beauty and light-flavour hadrons
The expected dependence of in-medium energy loss on the parton colour charge and
mass can be investigated by comparing the nuclear modification factor of charged
hadrons, mostly originated from gluon fragmentation at the LHC energies, with that
of hadrons with charm and beauty. Open heavy-flavour hadron production is ex-
pected to be sensitive to the energy density of the system through the mechanism of
in-medium energy loss of heavy quarks. Figure 2.16(left panel) shows the D-meson
RAA measured by ALICE [122] as a function of the average number of nucleons par-
ticipating in the interaction, compared to the one of J/Ψ from beauty-hadron decays
measured by CMS [123]. The D-meson pT range was chosen in order to obtain a
significant overlap with the pT distribution of B mesons decaying to J/Ψ with 6.5 <
pT < 30 GeV/c, thus allowing a consistent comparison. A similar trend as a func-
tion of centrality is observed, but the D-meson RAAis systematically lower than the
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FIGURE 2.15: Non-prompt J/Ψ RAA measured in two centrality bins
from CMS [120] and in one centrality bin for two pT ranges from AL-
ICE [121]. The ALICE points are slightly shifted horizontally for bet-
ter visibility. The correlated uncertainties are shown as filled box at

RAA = 1.

one of J/Ψ from B decays in central collisions. This is consistent with the expecta-
tion from the predicted energy loss hierarchy, with a smaller in-medium energy loss
for beauty than for charm. Calculations including mass-dependent radiative and
collisional energy-loss [124] predict a difference between the RAA of D mesons and
non-prompt J/Ψ similar to the measurement. Figure 2.16 (right panel) also shows
the comparison of the D-meson RAA with that of charged hadrons and pions [125],
measured again by ALICE: a similar suppression is observed within uncertainties.
More in details, the RAA of D mesons and light-flavour hadrons are consistent for
pT > 6 GeV/c. For pT < 6 GeV/c, the RAA of D mesons tends to be slightly higher
than that of pions, even if more data are needed to study the effect of charm quark
mass at low pT .
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FIGURE 2.16: Comparison of RAA for charm, beauty and light-
flavour. Left: RAAof D mesons in 8 < pT < 16 GeV/c from ALICE [122]
and preliminary non-prompt J/Ψ mesons from CMS in 6.5 < pT < 30
GeV/c [123]; Right: Prompt D-meson RAA (average of D0, D+and
D∗+) as a function of pT compared to the nuclear modification factor

of pions and charged particles in the 0-10% centrality range [125].
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Azimuthal anisotropy measurements
The elleptic flow is measured in general using three methods: event plane (EP) [126],
scalar product (SP) [127] and multi-particle cumulants [128]. In the following an
overview of the elliptic flow measurements at RHIC, using heavy-flavour decay elec-
trons, and LHC, using D mesons, will be presented.
electrons
The starting point in order to determine the heavy-flavour decay-electron ν2 is the
measurement of ν2 for inclusive electrons, which include photonic or background
electrons (from photon conversion in the detector material and internal conversions
on the Dalitz decays of light mesons), contamination from hadrons and heavy-flavour
decay electrons. The heavy-flavour decay-electron ν2is obtained from the inclusive
electron ν2, weighted by the corresponding contributions to the inclusive yield. The
PHENIX Collaboration measured the heavy-flavour decay-electron ν2in Au-Au col-
lisions at

√
sNN = 62.4 and 200 GeV using the event-plane method [129]. ν2, showed

in Fig. 2.17, for minimum-bias events, is larger than zero in 0.5 < pT < 2.5 GeV/c. At
larger pT it shows a decreasing trend, however the statistical uncertainties is not
enough for a firm conclusion, as well as to give any conclusion on the energy de-
pendence of ν2. Measurements performed by STAR at

√
sNN = 200 GeV show a

ν2 larger than zero for pT > 0.3 GeV/c compatible with the PHENIX results in the
same centrality class [130].

FIGURE 2.17: D-mesons ν2 measured by the PHENIX Collaboration
in Au-Au collisions at RHIC [129]. Measurement performed at

√
sNN

= 200 GeV as a function of pT .

D mesons
The ALICE Collaboration measured the ν2 of prompt D mesons in Pb-Pb collisions
at
√
sNN = 2.76 TeV [131]. The D mesons (D0, D+and D∗+) were measured in 2

< pT < 16 GeV/c at mid-rapidity using their hadronic decay channels and exploit-
ing the separation (few hundred µm) of the decay vertex from the interaction point
to reduce the combinatorial background. The measurement of the ν2 for D-mesons
was performed using the three methods described above. The D-meson ν2 mea-
sured in different centrality classes in Pb-Pb collisions [132], shown in Fig. 2.18, is
larger than zero with a significance ∼ 6 in the interval 2 < pT < 6 GeV/c and com-
parable in magnitude to the one of charged hadrons, dominated by light-flavour
hadrons [111] [133]. These results indicate that at low pT charm quarks participate
in the collective motion of the system. ν2 results at high pT could give insight into
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the path-length dependence of the in-medium energy loss, but the present statistics
does not allow to give a conclusion on this.
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FIGURE 2.18: D-mesons ν2 measured by the ALICE Collabora-
tion [132] [134]. Comparison of prompt D0 meson and charged-
particle ν2 measured by ALICE Collaboration [111] [133] in three cen-

trality classes as a function of pT .

An increasing trend of ν2 towards more peripheral collisions is observed, as
shown in Fig. 2.19 for the D0meson [134].
ν2 results at high pT could give insight into the path-length dependence of the in-
medium energy loss, but the present statistics does not allow to give a conclusion on
this.

FIGURE 2.19: Centrality dependence of the D0meson ν2 measured by
ALICE for three different pT intervals [134].
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Chapter 3

ALICE detector

Introduzione al capitolo su ALICE

3.1 LHC

The Large Hadron Collider (LHC) [135] is the world’s largest and powerful particle
accelerator and collider. It is installed in the 26.7 km long tunnel, previously build to
host the Large Electron-Positron (LEP) Collider [136]. Along its circumference, four
main experiments are located in four different interaction points.
A Toroidal LHC ApparatuS (ATLAS) and Compact Muon Solenoid (CMS), the biggest,
are multi-purpose detectors, aimed to discover the Higgs boson and study physics
beyond the Standard Model (SM). Large Hadron Collider beauty (LHCb) experiment is
focused on the flavour physics, in particular on the study of the CP-symmetry vio-
lation using beauty-hadron decays. A Large Ion Collider Experiment (ALICE) is aimed
to the study of Quark-Gluon Plasma produced in heavy-ion collisions, but also a
shorter physics program with pp and p-Pb collisions is carried on. We will come
back to ALICE in the next paragraph.
LHC was designed to run protons at the maximum collision energy

√
s of 14 TeV for

pp collisions and
√
sNN of 5.5 TeV for Pb-Pb collisions. However, after a technical

incident in 2008, in 2010 and 2011 LHC run at half of the nominal energy, proving
Pb-Pb collisions at

√
sNN = 2.76 TeV and pp collisions at

√
s = 7 TeV. In 2012, due to

the excellent performance of the machine, it was decided to increase
√
s to 8 Tev for

pp collisions. The p-Pb run of 2013 completed this first three years long period of
data taking, referred as Run I.
After two years of maintenance and upgrading, LHC restarted physics in 2015 (Run
II) with pp collisions at

√
s = 13 TeV, the highest energy even reached by a particle

accelerator and, by the end of the year, with Pb-Pb collisions at the unprecedented
energy of

√
sNN = 5.02 TeV. The collection of these data marks a new chapter in the

precision studies of the properties of the hot and dense hadronic matter. Run II con-
tinued in 2016 with the second pp run and with the p-Pb run, at

√
sNN = 5.02 and

8.16 TeV. The lower energy of 5.02 TeV was chosen identical to 2013 p-Pb and equiv-
alent to Pb-pb 2015, with the aim of compare different colliding species.
Another important accelerator parameter, beside the collision energy, is the instan-
taneous luminosity L. This is the proportionality factor between the event rate (R)
and the interaction cross section (σint) of the process under study:

R = Lσint (3.1)

The instantaneous luminosity can be determined as
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L =
N2
b nbfγ

4πεnβ∗
F (3.2)

where Nb is the number of particles per bunch, nb the number of bunches per
beam, f the revolution frequency, γ the Lorentz factor, εn the normalized transverse
emittance,β∗ the amplitude function in the interaction point, F the geometric reduc-
tion factor due to the beams crossing at a certain angle.
The transverse emittance tells us if the process of packing protons into bunches was
successful: a low emittance particle beam means that the particles have more or less
the same momentum and they are confined to a small distance. The β functions
depends on the accelerator magnet configuration. in order to have the highest lumi-
nosity at the interaction point, according to the 3.1, it’s needed to keep the emittance
low and the β∗ the lowest possible. Since the emittance changes as a function of the
beam momentum, usually the normalized emittance, defined as εn = γβε, is consid-
ered. εn does not vary during the beam acceleration. The F factor can be expressed
int terms of the crossing angle at the interaction point θc as

F =

[
1 +

(
θcσz
2σ∗xy

)2
]−1/2

(3.3)

assuming that in each bunch the particles are distributed in the three spatial di-
rections according to Gaussian distributions, with σxy and σz being the sizes in the
transverse and longitudinal direction respectively. The bunch transverse and longi-
tudinal sizes are the same for the two beams, as the number of particle per bunch.
This number has an upper limit due to the non-linear beam-beam interaction that
affects each particle, when two bunches collide. The number of bunches per beam,
instead, changes according to the different filling schemes. The beams parameters
in particular change in order to have the requested luminosity in the different inter-
action points (corresponding to the different experiments)).

3.1.1 The injection chain

The accelerator complex [137], shown in Fig. 3.1 is composed by machines that in
succession accelerate particles to higher energies. These machines are pre-existing
CERN accelerators, upgraded to meet the demanding needs of LHC: many high in-
tensity bunches (25 ns spacing), small transverse emittance and very well defined
longitudinal emittance. The proton source is simply a hydrogen tank, from where
protons are extracted (an electric field is used to strip the atoms of their electrons)
and injected in theLinear Accelerator 2 (Linac2) increasing the energy up to 50 MeV.
The protons are then injected in the Proton Synchrotron Booster (PSB) and accelerated
to 1.4 GeV. The accelerations continues in the Proton Synchrotron (PS) reaching the
energy of 25 GeV and finally in the Super Proton Synchrotron (SPS). Here protons
reach the energy of 450 GeV and are finally transferred to the two beam pipes of the
LHC, both in a clockwise and anticlockwise direction, and they are accelerated to
their nominal energy.
Lead ions instead are produced from a highly purified lead sample heated to a tem-
perature of about 500◦C. The lead vapour is ionized by an electron current. many
different charge states are produced with a maximum around Pb29+. These ions are
selected and accelerated to 4.2 MeV (energy per nucleon) before passing through a
carbon foil, which strips most of them to Pb54+. The created Pb54+ beam is then
accelerated to 72 MeV per nucleon in the Low Energy Ion Ring (LEIR) and transferred
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successively to the PS. Here the beam is accelerated to 5.9 GeV/nucleon, stripped
to Pb82+ passing through a second foil and sent to the SPS. The SPS accelerates the
beam to 177 GeV/nucleon and sends it to the LHC.

FIGURE 3.1: Schema of the LHC injection chain

3.1.2 LHC operations

The total number of collisions is usually expressed in therms of integrated luminosity
Lint =

∫
dtL in unities of inverse cross section and reported in function of time and

period. In Figs. 3.2 and 3.3 the total integrated luminosity recorded for pp and p-Pb
collisions is shown.

In Fig. 3.4 is reported the integrated luminosity registered by the different ex-
periments during Run I and run II Pb-Pb collisions. During the data taking of 2010,
ATLAS, ALICE and CMS registered an integrated luminosity of about 10 µb−1, about
100 µb−1 in 2011, for Pb-Pb collisions at

√
sNN = 2.76 TeV. In November 2015 the fist

Pb-Pb collisions of the Run Ii data taking, with the energy
√
sNN of 5.02 TeV started.

In this occasion, ALICE registered an integrated luminosity of 360 µb−1.

3.2 ALICE

The ALICE experiment at the LHC [138] is mainly aimed to the study of hadronic
matter under extreme conditions of temperature and energy density, as those reached
in heavy ion collisions, in particular to verify the QCD predictions about the ex-
istence of a phase transition from the common hadronic matter to the QGP, with
quarks and gluon not confined into hadrons. In addition to Pb-Pb collisions, ALICE
is also interested in pp and p-Pb collisions, for a comparison with Pb-Pb collisions.
The ALICE detector (Fig. 3.6) has dimensions 16×16×26 m3 and a total weight of
about 10000 t. With respect to the other experiments at the LHC, ALICE can benefit
of an excellent Particle Identification (PID), optimized to work in high track density
environment, like Pb-Pb collisions. This is obtained combined different techniques
from different detectors.These can be briefly summarized in three main groups:
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• Detectors of the central barrel: These detectors, shown in Fig. 3.5 are mainly
dedicated to the vertex reconstruction, tracking and particle identification. They
are host inside the magnet (Bz = 0.5 T) used in the past for the L3 experiment
at LEP, and cover the pseudo-rapidity range -0.9 ≤ η ≤ 0.9 (corresponding to
the polar acceptance π/4 ≤ θ ≤ 3π/4) and the total azimuthal acceptance (0
≤ φ ≤ 2π). Moving from the interaction point to the board, the central barrel
consists of

– Inner Tracking System (ITS), detectors at high resolution for tracking;

– The Time Projection Chamber (TPC), for tracking and particle identification
using energy loss measurements;

– Transition Radiation Detector (TRD)

– Time Of Flight (TOF) for particle identification using time-of-flights mea-
surements;

– High-Momentum Particle Identification Detector (HMPID);

– ElectroMagnetic CALorimeter (EMCAL);

– Di-jet CALorimeter (DCAL);

– PHOton Spectrometer (PHOS),

• Forwards detectors: These detectors are collocated in high pseudo-rapidity
regions (corresponding to small angles with respect the beam line) and are
generally used for trigger and/or for event characterization. They are:

– V0;

– Zero-Degree Calorimeter (ZDC);

– Forward Multiplicity Detector (FMD);

– Photon Multiplicity Detector (PMD);

– ALICE Diffractive detector (AD);

– Muon spectrometer.

– Detectors for cosmic rays: ALICE is also provided with an array of scin-
tillators for cosmic ray detection, collocated in the upper region of the
L3 magnet, the ALICE COsmic Ray DEtector (ACORDE). The detected
cosmic rays can be used for triggering purposes.

In the following of the chapter, an overview of the main features for each men-
tioned detector will be given. One can find a more exhaustive description of
all of them in [138]. In the following chapter will be focused instead on the
TOF detector.

3.2.1 Central barrel detectors

ITS
This detector [2] is the closest one to the interaction point. It consists in six
concentric cylindrical layers of three different kinds of detectors: Silicon Pixel
Detector (SPD) for the two intern layers, Silicon Drift Detector (SDD) for the two
intermediate ones and Silicon Strip Detector (SSD) for the two most external
layers. The internal ray is only 4 cm (the minimum possible due to the beam
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pipe with a ray of 2.9 cm), the external one is 43.9 cm. The layout of the ITS
was chosen taking into account the high density of particles produced in Pb-
Pb collisions (up to 50 particles/cm2). The material budget was reduced to the
minimum in order to reduce multiple scattering that affects mainly particles
with low momentum.

The ITS plays a crucial rule in the ALICE physics program. it is fundamental to
determine the primary vertex of the interaction, with a resolution better than
20 µm in central Pb-Pb collisions, and the impact parameter of the tracks, with
resolution better than 65 µm in Pb-Pb collisions for transverse momentum (pT)
> 1 GeV/c. Moreover, the ITS allows for the identification of particles with
momenta less than 100 MeV/c (hence, in the momentum region not accessible
by the TPC), through measurements of specific energy loss (dE/dx) in the SDD
and SSD. As can be seen in Fig. 3.8, ITS dE/dx measurements allow for a good
separation of kaons from protons for p < 1 GeV/c, and pions from kaons for p
< 450 MeV/c.

TPC
It’s the main detector for tracking in ALICE [141], optimized to provide, to-
gether with the other central barrel detectors, charged-particle momentum
measurements with a good two-track separation, particle identification and
vertex determination. It covers the pseudorapidity range | η |≤ 0.9 and the
full azimuthal angle. Its layout was optimized in order to have excellent track-
ing in a very high tracks multiplicity environment, reduce the material budget
in order to minimize multiple scattering and the production of secondary par-
ticles, to limit the detector occupancy but still guarantee a good momentum
resolution for high-pT particles . The TPC has a cylindrical shape centered
on the interaction point, with an internal radius of 85 cm, an external one of
250 cm and a total length of 500 cm, along the beam direction, for a total ac-
tive volume of almost 90 m3. It is filled with a mixture of Ne, CO2 and N2,
in the proportions 90/10/5. A central cathodic plane divides the TPC in two
regions. After ionization by a charged particle, the electrons drift toward the
readout planes on the two edges (MWPC), with a maximum drift time of 88
µs, setting in this way a limit on the sustainable event rate of the TPC. At high
interaction rates, pile up becomes relevant. This effect can be rejected using
the fact that tracks from pileup point to a different primary vertex. The read-
out planes are divided in 18 sectors, where the MWPC are hosted. The TPC
tracking efficiency is very high, > 90 % for pT > 100 MeV/c, until about 100
GeV/c. measuring the tracks deflection in the magnetic filed, ITS and TPC are
able to determine the momentum of charged particles with a resolution better
than 1% at low pT and better than 20 % for pT ∼ 100 GeV/c (See Fig. 3.9).

An example of particle dE/dx in the TPC is shown in Fig. 3.10, where the en-
ergy loss distributions for the different species are fitted with the Bethe-Bloch
formula. The bands for pions, kaons and protons are well separated for p < 1
GeV/c. Deutons are well separated from protons until ∼ p < 2 GeV/c.

TRD
The main purpose of the TRD is to provide electron identification for pT > 1
GeV/c. Below this value, electrons can be identified measuring their dE/dx
with the TPC. Above 1 GeV/c instead, the transition radiation (TR) from elec-
trons passing a radiator (interface of two media with different dielectric con-
stants) combined with the specific energy loss in a particular gas mixture pro-
vides a good pion rejection capability. Using also information from ITS and
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TPC, TRD allows for the study D- and B-mesons through their semi-leptonic
decays and the production of vector meson resonances (like J/ψ, Υ, Υ, ...)
through their lepton decay channel e+e−. The TRD is segmented along the az-
imuthal angle in 18 sectors. Each sector contains 30 modules arranged in five
sections along z and six radial layers. Each detector element consists of a ra-
diator 0f 4.8 cm thickness, a drift section of 30 mm thickness and a multiware
proportional chamber (MWPC) with pad readout. During the Run I, only 10
of the 18 sectors or the TRD had been installed. All the other were installed
before the start of Run II.

TOF
This detector will be extensively described in the following chapter

HMPID
The purpose of this detector with limited acceptance (-0.6≤ η ≤ 0.6) is identify
charged hadrons at pT > 1 GeV/c, extending the momentum range over which
ALICE can perform PID through dE/dx and time-of-flight measurements. The
detector is composed by Ring Imaging Cherenkov (RHIC) counters collocated
4.5 m far from the beam line and divided in 7 modules, each of them with
dimensions 1.5×1.5m2. The radiator is a 15 mm tick layer of C6F14 liquid
with a refraction index n = 1.2989 at lambda = 175 nm, corresponding to a
momentum threshold of pth = 1.21 m, where m is the particle mass. Cherenkov
photons, emitted by a fast charged particle traversing the radiator, are detected
by a photon counter with a thin layer of CsI deposited on the pad cathod of a
MultiWire Pad chamber (MWPC).

EMCAL, DCAL
The EMCAL is a large Pb-scintillator sampling calorimeter, mainly used to
measure jet, as trigger for photons and electrons at high momenta. The de-
tector element is composed by 1.44 mm tick Pb layers and 1.76 tick layers of
scintillator, with longitudinal wavelength-shifting fibers readout via avalanche
photo diodes. The EMCAL covers the pseudorapidity range | η |≤ 0.7, with
a polar angle coverage of ∆φ = 107◦, on opposite position in azimuth with re-
spect to the PHOS detector, about 430 cm far from the interaction point.
The DCAl [140] was installed during the Long Shutdown I of LHC, and it
has the same structure of the EMCAL, but collocated in the opposite position.
Together with the EMCAL, the DCAL can provide bigger acceptance for mea-
surements of back-to-back correlations of jets and hadrons.

PHOS
The PHOS is a high-resolution electromagnetic spectrometer, covering a lim-
ited acceptance (| η |≤ 0.12 and polar angle coverage of ∆φ = 100◦) at central
rapidity, situated almost 5 meters under the interaction region, in the opposite
(azimuthal) direction with respect to the EMCAL. It is composed by scintil-
lator crystals of PbWO4. This detector is dedicated to low pT direct photon
measurements and study of high-pT π

0 and υ-jet correlations.

3.2.2 Forward detectors

V0, ZDC and T0
The V0 detector [142] is a small angle detector. It consists of two arrays of scin-
tillators, V0-A and V0-C, which cover the pseudorapidity ranges 2.8 < η < 5.1
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and -3.7 < η < -1.7 for collisions at the IP (z = 0). V0-A is located 329 cm far
from the IP, on the side opposite to the muon spectrometer (see Fig. ??). V0-C
is located on the front face of the hadronic absorber. Both arrays are segmented
in four rings in the radial direction, and each ring is divided in eight sections
in the azimuthal direction. This detector, together with the SPD, provides the
minimum bias (MB) trigger for the central barrel detectors, for pp and Pb-Pb
collisions. It is also used to remove the beam-gas background, due to particles
of the beam interacting with residual particles in the beam-pipe. V0 detector
also provides the estimate of the centrality, from the measurement of the mul-
tiplicity of particles reaching the scintillators [143](See Fig. 3.12), interpolated
with the Glauber model [93].
The centrality of the collision can be estimated also in an alternative way, de-
tecting the spectator nucleons that keep their trajectory in forward direction
along the beam line. Aimed at that, two ZDC are places at 115 m away from
the IP on both sides, exactly along the beam line. These calorimeters are also
used to estimate the reaction plane in nuclear collisions. Each ZDC is com-
posed by two calorimeters, one for the spectator neutrons (ZN), the other one
for the spectator protons (ZP) placed externally. In particular the ZDCs are
“spaghetti” calorimeters made by a stack of heavy metal (tungsten) plates al-
locating a matrix of quartz fibres. Since in Ultra Peripheral Collisions (UPC)
the spectators stay in the beam pipe, the ZDCs collect a samll amount of energy
both for central and UP events. To distinguish the two classes of events, tho
additional electromagnetic calorimeters (ZEM) are used, places at 7 m away
from the IP on both sides of the beam pipe and opposite to the muon arm.
The T0 detector consists of two arrays (T0A and T0C) of Cherenkov counters
(12 counters for array), located at the sides opposite to the collisions zone, at
370 cm and 70 cm away from the IP. Each array is composed by a 12 cylindrical
Cherenkov counters, equipped with a quartz radiator and a photomultiplier
tube. The T0’s main purpose is to determinate the start time of the collision t0.

FMD,PMD and AD
The FMD provides the measurement of the charged-particle multiplicity in the
pseudorapidity range -3.4 < η < -1.7 and 1.7 < η < 5.0, extending the pseudora-
pidity region covered by the SPD. It consists of silicon strip detectors located at
three different positions along the beam pipe: FMD1 is located at 320 cm from
the IP on the C side of ALICE. FMD2 and FMD3 are places on both sides of the
ITS, about 75 cm away from the IP.
The PMD measures the spatial distribution of photons produced in forward
direction, in the region 2.3 < η < 3.7, providing an estimate of the transverse
electromagnetic energy and of the reaction plane of the collision. It is made of
two planes of gas proportional counters preceded by two converter plates.
The AD [139] detector was installed in the ALICE cavern during the first long
Shutdown of LHC. It consists of four stations of scintillator pads located at 18
m on side A (ADA) and 20 m on side C (ADC) from the IP. Its main goal is to
extend the current rapidity coverage, in order to have more sensitivity to tag
rapidity gaps related to diffractive processes

Muon spectrometer
The muon spectrometer [144](see Fig. 3.13 was designed with the aim to study
the open heavy flavour production and the quarkonia production (J/ψ, ψ′,
Υ(1S), Υ(2S) and Υ(3S)) via the muonic decay channel µ+µ−. Quarkonia
states in particular exhibit invariant mass peaks very close to each other, hence
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requiring a very good mass resolution of the detector. For this purpose, a
dipole magnet was installed at about 7 m from the IP, proving a nominal mag-
netic filed of 0.7 T along the z axis (perpendicular to the beam axis). The invari-
ant mass resolution is about 70 MeV in the J/ψ and about 100 MeV close to the
Υ(1S). In this way all the five different resonance states can be resolved and
measured. The spectrometer is located externally to the central barrel and cov-
ers the pseudorapidity region -4.0≤ η ≤ -2.5. A front absorber, made of carbon
and concrete, suppresses all the primary and secondary particles coming from
the IP, except muons. A high-granularity tracking system is provided with 10
chambers arranged in 5 stations of 2 chambers each, perpendicular to the beam
axis and with cathodic planes for the signal’s readout. The reached spatial res-
olution is better then 100 µm. Two of the 5 chamber stations are placed between
the L3 magnet and the dipole magnet. These chambers are highly segmented
(more than one million channels) in order to keep the occupation rate within
5%. One of the stations is hosted in the dipole magnet, instead the last two
are outside the dipole. The trigger system (MTRG) is designed to select only
heavy quark resonance decays. It is composed by 4 planes of Resistive Plate
Chambers (RPCs) arranged in two stations and positioned after a muon filter
made of 1.2 m thick iron, that allows only muons with p > 4 GeV/c to reach
the trigger chambers. Finally, an inner beam shield, made of tungsten, lead
and stainless steel, protects the spectrometers from background arising from
primary particles emitted in the collisions and from their showers produced in
the beam pipe and in the shield itself.

3.2.3 Cosmic rays detectors

ACORDE
The detector ACORDE consists of sixty scintillator modules, located on the
top part of the ALICE’s magnet L3. It is used during cosmic ray data taking
sessions, providing a fast trigger signal useful to calibrate and align the central
barrel detectors and also to performance particular physics studies with cosmic
rays.

3.3 ALICE online operations

The data taking activities are controlled by five central online systems [138] [145]:
the Data Acquisition (DAQ) system, responsible for the configuration of the
different detectors during the data taking, interfaced with the Central Trigger
Processor (CTP) and the High-Level Trigger (HLT) system; the Detector Con-
trol System (DCS) allows for the monitoring of the detector hardware from
a central interface. All these operations are coordinated by the Experiment
Control System (ECS). The detectors can operate individually, in “standalone”
mode, to perform calibration, commissioning and debug activities. During
the physics data taking (with beam or just cosmic rays), detectors are grouped
in “partitions”, that can work in parallel and independently, after having re-
ceived trigger inputs. The ECS monitors the DCS status, interacts with the
DAQ and the HLT processes, links the partition with the Central Trigger Pro-
cessor (CTP), in case of global partitions, or with the Local Trigger Unit (LTU),
in case of standalone mode.
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The ALICE physics program includes the study of a large variety of physical
observables, with very different beam conditions. To digest all the resulting in-
formation, ALICE had to create a data acquisition system able to operate in two
different running modes: very frequent but small events, with few produced
particles in pp mode and the relatively rare, but extremely large events, with
thousands pf new particles produced in ion operation mode. Moreover, the
ALICE DAQ system needs to balance its capacity to record the regular stream
of very large events resulting from central collisions, with the ability to select
and record rare processes at the same time. These requirements result in an
event building bandwidth of up to 2.5 GByte/s and a storage capability of up
to 1.25 GByte/s, providing a total of more than 1 PByte of data every year.
The ALICE DAQ system flow is schematically shown in Fig. 3.14. For every
bunch crossing in the LHC machine during the data taking, the Central Trigger
Processor (CTP) decides, within less than one µs, if to collect the data resulting
from a collision. The trigger decision is sent to the front-end electronics (FEE)
of each detector, via the Local Trigger Unit (LTU) that is interfaced with an
optical broadcast system, the Trigger and Timing Control (TTC) system. After
the reception of a positive decision, the data collected by each detector are sent
to the DAQ Readout Receiver Card (D-RORC), via 400 optical Detector Data
Links (DDL). The D-RORD interface the DDLs with 300 individual computer,
the Local Data Concentrator (LDC) with Front-End Processors (FEP). The data
are sent is several hundred of fragments (corresponding to the information
from one single event) from DDLs to LCDs, where they are checked, processed
and assembled into sub events. These sub events are then sent to the 40 Global
Data Collector (GDC) computers to build the full events in the format of ROOT
files. These event are first stored locally, in the Transient Data Storage (TDS),
and finally exported in the CERN Computer Centre and recorder in the Per-
manent Data Storage (PDS), becoming available for the offline analysis.
The framework of the ALICE DAQ is the Data Acquisition and Test Environ-
ment (DATE) software. DATE is a distributed process-oriented system. It was
designed to run on several machines with the Scientific Linux CERN operating
system and it consists of a collection of packages performing different function:

– collecting of the event fragments in the LDC, transferred into its memory
by the DDL, reassembling of these fragments into sub-events;

– building of the full events, putting together all the sub-events related to
the same physics events, through the GDC;

– data storage;

– synchronization of all the processes;

– management of the configuration states, errors and log messages reports,
monitoring.

Finally, the DAQ system [146] also includes a special framework to perform
calibration online, in order to allow a faster data analysis offline. Two types of
processes, called Detector Algoritms (DAs) are running in the DAQ machines.
If the calibration is performed on a standalone run, the data are collected lo-
cally on the LCDs and analyzed at the end of the run. In case of a regular
physics run, the data are analyzed online through the DATE monitoring func-
tionality. The produced DA output is then transfer from the DAQ system to
the File Exchange Server (FXS) interface. From there, data can be archived in
the offline data base (Offline Condition DataBase - OCDB) using the so-called
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SHUTTLE framework. Hence, SHUTTLE acts like an interface between the on-
line systems and the offline resources. Here the data go through a second level
of processing called preprocessing, converted in ROOT format and finally the
OCDB and the DCS DataBase are updated. From the OCDB on GRID data can
be successively recovered and used for data reconstruction or analysis offline.

3.3.1 Data Quality Monitoring online

Data Quality Monitoring (DQM) [147] [148] is an important aspect of the ex-
periments at the LHC, since the used detectors are extremely sophisticated
devices and given the variety of running condition. DQM is part of the ALICE
DAQ (see Fig. 3.14) and involves the online collection of the data, their analysis
using defined algorithms and storage and visualization of the produced mon-
itoring information. The DQM software runs of dedicated servers connected
to the event building network. In particular, the data feeding the DQM nodes,
come from the LDCs if the data to be monitored are coming from a specific de-
tector, of from QDC if the interest is on global observables related to the whole
event.

The AMORE software

The DQM framework for ALICE is the Automatic MOnitoRing Environment
(AMORE) software. It is a flexible and modular software, used to analyze
data samples and produce and visualize monitoring results. It is based on the
data analysis framework ROOT [151] and the DATE monitoring libraries (see
Fig. 3.15). In case the same analysis is needed online and offline, the ALICE
Off-line framework (AliRoot) for simulation, reconstruction and analysis, can
be used at the level of the modules.

AMORE is based on a publisher-subscriber paradigm where a large number of
processes, called “agents”, execute detector-specific decoding and analysis on
raw data samples and publish their results in a pool (see Fig. 3.16). Then clients
can connect to the pool and visualize the monitoring results, through a dedi-
cated interface. The Data samples are subevents coming from LCDs, GDCs or
raw data flies. The monitoring results are encapsulated in“Monitor Objects”
(MO), that contain additional information allowing their proper handling by
the framework.

For each detector, “modules” are built into dynamic libraries, loaded at run-
time only if and when it is needed. Modules are typically split in two main
parts, corresponding to the publishing and the subscribing sides of the frame-
work (See Fig. 3.17).A module’s publisher can be instantiated many times, in
order to collect more statistics, and each instance corresponds to an agent. The
publishers analyze the raw data and publish them in the pool. The client con-
sists of a ROOT-based Graphical User Interface (GUI), where the MOs are dis-
payed (you can see an example of MOs in Fig. 3.18).

The pool is implement as a MySQL database (the open-source MySQL was
chosen as it is a reliable, performant and light-weight system). This database
keeps the data published by the agents. Moreover it contains important in-
formation about the agents, such as the machine where they can run, which
detector they belong to, and configuration files. The pool is implemented as
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a database. The open-source MySQL system was chosen as it proved to be
reliable, performant and light-weight. Figure 4 shows a rough schema of the
database and the detailed description of the tables follows. The database is
used not only to keep the data published by the agents, but also to store the
configuration of AMORE as a system. This includes information about the
agents such as the machine where they can run and to which detector they
belong (agents table) as well as the optional configuration files. When a new
agent is created in the system, a row is added to agents table. The table where
published data will be stored is created or recreated when the agent is started.
Most of the detector use the AMORE Quality Assurance (QA) module, that
is based on the AliRoot QA framework. In this case, four event species are
defined: Calibration, Low Multiplicity, High Multiplicity and Cosmic. The
species are computed online according to the beam type, the trigger condition,
the event type. The plots are duplicated four times, but only those belong-
ing to the particular species are filled. In the QA framework, moreover, a QA
checker class is used, to decide on the quality of an object by the comparison
with reference distributions or thresholds. As a consequence, a species quality
flag is displayed in the GUI, together with info boxes, messages or alarms for
the DQM operator during the data taking.
During the data taking monitor cycles (in general 50s for each) sample the
events. The data collected at the end of each cycle are analyzed by the agents,
and DQM MOs histograms are visualized on the GUI, to be monitored by op-
erators (DQM shifters or DQM experts). Those histrograms are periodically
saved and archived in the ALICE Logbook, where they can stay for a week
before being deleted, unless they are marked as permanent. In this way, thy
can checked by the experts anytime after the data taking.
Since its start in 2008, the AMORE framework has been successfully used to
monitor all the data taking. Thanks to the continuous interaction between
users and framework developers, the system is continuously updated and up-
graded with new tools, according to the needs.

3.4 ALICE offline operations

AliRoot is the ALICE offline framework for simulation, reconstruction and
analysis [149] [150]. It uses the ROOT [151] system as base on which the frame-
work and all the applications are built, and it is complemented by AliEn [152]
interface, giving access to the Grid. This framework is based almost entirely
on the Object-Oriented (OO) programming paradigm, and it’s written in C++.
The huge and unprecedented amount of collected data at LHC require pro-
cessing and storage resources that cannot be concentrated in a single comput-
ing center. It’s more natural and efficient that these resources are distributed
among the facilities of all the institutes and universities participating in the
experiment. The existence of a worldwide distributed computing system, the
Grid, is the ideal way to host this effort. The AliCE Environment (AliEn) [152]
framework was developed with the aim of offering to the ALICE users a trans-
parent access to the worldwide distributed computing resources through the
Grid.
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The functionality of hte AliRoor framework is schematically shown in Fig. 3.19.
The left side of the figure represents the simulation, the right part the recon-
struction, where real data or simulated data are reconstructed in order to have
information about the cinematic of the event. Monte Carlo event generators
create simulated data. The generated data are transported through the de-
tector via detector simulation packages. These packages generate a detailed
simulated energy deposition in the detector, called hit. Hits are then converted
into the format that will be output by the electronics of the detectors, called raw
data, after an intermediate stage (digits). From this point, the processing of real
or simulated data is indistinguishable. The data produced by event generators
contains all the information about the generated particles, like momentum and
Particle identification (PID). As these events are processed through the simula-
tion chain, this information is disintegrated and converted in the information
generated by real particles crossing a specific detector. Then the reconstruction
algorithms collect all the information contained in the raw data and from there
they can identify the particles. Finally, the reconstructed information about
particles is compared with the information taken directly from the used Monte
Carlo generato. As shown in Fig. 3.19, in the AliRoot framework also fast sim-
ulation algorithms are implemented: fast simulations, used for special studies,
skips several step in the simulation/reconstruction chain, increasing the speed
of the simulation but at the expense of details in the results.

3.4.1 Simulation

The simulation of physics events is extremely important for any analysis and
for evaluating the efficiency of the algorithms used to reconstruct and analyze
data. In heavy-ion collisions a very large number of particles in the final state
is produced. This is a challenge for the reconstruction and analysis algorithms,
which require a precise simulation of the detectors response. Many effects,
like the material absorption, the acceptance, detector configuration, .. have to
be taken into account.
Several event generators are available, providing particle generation for the
simulated collision, like HIJING, or PYTHIA, or others. All the information
about the generated particles, like particle species, momentum, decay prod-
ucts, are organized in trees, stored as ROOT files. The generated particles are
then propagated through the sensitive region of the detector, where they loose
energy, decay, interact with the material inside the detector. All the informa-
tion about the interaction of the particles with the detector are collected as
hints. Many Monte Carlo generators, like GEANT3, GEANT4 or FLUKA, are
used to reproduce the detector layout. By combining the detector and the
electronic response, to each hit a digital output is associated, and stored as
summable digit. Finally digits are converted into the raw data format, ready
to be the input for the tracking reconstruction procedure.

3.4.2 Track reconstruction

A charged particle passing through the detectors leaves a number of discrete
signals that measure the positions in the space where it had passed. These
points are reconstructed using a cluster-finding procedure, specific for each de-
tector. For each space point, also the uncertainty on the position is estimated.
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The space points together with the uncertainties are then passed to the track
reconstruction algorithms. If the detector is also able to measure the produced
ionization, this additional information can be used for the particle identifica-
tion.
Offline track reconstruction for the detectors in the ALICE central barrel (ITS,
TPC, TRD, TOF) is based on the Kalman filter approach [153], extensively used
in high-energy physics experiments. Each track candidate is represented as a
state vector, whom evolution betwenn two points is given by a deterministic
component, namely a linear equation of motion, and by a stochastic compo-
nent, to account for multiple scattering.
The ALICE track reconstruction is based on a limited number of steps:

– Determination of the position of the primary vertex, needed to build the
“track seeds” (used as starting point for the kalman filter) using the clus-
ter in the two ITS inner layers.

– Track reconstruction in the TPC. The track finding in the TPC proceeds
from the outer to the inner part. The clusters on the outermost pads and
the primary vertex position determined in the previous step are used as
seeds.

– Matching of the TPC tracks with the points on the ITS, from the SSD layer
to the innermost SPD layer.

– Back propagation and second fit of the tracks, from SPD up to the outer
radius of the TPC.

– Extrapolation and track matching with TRO, followed by the propaga-
tion to the outer detectors (TOF, HMPID, EMCAL, DCAL, PHOS), for the
particle identification.

– Back track propagation and refitting up to the primary vertex. Track pa-
rameters are evaluated in proximity of the vertex.

– Recalculation of the primary vertex position, using the reconstructed tracks
to obtain the optimal resolution.

The output of this procedure is the Event Summary Data (ESD), which contains
all the information about the event, both at track and event level. The ESD is
a tree with objects of type AliESDEvent saved in the .root format. The most
important information are then extracted from the ESDs and saved in Analy-
sis Object Data (AOD), in order to make easier and more efficient the analysis
of these data. For each data sample, the respective files containing EODs and
AODs are saved and available for the users on the Grid.
Performance of the track reconstruction
The track reconstruction efficiency is defined as the ration between the num-
ber of the reconstructed good tracks and the number of the generated tracks.
In Fig.? the track prolongation effecincy between TPC and ITS is shown, as
a function of the transverse momentum, in Pb-Pb collisions. The efficiency is
more than 90% in all the considered pT -interval, when at least two hits in the
ITS are required, while it goes down to the 75% when only one point is re-
quired. In the figure, it is also shown the good agreement (within 2%) between
data and simulations.
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3.4.3 Data Quality assurance offline

The QA framework [154] provides an automatic way to asses the quality of the
data, at various level of Monte Carlo simulation and Monte Carlo and real data
reconstruction. The QA is performed in two steps:

– Creation of QA objects, for a given level and a given detector. These ob-
jected are produced as ROOT histograms and saved in ROOF files.

– Checking of the QA objects, by comparing them with either defined val-
ues or defined references, and giving a final quality statement.

The result of the checking is represented per detector, at a certain level or sim-
ulation or reconstruction, it is stored and can be accessed at any stage of the
data processing, to verify the QA of the previous steps.
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FIGURE 3.2: Total integrated luminosity recorded by LHC during
2010, 2011, 2012, 2015 and 2016 pp collisions.
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FIGURE 3.3: Total integrated luminosity recorded by LHC during
2013 and 2016 p-Pb collisions.

FIGURE 3.4: Total integrated luminosity recorded by LHC during
2010, 2011 and 2015 Pb-Pb collisions.
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FIGURE 3.5: Schematic traversal view of the ALICE central barrel de-
tectors. The five PHOS modules are not visible.

FIGURE 3.6: Schematic view of the ALICE detector. Here AD [139]
and DCAL [140] are not visible, since they were added only recently,

during the Long Shutdown 1 of LHC.
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FIGURE 3.7: Schematic view of the ITS detector.

FIGURE 3.8: Distribution of dE/dx for charged particles in function
of particle momentum, measured by the ITS in Pb-Pb collisions.

The overlapped black lines are dE/dx parametrizations, based on the Bethe-Bloch
formula.

FIGURE 3.9: TPC tracks momentum resolutions.
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FIGURE 3.10: Distribution of dE/dx for charged particles in function
of particle momentum, measured by the TPC in Pb-Pb collisions.

The overlapped black lines are dE/dx parametrizations, based on the Bethe-Bloch
formula.

FIGURE 3.11: Position of the two VZERO arrays within the general
layout of the ALICE experiment.
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FIGURE 3.12: Distribution of the summed amplitudes in the VZERO
scintillators. The inset shows the low amplitude part of the distri-
bution. The curve shows the result of the Glauber model fit to the
measurement. The vertical lines separate the centrality classes used

in the analysis.



64 Chapter 3. ALICE detector

FIGURE 3.13: Layout of the ALICE dimuon spectrometer: an ab-
sorber to filter the background, a set of tracking chamber, inside and

after the magnet, and a set of trigger chamber.

FIGURE 3.14: The ALICE DAQ architecture

FIGURE 3.15: Schema of the main dependencies of AMORE.
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FIGURE 3.16: The publisher-subscriber paradigm of AMORE.

FIGURE 3.17: Description of an AMORE module.
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FIGURE 3.18: Example of Monitor Objects displayed on the AMORE
GUI.

FIGURE 3.19: Aliroot data processing framework.



67

Chapter 4

The ALICE Time-Of-Flight
detector

The Time Of Flight (TOF) [155] is one of the main detectors of the ALICE cen-
tral barrel, with a fundamental role in the particle identification. The measure-
ment performed with TOF, together with momentum and track length mea-
sured by the tracking detectors, is used to calculate the particle mass. In this
way, charged particles in the intermediate momentum range are identified in
ALICE, providing a separation π/K up to 2.5 GeV/c and K/p up to 4 GeV/c
in 3σ.
Multigap Resistive Plat Chambers (MRPC) are the elementary TOF units, prov-
ing the required time resolution.
The Salerno group, of which the PhD candidate is a member, together with the
Bologna group has the full responsibility for the design, construction, testing
and commissioning of TOF detector. In particular, together with the research
activity object of this thesis, the PhD candidate has worked on different tasks
related to the TOF data quality monitoring (DQM) offline and TOF data qual-
ity assurance (QA).
In this chapter, the design of the detector will be discussed in detail, as well
as the TOF performance and the TOF PID capabilities. The operations of data
quality monitoring (online) and data quality assurance (offline) for the data
taken with the TOF detector will be also illustrated.

4.1 Time-of-fligh technique

The TOF detector [155–157] measures the time tTOF needed for a particles com-
ing from the interaction point to reach the sensitive surface of the detector.
Combining this information with that of the particle momentum p, provided
by the tracking detectors, it is possible determine the mass m as:

m =
p

βγ
= p

√
ctTOF
L

2

− 1 (4.1)

where L is the measured track length and β = v/c the Lorentz factor. The
TOF detector is situated about 3.7 m far from the IP. With a magnetic filed of
Bz = 0.5 T, and taking into account the detector material, it turns out that the
minimum momentum threshold for pions is about 300 MeV/c, 350 MeV/c for
kaons and 450 MeV/c for protons.
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In order to distinguish two particles with the same track length, same mo-
mentum but different masses m1 and m2, it is necessary that the difference ∆t
between the two times of flight is greater than the correspondent mass resolu-
tion. Indeed, from the 4.6, in the hypothesis of p >> mc:

∆t ' Lc

2

(m1
2 −m2

2)

p2
(4.2)

The capability of distinguish the two particle, can be expressed in terms if the
TOF time resolution σTOF as:

n1/2 =
∆t

σTOF
' L

2c

(m1
2 −m2

2)

p2σTOF
(4.3)

FIGURE 4.1: Predicted separation of particles emitted at θ = 90◦ for
TOF. Separation shown in correspondence of three different TOF res-

olutions.

So, the TOF performance for the particle identification depends on the reached
TOF resolution. Fig. 4.2 shows different expected separations assuming re-
spectively a TOF resolution of 80 ps, 100 ps and 150n ps. σTOF is given by
several contributes:

(σTOF )2 = (σMRPC)2 + (σTDC)2 + (σClock)
2 + (σFEE)2 + (σCal)

2 + (σt0)2

(4.4)

where σMRPC ' 50 ps is the intrinsic resolution of the MRPCs; σTDC ' 20
ps the intrinsic resolution of the readout card, due to the signal digitization;
σClock ' 20 ps the resolution related to the fluctuations of the clock signal and
his distribution to the electronics; σFEE ' 10 ps the resolution related to the
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jitter of front-end electronics; σCal summerises the uncertainties on the calibra-
tion parameters, such as cable lengths and paths on the readout boards; σCal
the resolution on the measurement of the interaction point.

4.2 The TOF detector

The TOF detector is a large area detector with cylindrical shape, covering a
pseudorapidity range |η| < 0.9 (polar angles between 45 and 135 degrees) and
the full azimuth, with a surface of 141 m2 and an inner radius of 3.7 m (see
Fig. 4.2).

FIGURE 4.2: Time Of Flight layout.

It has a modular structure with 18 sectors (supermodules - SM)(see Fig. 4.3
in φ and 5 modules along the beam line for each sector, with a total of more
than 105 readout channel. Each modules covers approximately 20 degrees of
azimuthal angle, in correspondence with each TRD module.
A detector operating efficiently, with an excellent intrinsic resolution and a low
occupancy, not exceeding the 10% at the highest predicted charged-particle
density of dN/dη = 8000 was required to satisfy the ALICE performance re-
quirements [158]. This led to the current design, with more than 105 indepen-
dent TOF channels. Several types of gaseous detector were taken into account,
in the framework of the LAA project at CERN. At the end, the Multigap Re-
sistive Plate Chamber (MRPC) was chosen as the best option [159], in order to
achieve a time resolution ∼ 100 ps, while operating in a high-track multiplic-
ity environment, potentially with high detector occupancy in Pb-Pb collisions.
The MRPC are an evolution of the Resistive Plate Chamber (RPC).

4.2.1 RPC and MRPC

RPC are gaseous parallel detectors, which electrodes made of materials with
high resistivity (instead of metallic plates used in the PPCs), providing an uni-
form electric field, filled with a proper gas mixture. When a charged particle
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FIGURE 4.3: A supermodule of the TOF detector after assembly.

traverses the area between the plates, by ionization it produces ion and elec-
tron pairs. Thanks to the strong electric field, the electron migrating toward to
the anode can generate avalanches in the gas. The avalanches can degenerate
in streamer, propagating at even faster velocities. The movement of the charges
in the electric filed gives a signal read by the electronics (pads on anode and
cathode). This technology already presents advantages with respect to the tra-
ditional wire chamber with a radial electric field (E ∼ 1/r): since the electric
field is uniform, the primary electrons don’t need to reach a point in which the
electric field is strong enough to produce avalanches. In this ways, the time un-
certainty on the primary ionization point is totally removed. This point affects
the amount of produced charges, so it affects strongly the detection efficiency.
On the other hand, the avalanches formation (so, the signal formation) is af-
fected by two components: first, the fluctuations on the produced amount of
charges needed to produce a signal above a certain threshold, depending on
the gap width and on the intensity of the electric field; second, the fluctuation
on the poissonian distribution of primary ion-electron pairs, affected by the
chosen gas.
After a few years of studies, it turned out that the traditional RPC are not suit-
able to bear too high streamers of particles, like those during Pb-Pb collisions.
In that situation indeed, the huge amount of charged collected at the electrodes
would reduce the intensity of the electric field, badly affecting the efficiency. It
was found out that the use of MRPC allowed to operate with intense particles
streams, maintaining high efficiency and time resolution.

A MRPC [159] is a RPC in which the initial gap is divided in many smaller
gaps (see Fig. 4.4), through resistive plates electrically floating, parallel to the
two original electrodes, made of the same material. With respect to the RPC,
in case of High Voltage (HV) applied, so high electric field inside each gap, the
dimension of the avalanche and the amount of charges collected are limited by
the small dimensions of the gaps. The resistive internal gaps are transparent
to the fast signals generated by the avalanches inside each gap. So the induced
signal on the external electrodes is the sum of the signals induced by the single
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FIGURE 4.4: Schematic view of a MRPC.

avalanches in the single gaps.

Many gaps allow for the achievement of high efficiency, the small size of each
gap is aimed to achieved a good time resolution.
The detector element of the ALICE TOF is a double-stack MRPC. As shown in
Fig. 4.5 [160], it essentially consists of two MRPCs, built on each side of the
anode plane. What it is measured hence is the sum of the signals from the two
stacks. In this way, with respect to a single-stack MRPC, the collected signal is
the same, while the applied voltage is lower of a factor two. The MRPC strip is
122 cm long and 13 cm large, with an active area of 7.4 x 120 cm2, subdivided
into two rods of 48 readout pads of 2.5 x 3.4 cm2. It consists of two stacks of
glass, each with five gaps of 250 µm. Spacers made of nylon fishing line keep
the distance between the fixed glass plates. The resistive plates are made of
“soda-lime” glass, the internal ones are µm thick while the external ones are
550 µm thick and resistivity of 2-25 MΩ. The High Voltage is applied through
the electrodes connected to the external surface of the resistive plates. The
Printed Circuit Boards (PCB) with the readout pads are collocated externally
and are hold together with honeycomb panels maintaining the rigidity of the
system. The strips are filled with a non-flammable gas mixture of 93% freon
C2H2F4 and 7% SF6, allowing to reach high ionisation density, absorb photons
from recombination of primary ion pars and electron emitted by the cathode,
avoiding the production of secondary avalanches.
The MRPCs performance was tested with beam test[161] at PS of CERN, to-
gether with all readout electronics, taking into account a sample of strips, ran-
domly chosen from a two years long mass-production. Results are shown in
Fig. 4.6 for the efficiency and the time resolution, in function of the voltage ap-
plied at the electrodes. It was demonstrated an efficiency close to 100% and an
intrinsic time resolution better then 50 ps (which includes also the contribution
from the full electronic chain, measured to be about 38 ps).
Extensive test were performed at CERN PS and Gamma Irradiation Facility
(GIF) [162] also to study possible gas mixtures, ageing effects and rate capa-
bility. No ageing effect was observed with a dose up to 3.5 bigger than the
foreseen dose, for the standard running scenario for the first 10 years of LHC
operations; the rate capability was found larger than the maximum expected
of 50 Hf/cm3.
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FIGURE 4.5: Schematic cross section of a double-stack MRPC. (A)
honeycomb panel; (B) PCB with the cathodic pads; (C) plexiglass
screw to hold the fishing-line spacer; (D) external glass plates; (E) four
internal glass plates; (F) five gas gaps; (G) 250 µmmylar film; (H) PCB
with anode pickup pads; (I) connector (pin) to bring the cathode sig-
nal to the central PCB; (L) flat cable connector for the MRPC-signal

transmission to the interface card.

4.2.2 MRPCs performance

The performance of the MRPCs was very stable during the first three years
(2009-2012) of data taking. The typical behavior during collisions is shown in
Fig. 4.7: the current from a few nA (current without beam) quickly increases
when the HV is switched on and then quickly decreases to a stable value, de-
pending on the beam conditions and luminosity.

The current of the MRPCs was observed to increase linearly with the lumi-
nosity (see Fig. 4.8, left), without showing any deviations related to abnormal
noise.

From the interaction rate at ALICE and the TOF hit multiplicity per event, it is
possible to estimate the average rate of particles in the TOF detector as a func-
tion of the TOF current, and this result is shown in the right of Fig. 4.8. From
these two plots, it is possible to extrapolate the TOF rate for the luminosity of
5000 Hz/barn foreseen in the ALICE upgrade in 2018 [2]. The expected rate is
60 Hz/cm2 and this, compared with results from test beam [162] indicates that
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FIGURE 4.6: Efficiency and time resolution as a function of high volt-
age for a sample of mass-production MRPC strips. The operating

voltage is 13 kV.

also in the period of maximum luminosity of LHC, the MRPCs are expected to
operate without significant loss in performance.

4.2.3 TOF modules

These strips are located inside gas-tight modules (see Fig. 4.9), and positioned
transversely to the beam direction. Five modules along the z direction are
needed to cover the full cylinder. They have all the same structure and width
of 128 cm, but different length. Dimensions and layout were designed in order
to have the boarder areas of the modules aligned with the dead areas of the
other detectors, thus minimizing disturbance for the external detectors. The
overall TOF barrel length, considering the active region, is 741 cm.
Inside each module, the angle of the strips with respect to the axis of the cylin-
der is progressively increasing from 0◦ in the central part of the detector (θ =
900◦) to 45◦ in the extreme part of the external module (θ = 450◦). In this way
the median zone of each strip is perpendicular to radii coming from the IP,
hence minimizing the angle of incoming particles with respect to the normal
direction. Moreover, adjacent strips were overlapped of about 2 mm, in order
to avoid dead areas. Also the modules were designer in order to avoid any
loss of sensitive area, along the z-axis. The only unavoidable dead area is due
to the presence of the supporting structure.
15 strips are placed in the central module, 19 in the intermediate and in the
external ones, inside a box sealing the gas volume and supporting the external
front-end electronics. Externally, PCBs have on one side connectors for cables
from the strips and, on the other side, connectors to the Front-End Analogue
(FEA) electronic cards. Finally the volume containing the electronic cards, ca-
bles for input/output, water cooling and gas pipes are covered by a 0.15 cm
aluminium cover. The TOF detector consists in total of 90 modules. It was de-
cided to not install three central modules, in front the PHOS, in order to reduce
the amount of material for this high resolution electromagnetic calorimeter.
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FIGURE 4.7: TOF current for positive and negative HV in function of
time during pp collisions. Two different fills are shown.

FIGURE 4.8: TOF current and TOF estimated particle rate. Left: TOF
current in function of luminosity in Pb-Pb and p-Pb collisions. Right:
TOF estimated particles rate versus HV current. In both the figures,
points and bands indicate average and spread of the measurements,

respectively. The dashed line is the linear fit to the 2013 data.

4.2.4 Front-End and readout electronics

The signal from the MRPC must be amplified and discriminated and the time
measured with an accuracy matching the intrinsic time resolution of the detec-
tor. A schematic view of the TOF electronics of front-end and readout is shown
in Fig. 4.10.

Each strip has connectors for the transport of the different signal from the
cathodic pads to the FEA cards. Each FEA card contains three chips NINO
ASIC (amplification Specific Integrated Circuit), that are 8 channels ampli-
fier/discriminators devices, with a common threshold regulation. It was de-
cided to adopter this technology during the R & D Research & Development)
phase of the TOF detector. NINO ASIC chips were developed in 2002 and
tested at PS in 2003 with excellent results [163]. The width of the output sig-
nal is called Time over Threshold (ToT), since it refers to the charge released
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FIGURE 4.9: Photographs of a TOF module during assembly, with
strips installed inside the gas volume.

during the interval in which the signal is above the threshold 1. The minimum
value of the ToT is 6 ns, and this information on the charge is important in or-
der to correct the time-slewing effect: when two analogue signals with different
amplitudes arrive at the same time and are digitalised, the output values are
different, because their leading edge reaches the threshold at different times;
there is hence a dependence on the amplitude of the signal. Each FEA reads
24 pads, displaced in two rows, corresponding to 8 channels × 3 NINO chips,
so that one strip is read by four FEAs. The discriminated signal is sent, for the
time measurement, to the readout component of the system, the Time To Digi-
tal Converter (TDC) Readout Module (TRM). TRMs are installed inside crates,
at the collocated at the edges of the supermodules (two crate for each side of
each supermodule).
Moreover, the OR signal from a couple of neighboring FEAs is sent to a card
called FEAC, still locate inside the SM. Each FEAC supplies a group of 10 or 12
FEA, with a voltage of 2.5 V, monitors their temperature through a set of sys-
tems and collects the OR signals thanks to a Fully Programmable Gate Array
(FPGA) card.
The FEAC output is sent to a card called Local Trigger Module (LTM). Accord-
ing to this configuration, a trigger signal is defined if at least one hit has been
recorded by any one of the 96 pads of two ha-f-strips (the group of half-strips
connected to the FEAC is also referred as maxi-pad. This TOF trigger signal is
used as trigger for cosmic rays (useful for physics purposes and for the cali-
bration of central barrel detectors) and contributes, as Level 0 (L0) trigger, to
the physics selection (for minimum bias events in pp collisions and ultra pe-
ripheral events in p-Pb and Pb-Pb collisions).
As said, each side of the SM contains two crates, which contain four types of
cards: the TDC Readout Module (TRM), the Local Trigger Module (LTM), the

1The Front-End ASICs (NINO)amplifies and discriminates the MRPC signal, with an output width
correlated to the charge of the input signal.The time when the signal becomes larger than the threshold,
defining in this way the leading edge, give the time-of-fligh measurement. The time when the signal
becomes smaller than the threshold defines instead the trailing edge.The ToT, correlated to the MRPC
charge, corresponds to the time difference between the leading and the trailing edges
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FIGURE 4.10: Schematic view of the TOF front end and readout elec-
tronics.

Clock and Pulser Distribution Module (CPDM) and the Data Readout Module
(DRM).

TRM

The TRMs (9 or 10 TRMs are installed in each crate) control the readout opera-
tions. Each TRM card hosts up to High Performance TDC (HPTDC) 8-channel
chips, i.e. 240 channels, corresponding to the readout pads of 2.5 MRPC strips.
The HPTDC determines the difference between the signal from the FEA and
the trigger input: Only the hits that fall in a valid matching window, starting
a tlatency before the trigger arrival are transferred to the HPTDC. Both tlatency
and matching windows are programmable. Moreover, TRM manages HPTDC
configuration, HPTDC hits readout, transfer of the data in temporary internal
buffer and successive transfer to DRMs.

LTM

The LTM is in charge of receiving the output from the FEAC and transferring it
to a bigger card, the Cosmic and Topology Trigger Module (CTTM). This card,
located under the muon spectrometer platform, receives the LTM signals, de-
fines the L0 and L1 triggers and sends them, in 800 ns after the collision, to the
CTP of the experiment. In addition, the LTM allows for setting and monitoring
of the FEAC low voltages and their temperature inside the electronic volume
of the module.

CPDM

The CPDM receives the LHC clock via an optical fiber and distributes it to the
TRD, DRM and LTM cards of a crate pair with a very low jitter (17 ps) and a
pulser signal for calibration and monitoring purposes to the MRPC strips.
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DRM

The DRM is the interface between the TOF readout system and the ALICE
DAQ. In particular, as we have seen before, it is interfaced to the DAQ system
via the 72 DDLs of the TOF.
The DRM receives and decodes trigger signals and messages from the TTC and
propagates to all the cards of the crate the L1 and L2 trigger signals.
It hosts a computer with which is possible to reprogram the firmware for all
the FPGAs present on the crate.
The DRM also monitors the general condition of the readout and sets a busy
signal to the Auxiliary Control Module (ACM), that can inhibit further trig-
gers from being generated by the CTP.

4.3 TOF Data Quality monitoring online

During data taking, the TOF data have to be monitored online by a DQM op-
erator, who checks the shape of the signal,the detector and electronics config-
uration, the hit occupancy. The TOF DQM monitoring tools are based on the
AMORE framework and AliRoot QA framework (see section 3.3.1). A big
vantage of the TOF DQM system is that results obtained online can also be
checked offline, being hence a fundamental resource for detector experts that
could want to investigate some issues spotted by DQM operators.

4.3.1 Monitoring the TOF signal - TOF raw time

The TOF signal is provided by the HPTDC and encoded by the TRMs in raw
data format. When a HPTDC receives a trigger signal, it searches for hits
falling in the TOF time matching windows (MW) (see sec. 4.2.4), that is set
at 600 ns. The raw time is measured in TDC bin units (Ntdc) from the begin-
ning of the MW. Ntdc is then multiplied for the time bin width of the TDC, to
have the time in ps.
The TOF raw time is monitored online, by the DQM operator, in the full TOF
MW. The two histograms on the left side of Fig. 4.11 are the time spectrum
for the hits at TOF during physical events, considering all the event integrated
(top plot) or a particular trigger selection (bottom plot). The box on the top
right of the plot is a quality flag: it will provide an alarm (warning/yellow or
error/red) is the peak is shifted from the expected position, otherwise a green
(as in the showed figures) box will inform that everything is under control.
For physics runs (pp, p-Pb and Pb-Pb) taken during the Run 2 data taking, the
main peak is observed within 150 and 220 ns. PHYSICS (e.g. pp, p-Pb, Pb-Pb)
runs: the main peak has to be within 150 and 225 ns, followed by a tail due
to slower particles with a later arrival time. Since the TOF matching window
is 600 ns, if the bunch spacing is small enough, a double peak structure can
be observed, since not only hits coming from the trigger bunch crossings are
recorded, but also from the following bunch crossing. This secondary peak is
then discarded during the reconstruction phase.
The histogram on the right of Fig. 4.11 represents the number of TOF hits per
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physical event. The distribution is approximately Poissonian. The number of
entries indicates the number of physical events processed, The mean value is
a rough estimate of the average hit multiplicity.

FIGURE 4.11: TOF Raws Hit time and TOF raw hit multiplicity. On
the left: time spectrum for hits on TOF during physical events for
all the integrated events (top plot) and after kINT7 trigger selection
(bottom plot). On the right: number of TOF hits per physical event for
all the integrated events (top plot) and after kINT7 trigger selection

(bottom plot).

The TOF DQM summary image in the logbook contains more details and shows
additional histograms that are meant for the TOF experts and that can be mon-
itored offline at any time.

4.3.2 Monitoring the TOF readout status

Having a good readout efficiency is a necessary ingredient in order to be able
to reproduce the detector response in MC simulation. Moreover, at recon-
struction level, it’s important to remove noise and spot possible issues at the
TRM levels. So, TOF channels that are flagged as “bad”, at hardware level,
or “noisy” or “inefficient”, are masked at reconstruction level, i.e. hits coming
from those bad channels are discarded. These bad channels are identified by
comparing the map of the recorder hits with some reference map.
In Fig. 4.12 an example of enabled channel maps is reported, for a physic run
taken during Pb-Pb collisions in 2015 (Run 2). On the horizontal axis, the num-
bering is referring to the supermodule index, while on the vertical axis to the
strip index for each supermodule.

Each bin corresponds to a FEA card and the bin content to the number of en-
abled FEA channels (24 in total, channels can also be disabled by the monitor
process ). Empty bins in the map of the enable channels can be due to different
kinds of issue. Some white spaces correspond to disabled TRMs. A given of
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FIGURE 4.12: Map of the enabled TOF readout channels, during a
Pb-Pb run, 245731, taken in 2015. The channels to be masked during
the reconstruction, because inefficient, are not yet removed from the

map.

channels may not receive data because the corresponding strips or front-end
cards are not powered, due to issues with high or low voltage power supplies.
The central modules of sectors 13, 14 and 15 were installed, due to the presence
of the PHOS, so the correspondent white space are do not indicate any issue.
The TOF DCS sends to the TOF Detector Algorithm (DA) all the information
about the hardware status of the detector (HV, FEE, ecc.). From this informa-
tion, the DA is able to produce maps of the readout configuration, saving the
status of each channel in a OCDB object, the transferred to the Grid OCDB.
This is done at least two times per run, at the beginning (Start Of Run - SOR)
and the end (End Or Run -EOR) of the run. The most recent version of this ob-
ject can be retrieved from AliEn during the data reconstruction. The hit map,
relative to the same run, is shown in Fig. 4.13. The channels marked as bad,
noisy or inefficient from the OCDB are masked.
The reference map for this run is shown in Fig. 4.14. The latter is the one to
be used during data reconstruction, to discard hits coming from bad channels,
and during the simulation of anchored 2 runs, to take into account the effective
TOF readout efficiency.
Any possible difference between the hit map and the reference map suggests
possible undetected changes in the readout or DAQ configuration or a prob-
lem in the propagation of the channel status to the CDB. In any case, it triggers
checks by the TOF experts.

The noisy channels are flagged during dedicated “noise scan” runs, performed
before the stable beam, in particular during the beam energy rump-up of each
LHC fill (injection of protons or ions), when the TOF strips are supplied with

2The Monte Carlo event samples to be analyzed for efficiency studies are simulated taking into
account the same running condition of the real data taking: beam properties, trigger, detector configu-
ration and calibration, ecc. The simulated runs are called “anchored” runs.
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FIGURE 4.13: Hit mao relative to a sample of events from the physics
Pb-Pb run 245731 taken in 2015.

only 0.5 kV power, much lower than the nominal HV of 13 kV. A 1 kHz trig-
ger is sent to all the readout elements. The hits recorded in this condition are
considered as noise. The TOF DA processes the data searching for these noisy
channels, and flag them as noise in the OCDB object, from which the map
in Fig. 4.15 is obtained. When, for example, a channel is flagged as noisy in
more than 50% of the noise scan runs taken in a certain period, it is considered
pathologically noisy and disabled from the data acquisition.

4.4 TOF data Quality Assurance offline and performance

The following ingredients are of fundamental importance for the TOF perfor-
mance:

– TOF matching efficiency,

– TOF signal calibration,

– knowledge of the interaction time (tev) for each event, with the best pos-
sible resolution.

These three points will be discussed in detail in the following. In particular, the
TOF detector performance and PID will be discussed using QA histograms.
The ALICE Calibration is procedure performed in multiple steps. A first par-
tial reconstruction of a sub-sample of high-multiplicity minimum bias events,
devoted for the calibration, is carried out during the pass0 (the name stands for
“calibration pass 0”) period. The output of the calibration routines determines
the calibration parameters to be stored in the OCDB objects (these objects are
updated, if pre-existing, or just created for the actual run). At the next cali-
bration step, called cpass1, the same sub-sample of events is reconstructed, by
using the updated version of the OCDB objects. This calibration procedure is
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FIGURE 4.14: Refernce TOF readout channels map of the physics Pb-
Pb run 245731 taken in 2015. The map shows the enable channels,

efficienct and not noisy.

run in parallel with QA checks on the cpass1 ESDs. The output of cpass1 cal-
ibration triggers a second update of the OCDB. The full reconstruction (pass1)
starts only wgen the calibration is completed and satisfactory for all the detec-
tors.
QA can run equally after simulation or reconstruction.

4.4.1 TOF matching efficiency

After the propagation through TPC and TRD, tracks are extrapolated to the
sensitive layer. The tracking algorithm searches for TOF clusters within a ge-
ometric matching window (3 cm for Pb-Pb collisions, 10 cm for pp collisions)3

and if any cluster is found, the closest hit to the crossing point is associated to
the track.
The quality of the tracking processes is checked in the TOF QA analysis, look-
ing at the distance (called also residual) between the extrapolated point of the
track and the center of the track containing the matched hit. The residuals
along the z direction, Dz is shown in Fig. 4.16 as a function of the strip index.
Distributions are centered at zero, without big differences between pp and p-
Pb case, except for the fact that the tracks populate the relative geometrical
matching window and except for the different track multiplicity.

The TOF matching efficiency is defined as ratio between the tracks reconstructed
at TOF and those reconstructed using the ALICE tracking detectors, i.e. ITS,
TPC and TRD. It is affected by many factors: MRPC detection efficiency, TOF

3The geometrical matching window is opened around the intercept of the extrapolated track and
the TOF sensitive surface.
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FIGURE 4.15: Map of noisy TOF channels for the physics Pb-Pb run
245731 taken in 2015.

geometrical acceptance, uncertainties in the track extrapolation, material lo-
cated in front of the TOF and track-TOF matching algorithm efficiency. Tracks
with pT < 0.3 GeV/c don’t reach the detector, due to the curvature of the tra-
jectory in the magnetic field. For tracks with pT > 0.3 GeV/c, the matching
efficiency rapidly increases and it reaches a more or less constant value for
pT > 1 GeV/c. A typical behavior versus pT is shown in Fig. 4.17

In Fig. 4.18 the matching efficiency is also compared with what obtained using
simulated Monte Carlo (MC) productions. Tracking and matching algorithms
are common to both data and simulations. The response of the MRPC detector
has been carefully simulated in the Monte Carlo, taking into account beam
test results. The MRPC efficiency in the center of a paid is taken as ∼ 99.5
%. However, due to the readout structure of the MRPC, a particle crossing
the MRPC close to a pad boundary induces a charge on the pad itself and a
smaller charge also on the neighboring pads. So, the boarded between two
pads is defined as a 13mm wide region, where the pad efficiency decreases
from 99.5% to 0, going towards the next pad, while the efficiency of the nearby
pad increases from 0 to 99.5%. This effect concerns three sides of each pad,
while along the fourth side, which has no neighbouring pads, there is only a
4 mm wide region where the pad efficiency decreases, until 88.3% at the pad
extremity. All those effects are included in the Monte Carlo simulations. In this
way, the overall simulated MRPC efficiency is reduced to ∼ 98.5 %. The very
good agreement (few percent of difference) between data and MC simulations,
proves the reliability of the current MRPC simulation.

In order to compare the matching efficiency for different runs, one needs to
take into account only the active good channels. This is done normalizing the
efficiency for the fraction of TOF good channels, taking this information from
the OCDB reference maps. In this way, the trending plot of the average match-
ing efficiency from tracks with pT > 1 GeV/c, for a different set of runs, can
be produced. An example is shown in Fig. 4.19, where the efficiencies before
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FIGURE 4.16: TOF matching residuals along the z direction, vs the
strip number. Top: plot obtained for one run of pp collisions at

√
s=

13 TeV taken 2016. Bottom: same plot obtained for Pb-Pb collisions
taken in 2015.

and after normalization are overlapped. One can observe that the normaliza-
tion minimizes the differences between the runs. Any discrepancy from this
roughly flat trend can be due to several issues and it is investigated by experts.

4.4.2 Timing calibration

If the TOF were an ideal detector, the difference between the time measured by
TOF and the expected time, calculated during reconstruction for a given par-
ticle species, (tTOF- texp) would be centered at zero. The TOF time calibration
is based on the determination of three components: i) a global offset, common
to all the channels; ii) second channel-dependent offset; iii) time-slewing (al-
ready mentioned in section 4.2.4) correction at channel level. All the three
components require full track reconstruction in the ALICE detector, so they
are strongly dependent on the calibration of the TPC (section 3.2.1), that is the
main tracking detector in ALICE.
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FIGURE 4.17: TOF matching efficiency versus reconstructed pT for
tracks with η in -0.8, 0.8. The data sample refers to pp 2016 collisions.

FIGURE 4.18: TOF matching efficiency versus reconstructed pT for
tracks with η in -0.8, 0.8. Data are compared with simulations.

The need to determine the global offset comes from the observation of a time
shift in LHC clock phase, resulting in a non constant offset in the measured
time of flight, due to the temperature dependence of the fiber refractive index.
For a sample of particles with reconstructed momentum p > 0.5 GeV/c (in or-
der to assure a good tracking performance), the measured arrival time-of-flight
is compared with the expected time in the pion mass hypothesis 4. The distri-
bution of the time differences, sampled in time (10 minute samples), is fitted
with a Gaussian function, whose mean is the global channel offset for the con-
sidered time interval. This contribution to the calibration is estimated during
the cpass0 calibration step.
The channel-by-channel offset comes from the delays introduced in the mea-
sured time-of-flight by the cable lengths and by the electronics. Such calibra-
tion is performed as done for the global offset, but in this case the distribution

4The choice to use pions as mass reference was driven by the fact that pions are the most abundant
species produced in the collisions and they dominate the time distribution.
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FIGURE 4.19: Trending distribution for the TOF matching efficiency
versus run number.

of the time differences is evaluated for each channel. The mean of the fit of the
distribution gives us the channel-by-channel offset. A much larger statistics is
needed for this calibration: several million events for pp collisions, collected
over several days of data taking; much less for events taking during p-Pb and
Pb-Pb collisions, due to the very high average number of particles per event
Finally, the time-slewing effect correction is applied, making use of the cor-
relation between the measured time and the signal width (ToT), fitted with a
5th-order polynomial. This calibration is performed channel-by-channel, us-
ing data collected overy long periods (several months).

FIGURE 4.20: Trending distribution of the (tTOF- texp) alignment for a
set of 2016 pp runs at

√
s= 13 TeV is shown, obtained by the QA offline

analysis. Each value per run is the mean value from the gaussian fit
of the (tTOF- texp) distribution.

In Fig. 4.20, the (tTOF- texp) alignment for a set of 2016 pp runs at
√
s= 13 TeV

is shown, for the cpass1 reconstruction. The average difference stays close to
0, with on offset per run not greater than 10 ps (an offset up to± ps is tolerated
in the QA analysis).
After the above three calibration, it is possible to evaluate the TOF performance
in terms of time resolution. For tracks with a momentum in the range 0.95 < p
< 1.05 GeV/c, the difference between the measured time of flight and the pion
time expectation is evaluated. The distribution is fitted then with a Gaussian
function, whose width is given by σ2

TOT = σ2
TOF + σ2

tev , where σtev is the reso-
lution on the event time. Since the TOF tev resolution is expected to scale with
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the square root of the number of tracks used, σtev = A/
√
ntracks, the measured

σTOT can be plotted as a function of ntracks and fitted according this expression.
The Fig. 4.21 shows the result of this fit for p-Pb collisions (Run I), indicating
that for ntracks −→∞ σTOF ∼ 80 ps.

FIGURE 4.21: TOF total time resolution versus number of tracks per
event.

4.4.3 Event time determination with the TOF

The T0 detector (section 3.2.2) is dedicated to the event time (tev, when the
collision happens) determination. However, due to the limited acceptance
of the detector, the detector efficiency is limited and no signals are observed
by the T0, so the event time estimation is not available, for a fraction of the
events. This negatively affects the total time-of-flight resolution for the TOF
detector, σTOT. In order to reduce this uncertainties, an alternative method
for the tevdetermination was developed: the TOF detector can also provide
an estimate of tev, when at least three tracks have an associate TOF signal. A
combinatorial algorithm compares the measured TOF times and the expected
times, assuming a common tev, obtained from a χ-minimization procedure. In
particular, for a given track j, the event time is estimated using all the other
tracks in the event, considering all the possible mass combinations (mi, where
i = π,K, p):

χ2 =
∑
ntracks

[(tTOF − tev)− texp(mi)]
2

σ2
TOF + σ2

texp

(4.5)

The sum in the 4.5 is over all the tracks matched at TOF except for j, tTOFthe
measured time and texpthe expected time with the mass hypothesis i. σTOFand
σexpare the corresponding errors. The combination minimizing the χ2 is used
to derive tev, which is then subtracted from the TOF time associated to the
track j. This procedure is repeated for each track, making the determination
of tevindependent of the TOF measured time of the track. A check on the χ2

vale of each used track and of the final tev, is also performed in order to reject
mismatched tracks. In Fig. 4.22 the efficiency of the TOF event time algorithm
is reported as a function of the number of TOF-matched tracks available. The
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contribution to the total time resolution due to the tevcalculated with the TOF
detector, becomes negligible when the number of tracks is high: ∼ 25 ps for
ntracks = 30, even lower for high-multiplicity Pb-Pb collisions with an average
of 600 particles on TOF for most central events.
In the physics analysis, the event time is determined combining the tevestimates
by TOF and T0 detectors, weighted by the respective resolutions.

FIGURE 4.22: Distribution of β as measured by the TOF detector as a
function of momentum for particles reaching the TOF in Pb-Pb inter-

actions.

4.4.4 Particle identification with TOF

In Fig. 4.23 the distribution of the measured velocity β =L/tc for tracks matched
at TOF is shown in function of their momentum. Pions, kaons and proton are
clearly well separated in the intermediate pT range. Points not corresponding
to physical values are due to mismatched tracks at TOF.

TOF detector is the simplest PID estimator. The TOF PID strategy is based
on the time difference between the arrival time, measured by the TOF, and
the event time tev, for a given mass hypothesis mi (i = e, µ, π, K, p, d). This
difference can be quantify in terms of the nσ quantity:

nσ =
∆ti
σTOT

=
tTOF − tev − texp(mi, p, L)

σTOT(p,mi, tev)
(4.6)

where tTOFis the hit time measured by TOF, tevthe event time, texpthe expected
time for a particle of mass mi, momentum p and track lenght L. σTOT(p,mi,tev)
takes into account, summing in quadrature, σTOF(∼ 80 ps), the uncertainty on
tev(which depends on the method used, as seen before) and the uncertainty
due to tracking and reconstruction, studied using Monte Carlo simulations.
The nσ variable is used implementing 2 or 3 σ cuts, depending on the peculiar-
ities of each single analysis. The good understanding of the detector response
and the good parametrization of its resolution is confirmed by looking at the
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FIGURE 4.23: Efficiency and resolution of the algorithm for TOF tev,
as function of the number pf TOF-matching tracks.

average values (expected around zero) and pulls (expected around one) of the
distribution of this variable. As example, in Fig. 4.24 the distribution of the
nσ as a function of the momentum, for the kaon, proton and pion hypothesis
is shown. For kaons for example, pions and protons are also visible, as well
as the region where pions start to affect the purity of a selected kaon sample.
Each momentum slice has been fitted with a gaussian fit , in the [-2,+2] range,
and the resulting mean and pull (width of the distribution) are plotted in black
and red, respectively. In the region where there are no contamination from
other particles, mean and pull are in good agreement with the expected vales
(represented by dashed lines). At low pT , the presence of mismatched tracks
alter the distribution, but this contributed is easily removed using the TPC
PID information. This approach has been used for PID in several analysis, as
well as in the analysis object of this thesis, where the TOF PID information is
combined with the TPC PID information.

FIGURE 4.24: nσ plots for pions, kaons and protons.

An other complementary approach is to use the nσ variable to construct a prob-
ability of identification for a given mass hypothesis i, in the following way:
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PTOF
i =

e(nσ)2

√
2πσTOT

(4.7)

This quantity can be used to select tracks above a given identification prob-
ability threshold, similarly to what can is done by applying a nσ cut, in the
Bayesian approach.

4.4.5 TOF trigger for cosmics anc collisions

Thanks to its large coverage, high granularity and fast signals, the TOF has
been used also as trigger detector during ALICE commissioning and data tak-
ing activities. The TOF trigger [164] consists of 1690 trigger channels, each
covering 888 cm2. The information from the front-end electronics is send to
the LTM, used as interface between the fron-end cards and the CTTM (see also
section 4.2.4). The CTTM processes the signals and sends the results to the
CTP, providing a level-zero fro the experiment.
For what concerns cosmic event, a trigger signal starts when there is a back-
to-back (opposite directions) coincidence between two tracks in two different
sectors 5.
The TOF trigger has been also successfully used to select resonances decays in
UPC during p-Pb and Pb-Pb collisions. These events are characterized by the
presence of only a few tracks coming from resonance decays (ρ, φ, J/Ψ) and
almost no other tracks in ALICE. TOF trigger in this case has to select such
topologies requiring that only few tracks reached to detector. It is also possi-
ble, thanks to the high segmentation, to require a small number of fired TOF
pads with an additional azimuthal topological cut, i.e. at least two opposite
hits with 150◦ < ∆φ < 180◦.

5In order to increase the acceptance for low-momentum muons, this condition is slightly released,
allowing a trigger signal also if one of the three sectors adjacent to the lower one has fired.
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Chapter 5

Λc analysis

5.1 Data Sample

The analysis presented here has been performed on the following data sam-
ples:

– ∼ 3 × 108 pp events collected in 2010 during the runs at
√
s = 7 TeV,

with minimum bias (MB) trigger 1.

– ∼ 1 × 108 p-Pb events collected in 2013 during the runs at
√
sNN = 5.02

TeV, with MB trigger.

The list of ‘good’ runs in the ALICE Run Condition Table was used as first
selection criteria. We then used for this analysis the following list of runs, sep-
arated by period:
pp data sample:

– LHC10b (31 runs): 117222, 117220, 117116, 117112, 117109, 117099, 117092,
117086, 117077, 117065, 117063, 117060, 117059, 117054, 117053, 117052,
117050, 117048, 116645, 116643, 116574, 116571, 116562, 116403, 116288,
116102, 115401, 115393, 115193, 115186, 114931;

– LHC10c (36 runs): 120829, 120825, 120824, 120823, 120822, 120821, 120820,
120758, 120750, 120741, 120671, 120617, 120616, 120505, 120504, 120503,
120244, 120079, 120076, 120073, 120072, 120069, 120067, 119862, 119859,
119856, 119853, 119849, 119846, 119845, 119844, 119842, 119841, 119163,
119161, 119159

– LHC10d (53 runs): 126437, 126432, 126425, 126424, 126422, 126409, 126408,
126407, 126406, 126405, 126404, 126403, 126359, 126352, 126351, 126285,
126284, 126283, 126168, 126160, 126158, 126097, 126090, 126088, 126082,
126081, 126078, 126073, 126008, 126007, 126004, 125855, 125851, 125850,
125849, 125848, 125847, 125844, 125843, 125842, 125633, 125632, 125630,
125296, 125134, 125101, 125100, 125097, 125085, 125023, 124751, 122375,
122374

– LHC10e (115 runs): 130848, 130847, 130844, 130842, 130840, 130834, 130799,
130798, 130795, 130793, 130704, 130696, 130608, 130601, 130520, 130519,
130517, 130480, 130375, 130356, 130354, 130343, 130342, 130179, 130178,
130172, 130158, 130157, 130149, 129983, 129961, 129960, 129959, 129744,
129742, 129738, 129736, 129735, 129729, 129726, 129725, 129723, 129667,

1at least one hit registered in the V0 detector
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129666, 129659, 129654, 129653, 129652, 129650, 129647, 129641, 129639,
129599, 129587, 129586, 129540, 129528, 129527, 129523, 129520, 129514,
129513, 129512, 128913, 128855, 128853, 128850, 128843, 128836, 128835,
128833, 128824, 128823, 128820, 128778, 128777, 128678, 128677, 128621,
128615, 128611, 128609, 128605, 128582, 128507, 128505, 128504, 128503,
128498, 128495, 128494, 128486, 128483, 128452, 128366, 128263, 128260,
128192, 128191, 128189, 128186, 128185, 127942, 127941, 127940, 127937,
127936, 127935, 127933, 127931, 127822, 127719, 127718, 127714, 127712

p-Pb data sample:

– LHC13b, pass3, AOD (11 runs): 195344, 195346, 195351, 195389, 195391,
195478, 195479, 195480, 195481, 195482, 195483;

– LHC13c, pass2, AOD (14 runs): 195529, 195531, 195566, 195567, 195568,
195592, 195593, 195596, 195633, 195635, 195644, 195673, 195675, 19567749;

The Monte Carlo productions used to estimate efficiency for the first data sam-
ple are LHC10f7a and LHC11b2; they are respectively 2.55×107 and 6.28×106

Pythia simulated events of pp collisions at
√
s=7 TeV anchored to ‘good’ 2010

runs for LHC10b/c/d/e periods. By construction, in the Monte Carlo produc-
tion LHC11b2 there are more Λc than in LHC10f7a and, in particular, more
Λ+

c than Λ−c .
For the p-Pb case, the Monte Carlo production used to estimate efficiency is
LHC13d3, corrisponding to ∼ 4.2× 107 Pythia simulated events of p− Pb col-
lisions at

√
sNN=5.02 TeV anchored to ‘good’ 2013 runs for LHC13b/c periods.

In both cases, each event contains a charm or beauty pair; one of the quark
hadronizes in charmed hadrons in the central rapidity (|y| < 1.5). The Λc baryons
are forced to decay only in the following channels: pK−π+, pK̄0, π+Λ and their
charged conjugates; the D mesons are forced to decay in the following decay
channels: D0 → π+K−, D+ → π+π+K− and D+

s → π+K+K− and charge
conjugates. In the Tab. 5.1 the branching ratios used in these MC productions
are reported. In particular, K̄0 and Λ decay naturally, i.e. K̄0 →K0

S in 50% of
cases andK0

S→ π+π− in (69.20±0.05)% of cases and Λ→ pπ− in (63.9±0.5)%
of cases.

BR in PDG (2014) [%] BR in these MC [%]
Λc→ pK−π+ 5.0±1.3 5.0/(5.0+2.3+1.07)=60
Λc→ pK̄0 2.3±0.6 2.3/(5.0+2.3+1.07)=27
Λc→ π+Λ 1.07±0.28 1.07/(5.0+2.3+1.07)=13
D0 → π+K− 3.89±0.05 3.89/3.89=100
D+ → π+π+K− 9.4±0.4 9.4/9.4=100
D+
s → π+K+K− 5.50±0.27 5.50/5.50=100

TABLE 5.1: Branching ratios for charmed hadrons.

In order to compute the acceptance corrections, the following minimum bias
Monte Carlo productions have been used, for both pp and p-Pb data samples 2:

2Since the acceptance is simply a geometric factor, it can be estimated in the same way for both pp
and p-Pb data samples
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LHC10d1, LHC10d4 and LHC10f6a respectively anchored to LHC10b, LHC10c
and LHC10d data taking periods.

The analysis has been performed with the following AOD productions:

– AOD099/135-7 for 2010 pp data, i.e. LHC10b, c, d, e periods, at pass2
step of reconstruction;

– AOD100/136/136a for c-enriched and b-enriched Monte Carlo produc-
tions LHC10f7a and LHC11b2, anchored to pp data;

– AOD041 for minimum bias Monte Carlo production LHC10f6a;
– AOD056 for minimum bias Monte Carlo production LHC10d1 and LHC10d4;
– AOD for for 2013 p-Pb data, i.e. LHC13b pass3 and LHC13c pass2;
– AOD for minimum bias Monte production LHC13d3 anchored to p-Pb

data.

A toy Monte Carlo simulation has been used to study possible contamination
of the p-K0

S invariant mass plots due to D meson reflections (see appendix
A); in this simulation the D+ and D+

s mesons (and their c.c) can decay in the
following ways: D+ → π+K0

S , B.R. = (1.47 ± 0.07)%, and D+
s → K+K0

S ,
B.R. = (1.48± 0.08)%.

5.2 Software

The analysis was performed using AliROOT code. The list of the main classes
with their corresponding task is summarized in the following:

– AliAODRecoCascadeHF: this is an object that contains all relevant infor-
mations about the V0+bachelor candidates.

– AliRDHFCutsLctoV0: this is an object devoted to the definition of the
candidate selection criteria (cut object). For this analysis the variables
used to select candidates are the following ones: (π+, π−), (p, π−), (p̄, π+)
and (p,K0

S), (π,Λ) invariant masses, transverse momentum of V0 daugh-
ters, bachelor and V0, transverse impact parameter of bachelor and V0,
distance of closest approach (DCA) of V0 daughters and DCA of bachelor
and V0, cosine of pointing angle of V0 and bachelor-V0 candidate with
respect to the primary vertex.

– AliAnalysisTaskVertexingHF: this is a task that runs at ESD-to-AOD
filtering level. It creates, in particular, the doublets bachelor-V0 by com-
bining a single reconstructed track (AliAODTrack) with a V0 object (AliAODv0)
according to single-track and V0 selection criteria as well as loose topo-
logical cuts on Λc →V0+bachelor candidate variables. The output file
AOD.VertexingHF.root stores then the V0-bachelor doublets.

– AliAnalysisTaskSELc2V0bachelor: this is the main analysis task
developed to perform this analysis. This task is equipped to perform the
analysis in two ways:

tree fill: we fill a variable tree with candidates that survive to the follow-
ing selection: only offline V0s, |minv(π

+, π−)−m(K0
S )| < 50MeV/c2,

a 3 sigma proton compatibility cut using TPC PID information (to
speed up the cut optimization procedure, if required) and, optionally,
the pT (Λc ) range;
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invariant mass histogram fill: only selected candidates according to the
cut values defined in the AliRDHFCutsLctoV0 object passed to this
class.

– AliCFVertexingHFLctoV0bachelor: this is a task to estimate effi-
ciency and acceptance via multidimensional histograms fill.

– AliHFMassFitter: this is a task to to fit invariant mass histograms.

5.3 Analysis strategy and selection cuts

For the event selection the following cuts have been used:

– physics selection is used and trigger mask required to AliVEvent::kAnyINT
for data, kAnyINT or kMB for the anchored Monte Carlo production;

– trigger class is set to CINT1;

– MinVtxType set to 3 and MaxVtxZ to 10 cm.

A candidate is determined by the combination of a track (the bachelor) with
other two (different) tracks, opposite charge, associated with a V0 candidate3.
The analysis is performed constructing the combinatorics of the V0 candidate
with the bachelor track candidate. Each bachelor-V0 candidate has therefore
three prongs in total.

At filtering level the candidates have been constructed by taking into account:

– the quality selections on single bachelor-tracks and V0 candidates defined
in the Tabs. 5.2 and 5.3, respectively;

– and bachelor+V0 candidate selection cuts reported in Tab. 5.4.

Quantity Cut
kITSrefit kTRUE
| d0 | <3 cm
pT >0.3 GeV/c

minNTPCclusters 70
accept kink kFALSE

| η | <0.9

TABLE 5.2: Cuts applied for the selection of the bachelor candidates
at ESD-to-AOD filtering level. d0 is the transverse impact parameter

of the bachelor with respect to the primary vertex.

To reduce combinatorial background, a ‘four layers’ analysis strategy has been
developed, starting from tighter track quality cuts and basic topological cuts
to improve the bachelor track and V0 candidate selection, then making tighter
requests on the identified V0 (see sections 5.3.1 and 5.3.2) and their combina-
tion with the bachelor track based on PID selection (see section 5.4) Finally, cut
optimization procedure (see section 5.5).

3The same track can not contribute at the same time as bachelor and V0-daughter for a defined
Λc →bachelor-V0 candidate. This is avoided at candidate construction level by checking the recon-
structed track labels.
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Quantity Cut
pT (daugthers) >0.1 GeV/c
| d0 | (daughters) >500 µm

DCA between V0-daughters <1.5cm
ρ [2 mm; 2 m]

cosine pointing angle >0.99

TABLE 5.3: Cuts applied for the selection of the V0 candidates at ESD-
to-AOD filtering level. ρ is the fiducial volume radius of the V0 can-

didates.

Quantity Cut
minv(p,K

0
S)−m(Λc) < 1GeV/c2

minv(π
+, π−)−m(K0

S) < 50MeV/c2

DCA between bachelor and V0 < 1000cm

TABLE 5.4: Cuts applied to Λc → pK0
S candidates at filtering level.

5.3.1 Bachelor track and V0 candidate quality selection

Additional track quality cuts applied to the bachelor track and V0-daughter
tracks at analysis level are reported in Tabs. 5.5 and 5.6, respectively.

Quantity Cut
| η | <0.8

TABLE 5.5: Additional track quality cuts applied for the selection of
the bachelor candidates at analysis level.

A fiducial acceptance cut on Λc candidates (black lines in Fig. 5.1), | y |<
yfiducial(pT ), has been applied, where:

yfiducial(pT ) =

{
−0.2

15 p
2
T + 1.9

15 pT + 0.5 if pT < 5 GeV/c
−0.8 if pT ≥ 5 GeV/c

5.3.2 Bachelor and V0 combined selection

Additional topological cuts on the V0-bachelor candidate have been actively
checked without success. As example, a cut on the distance of closest approach
(DCA) between the V0 and the bachelor doesn’t seem helpful to discriminate
between signal and background, as shown in Fig. 5.2. The same can be con-
cluded for the Λc candidate decay length and its cτ , see Fig. 5.3, reflecting
ALICE vertexing resolution [165], shown in Fig. 5.5 in terms of track impact
parameter (d0) resolution in the transverse plane (rφ direction) as a function
of pT . Remembering that the proper decay length (cτ ) of Λc is ∼ 60µm, we
cannot apply selection on vertex displacement for V0-bachelor candidates.
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Quantity Cut
kTPCrefit kTRUE

accept kink kFALSE
| η | <0.8

V0 kind offline

TABLE 5.6: Additional track quality cuts applied for the selection of
the V0 daughters and V0 candidates at analysis level.
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FIGURE 5.1: pT vs rapidity distribution for all Λc candidates. The
superimposed black lines are the applied cuts.
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FIGURE 5.2: DCA between V0 and bachelor for signal (red), back-
ground (blue) and real data (black). On right plot the same normal-

ization is used.

Since not good signal-to-background separation in these variables, we decide
to not take into account secondary-vertex variables (topological cuts) to im-
prove signal-over-backrgound ratio.

We also checked other bachelor-V0 candidate variables, some inspired by D
mesons and Λc in three prongs analysis and other by the past papers. In Fig. 5.4
we reported the checked variable d0(bachelor)× d0(V 0). It is clear that it is not
possible to separate signal from background in this variable.

The only variables used to improve the signal extraction are geometrical (d0(bachelor),
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background (blue) and real data (black). On right plot the same nor-

malization is used.
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FIGURE 5.4: d0(bachelor)×d0(V 0) vs cosine of Λc pointing angle. On
the top left: data; on the top right: MC background; on the bottom

left, MC signal.

d0(V 0)) and kinematics (pT (bachelor), pT (V 0), pT (V 0− daughters)). Then, for
this analysis we can benefit of a good K0

S signal extraction by π+π− invari-
ant mass distributions (see fig. 5.6) and a very good bachelor identification via
energy-loss and time-of-flight measurements.

5.4 PID strategy

The PID strategy has been developed taking into account the need to reduce
the background for this channel. Since the V0 identification is essentially set
by the π+ − π− invariant-mass cut, the PID has been focused on the bachelor.
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We use a number-of-sigma cut strategy (a more conservative approach than the
combined or bayesian ones) to identify proton and we used TPC and TOF in-
formations. For the pp data sample, we took into account of the presence of
a fake TRD geometry in LHC10d reconstructed data at pass2: this alters pro-
ton matching efficiency at TOF below 1 GeV/c momentum in a way which is
difficult to be simulated. So, the TOF information has not been used at all for
tracks with p<1 GeV/c in all data (not only for period LHC10d).

For p<1 GeV/c a 2 sigma proton-compatibility cut using TPC PID information
is requested.

Above this value, the TOF is mandatory requested, i.e. the candidate is dis-
carded if TOF information is not available. Further the track has to be compat-
ible with a proton hypothesis within 3 sigmas for TOF and 3 sigmas for TPC
(this last request only for the p-Pb data sample). As explained in next section,
this cut has been further tightened to further reduce background, paired with
an additional cut on the pT of the V0. In the Figs. 5.7 and 5.8we report the TOF
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and TPC proton identification performance on data expressed in terms of num-
ber of sigmas 4 as a function of bachelor momentum and the same for the MC
productions (LHC11b2 and LHC10f7a MC productions for the pp data sample
in Figs. 5.9 and 5.10, LHC13d3 for p-Pb in Fig. 5.11). We also tried to recover
signal by using TPC when TOF is not available for bachelor with p≥1 GeV/c
but unfortunately we have not been successful since the background increases
more than the signal because of high pion (mainly) and kaon contamination in
the momentum region where all energy-loss bands overlap together (see left
plots in Figs. from 5.7 to 5.11).

FIGURE 5.7: pp data: proton identification performance with TPC,
on the left, and TOF, on the right. Mean (black points) and pull (red
points) are shown in both cases. Superimposed reference lines for

expected mean (black) and pull (red) values.
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FIGURE 5.8: Data: proton identification performance with TPC, on
the left, and TOF, on the right. Mean (black points) and pull (red
points) are shown in both cases. Superimposed reference lines for

expected mean (black) and pull (red) values.

5.5 Cut optimization

The Λc→ pK0
S baryons are successfully reconstructed in 2−12GeV/c pT region,

in several pT intervals, for both of the used data samples. Once the Λc →
pK0

S candidate is reconstructed, a pT -dependent kinematic and geometrical
selections are applied on the final decay products. The cuts were optimized to

4The number of sigmas is the ratio of the difference between the measured and the expected values
and the detector resolution.
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FIGURE 5.9: Monte Carlo LHC11b2: proton identification perfor-
mance with TPC, on the left, and TOF, on the right. Mean (black
points) and pull (red points) are shown in both cases. Superimposed

reference lines for expected mean (black) and pull (red) values.

FIGURE 5.10: Monte Carlo LHC10f7a: proton identification perfor-
mance with TPC, on the left, and TOF, on the right. Mean (black
points) and pull (red points) are shown in both cases. Superimposed

reference lines for expected mean (black) and pull (red) values.
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FIGURE 5.11: Monte Carlo LHC13d3: proton identification perfor-
mance with TPC, on the left, and TOF, on the right. Mean (black
points) and pull (red points) are shown in both cases. Superimposed

reference lines for expected mean (black) and pull (red) values.

obtain the highest signal-over-background ratio and significance, signal√
signal+background

,
by using a maximum likelihood criterion with the signal extracted on the an-
chored MC productions, in terms of mean and width of the signal peak.

For the p-Pb data sample, we tried first to extract Λc signal in six pT intervals,
as we did in the past for the analysis on the pp data, but at the end we decided
to take into account the interval 4−6GeV/c, because it gives better results than
considering the smaller intervals of 4 − 5GeV/c and 5 − 6GeV/c. For the cuts
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|m(π+, p̄)−m(Λ̄)|
pT (Λc ) |m(π+, π−)−m(K0

S)| |m(p, π−)−m(Λ)| m(e+, e−)
[GeV/c] [MeV/c2] [MeV/c2] [MeV/c2]

2-3 <5.0 >5 >100
3-4 <8.1 >5 >100
4-5 <8.6 >5 >300
5-6 <9.0 >5 >300
6-8 <10 >5 >300

8-12 <10 >5 >300

TABLE 5.7: Cuts applied for the selection of the V0 candidates for the
pp data sample.

|m(π+, p̄)−m(Λ̄)|
pT (Λc ) |m(π+, π−)−m(K0

S)| |m(p, π−)−m(Λ)| m(e+, e−)
[GeV/c] [MeV/c2] [MeV/c2] [MeV/c2]

2-3 <6.0 >5 >100
3-4 <7.0 >5 >100
4-6 <8.5 >5 >100
6-8 <10 >5 >100

8-12 <11 >5 >100

TABLE 5.8: Cuts applied for the selection of the V0 candidates for the
p-Pb data sample.

optimization in the 4− 6GeV/c pT region, we choose intermediate values from
a previous optimization on 4 − 5GeV/c and 5 − 6GeV/c The three additional
cuts on p − π−, π+ − p̄ and e+ − e− invariant masses, reported in the Tab. 5.7
5.8, help to remove some residual background especially in the low pT region
and then the corresponding signal extracted, as shown in Fig. 5.12 for the pp
data sample.
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FIGURE 5.12: π+ − π− invariant mass distributions for true (red) and
fake (blue) K0

S ; superimposed in black the same distribution for data
with the additional selections on p−π−, π+− p̄ and e+−e− invariant

masses. Left: linear scale; right: logarithmic scale.

In addition to the cuts discussed in the previous section, a kinematical cut on
the pT of the V0 has been applied, exploiting at the same time a stronger cut on
PID. The TOF PID strategy applied is a 3σ compatibility cut for intermediate
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momenta (1≤p<3GeV/c) and an asymmetric compatibility cut (-2<σ<3) for
high momenta (p≥3GeV/c).

The reason of this set of cuts is shown on Fig. 5.13, where the number of sig-
mas as a function of bachelor momentum are shown for TOF, on the left, and
TPC on the right. A larger cut on V0 pT allows to reduce the contamination
of kaons and pions in the selected proton sample. The drawback of this is
that the sample is significantly reduced at high momentum making problem-
atic a signal extraction in the highest pT bins. The relaxation of the cut on V0
pT , paired with a stronger selection of TOF PID (asymmetrically), allows to
improve significance and retain statistics at higher momentum.

Finally, we found some kinematical (transverse momenta) and geometrical
(transverse impact parameters) variables useful for an optimal signal extrapo-
lation: in Tab. 5.9 we report the value chosen.

pT (Λc ) pT (p) pT (π±) pT (K0
S ) |d0(p)| |d0(K0

S)|
[GeV/c] [GeV/c] [GeV/c] [GeV/c] [cm] [cm]

2-3 >0.6 >0.2 >0.5 <0.05 <0.05
3-4 >0.6 >0.2 >0.6 <0.05 <0.05
4-5 >0.7 >0.2 >0.7 <0.1 <0.09
5-6 >0.7 >0.2 >1.0 <0.1 <0.09
6-8 >0.9 >0.2 >1.1 <0.1 <∞
8-12 >1.1 >0.3 >1.2 <0.1 <∞

TABLE 5.9: Cut variables to be optimized for the pp data sample.

pT (Λc ) pT (p) pT (π±) pT (K0
S ) |d0(p)| |d0(K0

S)|
[GeV/c] [GeV/c] [GeV/c] [GeV/c] [cm] [cm]

2-3 >0.5 >0.2 >0.8 <0.05 <∞
3-4 >0.6 >0.2 >0.8 <0.05 <∞
4-6 >0.8 >0.2 >1.0 <0.08 <∞
6-8 >0.9 >0.2 >1.0 <0.1 <∞
8-12 >0.9 >0.3 >1.2 <0.1 <∞

TABLE 5.10: Cut variables to be optimized for the p-Pb data sample.
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FIGURE 5.13: Effects of different PID cuts on TOF (left) and TPC
(right) variables for the bachelor track in the bin 4<pT < 5 GeV/c
bin with different cuts on V0 pT . Top: no cut on V0 pT applied and
contamination from pions and kaons visible; middle: strong cut on
V0 pT but reduction of statistics at larger momentum; bottom: relax-

ation of the cut on V0 pT and strengthening of the cut on TOF PID.
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Chapter 6

Λc results in pp and p-Pb
collisions

6.1 Raw yield extraction

In this section the raw yield extraction results is described. The invariant mass
spectra and raw yield signal extracted, respectively in pp and p-Pb collisions,
in |y| < yfiducial(pT ) and in five pT (Λc ) bins are showed in the Figs. 6.1 and
6.2. The fit function used to reproduce these invariant mass distributions is
the sum of a Gaussian for the Λc peak and a second order polynomial for the
background. The fit is performed in two steps using the Minuit package, the
first gives a rough estimation of the background function parameters using
the side bands, while the second includes also the signal range and gives the
final estimation of all parameters. The amount of signal is then extracted by
subtraction of the background fit (in red in the pictures) from the total fit (in
blue). Despite the high background, a significance larger than 3σ in all bins is
obtained, with a signal/background ratio greater than 1% also in the lowest
pT bin.

In Fig. 6.3 and 6.4 we reported the mean and width values obtained respec-
tively in pp an p-Pb collisions on real data superimposed to the ones obtained
on MC productions: within the errors they are in agreement.

In the Tabs. 6.1 and 6.2 we reported the raw yield values and their statistical
uncertainties for the two data samples.

pT (Λc ) [GeV/c]
2-3 3-4 4-6 6-8 8-12

Raw yield 540 370 345 140 110
Statistical uncertainty 170 (30%) 110 (30%) 90 (26%) 60 (43%) 40 (36%)

TABLE 6.1: pp data: summary of the raw yield values and their sta-
tistical uncertainties.

6.2 Acceptance and efficiencies

For the acceptance estimate we used the indicated minimum bias production,
for both the data sample. The acceptance is defined as the ratio between the
Λc produced in the fiducial acceptance, i.e. | y |< yfiducial(pT ), where yfiducial
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FIGURE 6.1: Raw yield extraction in five different pT bins in [2;12[
GeV/c in pp collisions at

√
s= 7 TeV.

pT (Λc ) [GeV/c]
2-3 3-4 4-6 6-8 8-12

Raw yield 1086 923 683 311 134
Statistical uncertainty 428 (40%) 216 (23%) 211 (30%) 81 (26%) 48 (36%)

TABLE 6.2: p-Pb data: summary of the raw yield values and their
statistical uncertainties.

smoothly increasing from 0.5 to 0.8 in 0 < pT < 5GeV/c and yfiducial = 0.8
above 5GeV/c (see black lines in Fig 5.1), and the Λc generated in |y| < 0.5.
The result is shown in Fig. 6.5 and 6.6 respectively for Λc from b and from c.

As expected the value grows above unity at large pT and saturates. Similar
results have been obtained for D mesons and the Λc decay in three prongs also
studied in ALICE. Moreover, we separated the Λc prompt from the Λc originated
from b-quarks (feed-down). As expected, due to the absence of cuts on the
primary-secondary vertex displacement, the result is very similar for both cases.
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FIGURE 6.2: Raw yield extraction in five different pT bins in [2;12[
GeV/c in p-Pb collisions at

√
sNN= 5.02 TeV.

As a cross-check and to try to recover more statistics, since this factor only de-
pends on kinematical factor, we also estimated it with a toy model (macro $AL-
ICE_PHYSICS/ PWGHF/ vertexingHF/ macros/ ComputeAcceptance.C). The result
is shown in Fig. 6.7, where it is compared also with the results on minimum
bias MC productions.

Then, in the following we will use the acceptance estimated with the toy model
for Λc prompt and by b-hadron decay.

6.2.1 Efficiency

For the estimates of the efficiencies (for b and c generated Λc ) we used the
c/b-enriched LHC10f7a, LHC11b2 and LHC13d3 production. The efficiency
is defined as the ratio between the Λc survived to the cut selection and the
Λc generated in the fiducial acceptance. The results are shown in Fig. 6.8
and 6.9 for pp collisions, 6.10 for p-Pb collisions . Additionally we show
in the same figures the ratios of the various selection steps with respect to the



108 Chapter 6. Λc results in pp and p-Pb collisions

FIGURE 6.3: Mean, on the left, and width, on the right, values com-
pared to the MC ones. On the top, comparison with LHC10f7a; on the

bottom, comparison with LHC11b2.

FIGURE 6.4: Mean, on the left, and width, on the right, values com-
pared to the LHC13d3 production.
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FIGURE 6.7: Acceptance estimated with the toy model, in black. Su-
perimposed in red and blue colors, the results on minimum bias MC

productions, for comparison.

Λc generated in the fiducial acceptance. This shows the impact of the selection
cuts and bachelor identification separately.

A first comment is about the PID efficiency. With respect to other analyses (e.g
D mesons) above 1 GeV/c momenta the PID efficiency is the convolution of
the TOF matching efficiency (≈ 60-70%, see Fig. 6.13 and 6.14) and the pure
PID efficiency (applying a 3 or 2 σ cut). The TOF matching is strictly required,
as described. This is the reason of the relatively ‘low’ PID efficiency shown in
Fig. 6.11 for the pp case with respect to the bachelor momentum and in Fig. 6.12
with respect to the Λc momentum.
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FIGURE 6.8: LHC11b2 production: on the top, Λc→pK0
S generated in

the acceptance (black), reconstructed in the acceptance (magenta), se-
lected according to the cut optimization (red) and bachelor PID (blue);
on the bottom: ratios with respect to the Λc →pK0

S generated in the
acceptance. On the left, prompt Λc and on the right b-induced Λc .

The efficiency is the blue fraction on the bottom.

A second comment is about the slight difference in the efficiency estimate for
Λc ←c and Λc ←b: they are not exactly the same, as shown in Fig. 6.15 for pp
and 6.16 for p-Pb . The cut on transverse impact parameters of bachelor and
V0 can explain the observed difference; in Figs. 6.17 and 6.18, the transverse
impact parameter distributions of bachelor and V0 respectively are shown for
Λc ←c and Λc ←b in all pT (Λc ) bins: superimposed, the cut values used in
this analysis (see values in the Tab. 5.9). The d0(bachelor) and d0(V 0) distribu-
tions look different for Λc←c and Λc←b and this can answer for the observed
difference in the efficiency for Λc←c and Λc←b.

6.3 Feed down corrections

In the absence of a measured beauty hadron production cross section at central
rapidity, we use perturbative QCD calculations for the production of beauty
hadron and detailed Monte Carlo simulations to estimate the fraction of Λc stemming
from the decay of beauty−hadrons in Λc +X in our raw yields. Let us define
fprompt(pT), the fraction of prompt Λc in each pT bin. We consider the follow-
ing method to estimate this fraction:
the Nb method uses the FONLL calculation for the b-hadron production cross
section multiplied by the fragmentation function of b quark in b-hadrons and
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FIGURE 6.9: LHC10f7a production: on the top, Λc →pK0
S generated

in the acceptance (black), reconstructed in the acceptance (magenta),
selected according to the cut optimization (red) and bachelor PID
(blue); on the bottom: ratios with respect to the Λc →pK0

S generated
in the acceptance. On the left, prompt Λc and on the right b-induced

Λc . The efficiency is the blue fraction on the bottom.

the branching ratio of b-hadrons in Λc , BRb, the correction factors for accep-
tance and reconstruction efficiency of non-prompt Λc , εΛc←b, and the inte-
grated luminosity, Lint:

fprompt = 1− 1

NΛc
raw

· Lint ·BRb · εΛc←b ·
∫

∆y∆pT

d2σbFONLL
dydpT

dydpT (6.1)

There is another method to estimate the feed-down contribution, called fc
method, in which the relative fraction fprompt is entirely based on calculated
cross sections for prompt and non-prompt production of Λc within the FONLL
framework 1:

fprompt = 1
/(BRb

BRc
· εΛc←b
εΛc←c

·
∫

∆y∆pT

d2σb
FONLL
dydpT

dydpT∫
∆y∆pT

d2σc
FONLL
dydpT

dydpT

)
(6.2)

where BRc, is the fragmentation function of c quark in Λc and εΛc←c is the
acceptance and reconstruction efficiency of prompt Λc .

Actually, the fc method is dropped for new D measurements, since measured
prompt D production is well described by FONLL.

1The FONLL pQCD calculations were used to estimate the expected Λb production cross section,
while the EvtGen generator were used to estimate Λb →Λc decays.
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FIGURE 6.10: LHC13d3 production: on the top, Λc →pK0
S generated

in the acceptance (black), reconstructed in the acceptance (magenta),
selected according to the cut optimization (red) and bachelor PID
(blue); on the bottom: ratios with respect to the Λc →pK0

S generated
in the acceptance. On the left, prompt Λc and on the right b-induced

Λc . The efficiency is the blue fraction on the bottom.
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FIGURE 6.11: Bachelor identification efficiency vs p of the bachelor in
pp collisions.

6.3.1 Λc cross section estimate and comparison with measured D0 cross
section

The cross-section has been initially evaluated using the following formula, not mak-
ing distinction about prompt and no-prompt Λc

dσ

dpT

∣∣∣∣
|y|<0.5

=
1

2
·σV ZERO
Nev∆pT

·
Nraw(pT)||y|<yfiducial

BR(Λ+
c → pK̄0)AW (K̄0 → K0

S)BR(K0
S → π+π−)

· 1

(Acc× ε)prompt(pT)

(6.3)
where Nev is the total number of events analyzed, σV ZERO the VZERO detector
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FIGURE 6.12: Bachelor identification efficiency vs pT of Λc in pp col-
lisions.
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(in red) and LHC10f7a/Data (in blued) matching efficiency vs p are
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normalization minimum-bias cross section,Nraw(pT)||y|<yfiducial , and (Acc×ε)prompt(pT)
are, respectively, the raw yields and acceprtance×efficiencies extracted or computed
in each Λc pT bin. The factor 2 takes into account the charged conjugates reactions.
BR(Λ+

c → pK̄0) and BR(K0
S → π+π−) are the branching ratios for the defined de-

cays and AW (K̄0 → K0
S) is the amplitude of K0

S in the wave-function of the initially
produced K̄0.

If the treatment of the feed down is taken into account in a similar way as done
for D mesons, the cross-section is evaluated via:

dσ

dpT

∣∣∣∣
|y|<0.5

=
1

2
·σV ZERO

Nev
· 1

∆pT
·

fprompt(pT) ·Nraw(pT)||y|<yfiducial
BR(Λ+

c → pK̄0)AW (K̄0 → K0
S)BR(K0

S → π+π−)
· 1

(Acc× ε)prompt(pT)
.

(6.4)
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FIGURE 6.15: On the top: blue curves in Figs. 6.8 and 6.9; on the bot-
tom their ratios. On the left, LHC11b2 results; on the right, LHC10f7a

ones.

In Fig. 6.19, on the top, the Λc cross section results in pp and p-Pb collisions are
shown as found before and after feed down subtraction with the Nb method. The
two measurements without and with feed-down corrections, are in agreement, for
both data samples. On the bottom, the ratios between the cross sections estimated
with feed-down correction and the one estimated without feed-down correction are
also shown. These results are in agreement with the fprompt shown in Fig. 6.38.

We also compared our results with the ones obtained for D0 mesons on the same
data set [166] 2. In the Figs. 6.20 and 6.21 we report this comparison. In partic-
ular, in Fig. 6.20 we report also the comparison between theoretical expectations
(FONLL [71])and measurements. Currently, FONLL predictions for Λc in p-Pb colli-
sions are not available.
In case of Λc the measurement refers to the one obtained with feed-down correction
estimated with Nb method.

2The branching ratio for D0 → K−π+ changed with respect the one used in [166] and [167]. As
a consequence, the published D0 measurement has been scaled according to the new branching ratio
value: the old one was (3.88± 0.05)% [168], the new one is (3.93± 0.04)% [169].
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FIGURE 6.16: On the top: blue curves in Fig. 6.10, for LHC13d3 pro-
duction; on the bottom their ratio.
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FIGURE 6.17: d0(bachelor) distributions for true Λc candidates in the
five pT bins: in black the prompt ones and in red the ones coming

from beauty hadrons decay.

6.4 Systematic uncertainties

Several sources of systematics were taken into account and listed below:
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FIGURE 6.18: d0(K0
S ) distributions for true Λc candidates in the five

pT bins: in black the prompt ones and in red the ones coming from
beauty hadrons decay.

FIGURE 6.19: Λc cross sections without feddown correction, in black,
and with Nb feed down correction, in magenta. Left: pp case; Right:

p-Pb case.

- raw yield extraction: fit procedure could depend on the chosen values for the
fit parameters (binning, range, background function),

- cut variation: the cut variables could not be perfectly described in simulation,
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FIGURE 6.20: D0 and Λc cross sections in pp collisions. On the left:
theoretical expectations; on the right: measurements.

FIGURE 6.21: D0 and Λc cross sections in p-Pb collisions.

- particle identification: the PID response could not be perfectly described in
simulation,

- tracking efficiency: single track parameters (number of TPC crossed rows,
number of TPC clusters, ITS-TPC matching efficiency, etc.) could not be per-
fectly described in simulation,

- Λc simulated pT shape: the final result could depend on the assumed Λc simulated
pT shape,

- multiplicity dependence: only for the p-Pb data sample, the multiplicity distri-
bution in the data is not described very well in simulation and this could affect
the reconstruction efficiency,
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- subtraction of feed-down Λc baryons from B decays: the final result could de-
pend on the model parameters used to estimate the fraction of no-prompt Λc ,

- global systematic uncertainties due the branching ratio and integrated lumi-
nosity.

A summary of all the contributions is given in Tabs. 6.3 and 6.4 and inf Fig. 6.22, for
the considered pT intervals.
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collisions.
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pT (Λc ) [GeV/c]
2-3 3-4 4-6 6-8 8-12

Raw yield extraction 6% 6% 10% 15% 15%
Cut variation 5% 5% 5% 5% 5%

PID 5% 5% 5% 5% 5%
Tracking efficiency 10% 10% 10% 10% 10%

Λc simulated pT shape 0.5% 0.5% 0.5% 1.5% 1.5%
Feed-down subtraction +0.44% +0.50% +1.0% +1.0% +1.0%

-1.7% -2.0% -4.9% -4.5% -3.9%
Branching ratio 5%

Integrated luminosity 3.5%

TABLE 6.3: Summary of the systematics values for Λc analysis in pp
collisions.

pT (Λc ) [GeV/c]
2-3 3-4 4-6 6-8 8-12

Raw yield extraction 10% 10% 10% 10% 10%
Cut variation 5% 5% 5% 5% 9%

PID 6% 6% 6% 6% 6%
Tracking efficiency 7% 7% 7% 7% 7%

Λc simulated pT shape 1% 2% 2% 3% 3%
Multiplicity dependence 2% 2% 2% 6% 6%
Feed-down subtraction +0.70% +0.79% +1.4% +1.3% +2.4%

-0.76% -0.72% -1.2% -1.1% -2.2%
Branching ratio 5%

Integrated luminosity 3.7%

TABLE 6.4: Summary of the systematics values for the Λc analysis in
p-Pb collisions.
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6.4.1 Raw Yield extraction

The systematics uncertainties on the raw yield extraction was determined by repeat-
ing the Λc invariant mass fit changing the mass range, the function used to describe
the background, the rebin factor and the first bin used to rebin the invariant mass his-
tograms, and via a method based on bin counting. In particular the latter estimates
the signal counting the entries of the invariant mass histograms after the subtraction
of the background fit. The resulting deviations from the standard method are shown
in Figs. 6.23 and 6.24, for what concerns the multi-trial method; the superimposed
red lines refer to the extracted raw yield used as central value, the solid line, and
the extracted raw yield plus/minus the statistical uncertainty, the dashed lines. As
you can see, for what concerns the [4;6[ Λc pT bin in the pp case, and [4;6[ and [6;8[
Λc pT bins in p-Pb , the central value and the mean of the multi-trial distribution
have a clear discrepancy: for this reason only in this case we estimate the systematic
uncertainty assuming a flat distribution instead of a gaussian one as done for all the
other Λc pT bins.

In Fig. 6.25, we show the deviation in the raw yield extraction by using the bin
counting method.

The maximum between the two methods is assigned as systematic error for the
raw yield extraction; the values are reported in Tabs. 6.5 and 6.6.

pT (Λc ) [GeV/c]
2-3 3-4 4-6 6-8 8-12

Multi-trial (A) 5% 5% 11% 5% 8%
Bin counting (B) 7% 3% 9% 17% 15%
Maximum(A,B) 7% 5% 11% 17% 15%

smoothing 6% 6% 10% 15% 15%

TABLE 6.5: Summary of the systematics values for the raw yield ex-
traction for Λc analysis in pp collisions.

pT (Λc ) [GeV/c]
2-3 3-4 4-6 6-8 8-12

Multi-trial (A) 4% 4% 6% 8% 6%
Bin counting (B) 15% 10% 2% 2% 15%
Maximum(A,B) 15% 10% 6% 8% 15%

Final systematic error 10% 10% 10% 10% 10%

TABLE 6.6: Summary of the systematics values for the raw yield ex-
traction for Λc analysis in p-Pb collisions.
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FIGURE 6.23: pp analysis: Deviations from the standard method by
varying the fit parameters (multi-trial approach).
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FIGURE 6.24: p-Pb analysis: deviations from the standard method by
varying the fit parameters (multi-trial approach).
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6.4.2 Cut variation

A source of systematic uncertainty comes from the residual discrepancy between
data and Monte Carlo simulations for all the variables used to select Λc candidates.
This contribution was estimated by repeating the analysis with different, tighter
and looser, sets of cuts. Each of the selection variables has been plotted, leaving
unchanged the other ones, in order to find new cut values. The plots have been
performed both on data and on MC, where it is possible to discriminate between
signal and background. Starting form these plots, several trials to optimize cuts on
these parameters have been done extracting raw yield from p −K0

S invariant mass
spectra in the five pT bins mentioned in the section 5.5. For some variables, like
e+ − e− invariant mass, similar results with tighter and looser cuts have been ob-
tained. For some bins, small variation implied that significance goes under 3. A
non-automatic procedure has been adopted for the cut variation. We focused on
pT for each prong, pT (bachelor), pT (V0-daughters), pT (K0

S ), and on minv(π
+, π−),

minv(e
+, e−), minv(p, π

−) and minv(π
+, p̄). The guidelines for loose and tight choice

have been the following: small changes in values from one to another set (dominated
by statistical fluctuations); from central to tight- reduction of signal and background
but increase in their ratio; from central to loose -increase of signal and background.
Since, as already said, small variations in the cuts values implied different and of-
ten not even more good signal extraction, we decided to change cut values for only
one variable per time, keeping unchanged all the other variables. Cut values that did
not vary the efficiency of signal extraction with respect to the central values in all the
pT intervals were not taken into account. We selected only sets of cuts that provided
a good Λc signal extraction, with reasonable fit parameters and we did not take into
account sets of cuts for which the efficiencies were unchanged with respect to the
central ones. The systematics uncertainty was evaluated considering for each set of
cuts the relative difference of the pT -differential cross sections from that estimated
on the central set. In order to reduce as much as possible the contribution from statis-
tical fluctuations, we took into account the raw yield extracted fixing mean and/or
sigma to the values found for the central set of cuts. In order to have more statis-
tics available (still to try to disentangle the statistical fluctuation from the systematic
one), we estimated also the systematic values in the three merged pT intervals 2-
4, 4-6 and 6-12 GeV/c, and compared these values with the ones estimated on five
pT intervals. The relative ratios for the cross section in five pT intervals are shown in
Fig. 6.26 and 6.28; the results obtained considering three pT intervals are instead in
Figs. 6.27 and 6.29. The resulting variation of the cross section was found to be less
than 10% in all the considered pT intervals, and the results in three and five pT bins
were found to be in very good agreement with each other. We decided to take as
final value for the systematic uncertainty on cut variation what obtained fixing the
signal-width values. In the Tabs. 6.7 and 6.8 we report the values obtained for each
trial.
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FIGURE 6.26: Systematics on cut variation in pp . Relative discrep-
ancy of the pT -differential cross section in five pT intervals estimated
for each set of cuts with respect to that one estimated on the central
cuts set. In the left plot, the signal extraction was performed without
any restriction on the fit parameter. In the right plot, sigmas are fixed
to the values obtained from signal extraction on the central set of cuts.
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FIGURE 6.27: pp analsysis: Relative discrepancy of the pT -
differential cross section in five, on the left, and three, on the
right,pT intervals estimated for each set of cuts with respect to that
one estimated on the central cuts set. Sigmas are fixed to the values

obtained from signal extraction on the central set of cuts.

pT (Λc ) [GeV/c]
2-3 3-4 4-6 6-8 8-12

Free 12% 16% 10% 7% 9%
Fixed (5bins) 8% 7% 6% 4% 7%
Fixed (3 bins) 5% 6% 4%

smoothing 5% 5% 5% 5% 5%

TABLE 6.7: Summary of the systematics values on the cut variation
in pp collisions. The values in the first row refer to the case where the
fit parameters, in particular the signal width is left free. The values in
the other rows refer to the case where the signal width is fixed to the

value obtained when the central set of cuts is used.
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FIGURE 6.28: Systematics on cut variation in p-Pb . Relative discrep-
ancy of the pT -differential cross section in five pT intervals estimated
for each set of cuts with respect to that one estimated on the central
cuts set. In the left plot, the signal extraction was performed without
any restriction on the fit parameter. In the right plot, mean and sigma
are fixed to the values obtained from signal extraction on the central

set of cuts.
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FIGURE 6.29: p-Pb analsysis: Relative discrepancy of the pT -
differential cross section in five, on the left, and three, on the right,
pT intervals estimated for each set of cuts with respect to that one
estimated on the central cuts set. Mean and sigma are fixed to the

values obtained from signal extraction on the central set of cuts.

pT (Λc ) [GeV/c]
2-3 3-4 4-6 6-8 8-12

Free 12% 16% 10% 7% 9%
Fixed (5bins) 8% 7% 6% 4% 7%
Fixed (3 bins) 5% 6% 4%

smoothing 5% 5% 5% 5% 5%

TABLE 6.8: Summary of the systematics values on the cut variation in
p-Pb collisions. The values in the first row refer to the case where the
fit parameters, in particular the signal width is left free. The values in
the other rows refer to the case where the signal width is fixed to the

value obtained when the central set of cuts is used.
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6.4.3 PID efficiency

The systematic uncertainty induced by a different efficiency for particle identifi-
cation in data and Monte Carlo simulations was evaluated by comparing the pT -
differential cross section estimated with the PID strategy defined in section 5.5, with
the ones obtained using different PID approaches, without changing the topological
cuts. We first tried to change the number-of-sigma cuts on TPC and TOF, and then
the cut values on the proton pT . We also tried to use the combined probability PID,
using TPC and TOF. PID strategies that did not vary the efficiency of signal extrac-
tion with respect to the central PID strategy in all the pT intervals were not taken
into account.

As done for the cut variation efficiency, also in this case we tried to fix the mean
and/or the sigma to the values coming from the signal extraction on the central
set of cuts: results are showed in Figs. 6.30 and 6.32. It is evident in this figure
that the statistical fluctuations affect the signal extrapolation. So, to disentangle the
statistical fluctuations from the systematics on the PID variation, we merged bins
and we compared results in five and three pT intervals, as shown in Figs. 6.31 and
6.33. The resulting variation of the cross section was found to be less than 10% in all
the pT intervals considered. The results in three and five pT bins are not in a good
agreement with each other: the measured systematics decreases when we took into
account the merged pT bins 2− 4 and 6− 12 GeV/c (instead of 2− 3, 3− 4, 6− 8 and
8 − 12), and compared results. In Tabs. 6.9 and 6.10we report the values obtained
for each trial.
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FIGURE 6.30: Systematics on PID variation for pp . Relative discrep-
ancy of the pT -differential cross section in five pT intervals estimated
with different PID strategies with respect to that one estimated on the
central cuts set. In the left plot, the signal extraction was performed
without any restriction on the fit parameter. In the right plot, sigmas
are fixed to the values obtained from signal extraction on the central

set of cuts.

Proton/anti-proton from Λ/Λ̄ decay

To definitely disentangle statistical fluctuation from systematics uncertainties on the
PID variation for the analysis in pp , we performed a cross-check on the protons/anti-
protons coming from Λ/Λ̄ decay. In particular, we took into account the Λ/Λ̄ V0
candidates. We applied our bachelor PID strategy on the protons/anti-protons com-
ing from Λ/Λ̄ decay. We estimated the PID efficiency as the fraction of the identified
p/p̄ coming from Λ/Λ̄ decay. Comparing the efficiencies estimated respectively on
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FIGURE 6.31: Relative discrepancy of the pT -differential cross sec-
tion in five, on the left, and three, on the right, pT intervals in pp ,
estimated with different PID strategies with respect to that one es-
timated on the central one. Sigmas are fixed to the values obtained

from signal extraction on the central PID.
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FIGURE 6.32: Systematics on PID variation in p-Pb . Relative discrep-
ancy of the pT -differential cross section in five pT intervals estimated
with different PID strategies with respect to that one estimated on the
central cuts set. In the left plot, the signal extraction was performed
without any restriction on the fit parameter. In the right plot, mean
and sigma are fixed to the values obtained from signal extraction on

the central set of cuts.
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FIGURE 6.33: Relative discrepancy of the pT -differential cross section
in three pT intervals estimated with different PID strategies with re-
spect to that one estimated on the central cuts set in p-Pb . In the left
plot, the signal extraction was performed without any restriction on
the fit parameter. In the right plot, mean and sigma are fixed to the

values obtained from signal extraction on the central set of cuts.
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pT (Λc ) [GeV/c]
2-3 3-4 4-6 6-8 8-12

Free 25% 33% 37% 33% 18%
Fixed (5bins) 12% 15% 7% 18% 17%
Fixed (3 bins) 6% 7% 12%

TABLE 6.9: Summary of the PID systematics values for the pp data
sample. The values in the first row refer to the case where the fit
parameters, in particular the signal width is left free. The values in
the other rows refer to the case where the signal width is fixed to the

value obtained when the central PID strategy is used.

pT (Λc ) [GeV/c]
2-3 3-4 4-6 6-8 8-12

Free 25% 33% 37% 33% 18%
Fixed (5bins) 12% 15% 7% 18% 17%
Fixed (3 bins) 6% 7% 12%

TABLE 6.10: Summary of the PID systematics values for the p-Pb data
sample. The values in the first row refer to the case where the fit
parameters, in particular the signal width is left free. The values in
the other rows refer to the case where the signal width is fixed to the

value obtained when the central PID strategy is used.

data and Monte Carlo, we have an independent estimate of the systematics on the
PID.

On the same data sample and MC used for our analysis, we used the tool de-
veloped for the preparation of the paper on the Bayesian particle identification ap-
proach [170], i.e. $ALICE_PHYSICS/ PWGpp/ pid/ AliAnalysisTaskLambdaBayes.h/cxx
class.

The efficiencies estimated on data and MC are shown in Fig. 6.34, as well as their
ratio in Fig. 6.35, in function of the transverse momentum of proton/anti-proton.
This ratio is lower that 5% until 4GeV/c of transverse momenta for the proton/anti-
proton. for higher pT values, the ratio goes down quickly, since the statistical fluctu-
ations become higher, as it happens in Λc case.
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FIGURE 6.34: Proton/anti-proton identification efficiency as esti-
mated on Λ/Λ̄ V0 candidates. The blue points are related to data

and the red ones to the MC.
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FIGURE 6.35: The ratio of the proton identification in data and in MC
is shown. On the right a zoom is shown.

Then, according to this result, we took 5% as the final value for the systematics
on the PID variation for all the pT (Λc ) intervals.
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6.4.4 MC pT shape

The effect on the efficiency due to the shape of the Λc pT spectrum used in the simula-
tion was also estimated, looking at the relative difference between the Monte Carlo
efficiencies obtained using different pT shapes, namely those used in PYTHIA, in
FONLL calculation and also a flat pT -shape. The resulting contribution to the sys-
tematic uncertainty was found to be not more than few% in all pT bins, as shown in
Fig. 6.36.
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FIGURE 6.36: Relative discrepancy of the efficiency estimated with
different MC pT -shapes with respect to that one used in our analysis.
On the left, for Λc from b; on the right the prompt ones. Top: pp

analysis; Bottom: p-Pb analysis.

MC multiplicity dependence

The production LHC13d3 doesn’t describe very well the multiplicity distribution in
the data, so the reconstruction efficiency depends on the particle multiplicity and in
particular decrease at higher multiplicity. This effect was already evaluated in the
analysis of D mesons in the same p-Pb data, and it was found very small, since it’s
important only at very low multiplicity. In our case, the effect on the efficiency due
to the reweight of the MC events using different multiplicity weights was also esti-
mated, looking again at the relative difference between the Monte Carlo efficiencies
obtained. Similarly to what was done for the D mesons, we checked three different
weights:

- hNtrUnCorrEvWithD: all events with a D in the D0 invariant mass window

- hNtrUnCorrEvWithCand: all events with a D meson candidate

- hNtrUnCorrEvSel: all events used for analysis
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We found a very small contribution to the systematics uncertainty, not greater
than 3%, for the first three pT intervals, and about 6% for the last two ones, as shown
in Fig. 6.37.
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6.4.5 Track reconstruction efficiency

This systematic uncertainty includes the effects arising from track finding in the TPC
for what concerns all our three prongs, and track propagation from the TPC to the
ITS (ITS-TPC matching efficiency), only for what concerns our bachelor, that is pri-
mary and for which we require at least one point in the ITS detector. We assigned a
value of 4% to the bachelor for pp and 3% for pPb, according to what already done
for the other analysis in pp collisions at 7 TeV and p-Pb collisions at 5 TeV . For
what concerns the two charged pions coming from the K0

S decay, we we considered
the following terms:

• the crossed-over-findable TPC clusters (variable as a function of pT (K0
S ),

• the TPC crossed rows,

• the material budget;

and we expressed them as a function of pT (Λc ). In Tabs. 6.11 and 6.12 we reported
the final estimate. The found values are lower than the expected by assuming pri-
maries all three prongs (i.e. 12% for pp , 9% for p-Pb ); this is expected since one
of the main contributes to the tracking uncertainty comes from the TPC-ITS match-
ing requirement and, as explained, in our case this is true only for one of our three
prongs.

pT (Λc ) [GeV/c]
2-3 3-4 4-6 6-8 8-12

bachelor (A) 4% 4% 4% 4% 4%
V0 (B) 5% 5% 5% 6% 6%
A+B 9% 9% 9% 10% 10%

smoothing 10% 10% 10% 10% 10%

TABLE 6.11: Summary of the systematics values for the prong track-
ing for the pp data sample.

pT (Λc ) [GeV/c]
2-3 3-4 4-6 6-8 8-12

bachelor (A) 3% 3% 3% 3% 3%
V0 (B) 4% 4% 4% 4% 4%
A+B 7% 7% 7% 7% 7%

TABLE 6.12: Summary of the systematics values for the prong track-
ing for the p-Pb data sample.

6.4.6 Feed-down from B

The cross section was computed using Nb method described in Sec. 6.3. The sys-
tematic uncertainty on the estimation of feed-down correction from beauty-hadrons
is performed by varying the parameters used for the FONLL B predictions. More
than 95% of no-prompt Λc comes from Λb; the remaining 5% comes from B0 and
B+, according to recent studied. Concerning the Λb cross section, LHCb measure-
ments [171] are in agreement with FONLL predictions with respect to the shape, but
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a rescaling is needed. Since the discrepancy is within a factor 2, we scaled the Λb
cross section by a factor 2, as a safety margin, and to evaluate the systematic un-
certainty due to the feed-down subtraction we took the envelope of the uncertainty
bands from the two methods: with and without the rescaling. The resulting un-
certainty is reported in Fig. 6.38, The systematic errors on the value for fprompt are
reported in Tabs. 6.13 and 6.14.
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FIGURE 6.38: Relative fraction of Λc in the raw yield usingNb method
no rescaling (magenta) and rescaling (blue) by a factor of 2 the Λb

production cross section. Superimposed in green the combination of
the 2 estimates. Left: pp analysis; Right: p-Pb analysis.

pT (Λc ) [GeV/c]
2-3 3-4 4-6 6-8 8-12

Feed-down subtraction +0.44% +0.50% +1.0% +1.0% +1.0%
-1.7% -2.0% -4.9% -4.5% -3.9%

TABLE 6.13: Systematic uncertainty on feed-down from B for
Λc analysis for the pp data sample.

6.4.7 Branching ratio

Finally, the results have a global systematic uncertainty due to the branching ratio of
the Λc decay channel taken into account in this analysis. Its value is not dependent
from pT (Λc ) bin and it is 5% according to the last accepted PDG value [169].
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pT (Λc ) [GeV/c]
2-3 3-4 4-6 6-8 8-12

Feed-down subtraction +0.70% +0.79% +1.4% +1.3% +2.4%
-0.76% -0.72% -1.2% -1.1% -2.2%

TABLE 6.14: Systematic uncertainty on feeddown from B for
Λc analysis for the p-Pb data sample.

6.5 Final cross section measurement

In Figs. 6.39 and 6.40 the final result are shown: the Λc cross section estimated using
the scaled Nb method is shown including statistical and systematic uncertainties.

FIGURE 6.39: Cross-section production for Λc analysis in pp colli-
sions, considering Nb feed down correction. Statistical and system-

atic uncertainties are shown.

6.6 Comparison with the other Λc measurements

The measurement of Λc production has been performed in ALICE by reconstruct-
ing three decay modes, Λ+

c → pK−π+(with branching ratio, BR, of (6.35 ± 0.33)%),
Λ+

c → pK0
S(BR of (1.58 ± 0.08)%), with K0

S → π+π−(BR of (69.20 ± 0.05)%), and
Λ+

c → e+νeΛ(BR of (3.6 ± 0.4)%), with Λ → pπ−(BR of (63.9 ± 0.5)%), together with
their charge conjugates [168]. Each of the analysis strategies for the extraction of the
Λc signals from the large combinatorial background due to uncorrelated tracks is
based on the reconstruction of charged tracks in the ALICE central barrel, on the V0
topology decay reconstruction, on kinematical and geometrical selection, and on the
use of Particle Identification (PID). For some of the results presented here, MultiVari-
ate Analysis techniques (MVA) are additionally adopted. Finally, an invariant mass
analysis is used to extract the signal yield. In Tab. 6.15 the summary of the analysis
approaches used (among them also the analysis subject of this thesis) for Λc studies
is shown.



6.6. Comparison with the other Λc measurements 135

FIGURE 6.40: Cross-section production for Λc analysis in p-Pb colli-
sions, considering Nb feed down correction. Statistical and system-

atic uncertainties are shown.

Decay channel Collision system (
√
sNN [TeV]) strategy

Method PID
Λ+

c → pK−π+ pp (7) and p-Pb (5.02) Topological cuts Bayes
Λ+

c → pK0
S pp (7) and p-Pb (5.02) Topological cuts nσ

Λ+
c → e+νeΛ pp (7) Rigth/wrong sign nσ

Λ+
c → pK−π+ p-Pb (5.02) MVA (BDT) Bayes
Λ+

c → pK0
S p-Pb (5.02) MVA (BDT) Bayes

TABLE 6.15: Summary of the different Λc analyses performed with
ALICE.

The analysis is performed in the moderate and high momentum range of the
Λc (2 < pT (Λc ) < 16 Gev/c). The lower limit is imposed by the small decay length
of the Λc (cτ= 59.9 µ m) and the current impact parameter resolution of the ALICE
detector which is of the order of ∼ 65 µ m at 1 Gev/c, rapidly deteriorating at lower
pT . The upper limit is a consequence of the statistical limitation of the analysis.

6.6.1 Multivariate analysis techinque (MVA)

In this analysis technique, a multivariate selection is used to separate the combina-
torial background from the signal, based on Boosted Decision Trees (BDT) [172].
Training Λc samples are used, in which the type of each event (signal or back-
ground) is known, to determine a mapping function optimized to maximize sig-
nal/background separation. This learned mapping function is then applied to a real
data sample, and a cut on this function aims to reject background candidates while
keeping signal candidates. Before the BDT selection, a first loose topological selec-
tion and PID using TOF and TPC information is applied.
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6.6.2 Semileptonic decay Λ+
c → e+νeΛ

Λ baryons are reconstructed using the decay Λ → pπ, detecting protons and pions
in the ALICE central barrel. Λ baryon have a long lifetime of cτ∼ 7.89 cm and they
can be identified using their V-shaped decay topology. eΛ pairs satisfying a cut on
their opening angle and on their invariant mass (expected closed to the Λc mass) are
selected and used for this analysis.
Due to the missing neutrino (which can’t be detected), the invariant eΛ mass distri-
butions don’t show a peak, and the the background subtraction procedure used by
the other Λc analyses cannot be used. In this case, the background contributions are
estimated using wrong sign pairs e−Λ, while Λ+

c decay only into right-sign e+Λ pairs.
After subtracting this background, the Λc spectra are corrected for the Λ0

b contri-
bution, the Ξ0,+

c (Ξ0,+
c → e+Ξ−,0ν → e+Λπ−,0ν) contribution to right-sign pairs,

missing momenta of neutrino. reconstruction and selection efficiency.

6.6.3 Comparison of all the Λc production cross sections

The pT -differential cross sections for Λc production are shown in Fig. 6.41. The
cross sections in pp collisions in the decay channels Λ+

c → pK0
S, Λ+

c → pK−π+and
Λ+

c → e+νeΛare shown in the left plot, while the cross sections in p-Pb collisions in
the decay channels Λ+

c → pK0
Sand Λ+

c → pK−π+in the plot on the right.

FIGURE 6.41: pT -differential Λc cross sections measurements in pp
and p-Pb collisions. Left plot: Λc cross sections in pp collisions at

√
s

= 7 TeV, in the pT range 1 < pT < 12 GeV/c, in the decay channels
Λ+
c → pK0

S , Λ+
c → pK−π+and Λ+

c → e+νeΛ: Right plot: Λc cross
sections in p-Pb collisions at

√
sNN= 5.02 TeV in the pT range 2 < pT <

12 GeV/c, in the decay channels Λ+
c → pK0

Sand Λ+
c → pK−π+.

A good agreement, within the statistical and systematic uncertainties can be ob-
served for a wide Λc pT range, in both collisions systems. To be consistent with the
other performed measurements, the results in pp collisions are shown only up to 8
GeV/c. The results in the pT interval 2-4 GeV/c for p-Pb collisions, for which the
agreement between the measurements is not good, are currently under investiga-
tion.
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6.6.4 Λc /D0

From the measured cross sections is possible to derive the ratio Λc /D0, allowing
to explore hadronization mechanisms in the charm sector for what concerns the
baryon/meson ratio. In Fig. 6.42 the comparison between all the ratios Λc /Dzero is
shown, again for pp collisions on the left and for p-Pb collisions on the right. There
is a good agreement within uncertainties between all the analyses in the two de-
cay different channels with a ratio between 0.3 and 0.8, except for first pT range 2-4
GeV/c.
In Fig.6.43 the average of all the resutls for the Λc /D0ratio is shown, respectively for
the pp and p-Pb data samples.

FIGURE 6.42: Comparison between all the Λc /D0ratios in pp colli-
sions (Left plot) and p-Pb collisions (Right plot).

FIGURE 6.43: Average of all Λc /D0ratios, in pp collisions (Left plot)
and p-Pb collisions (Right plot).

Fig. 6.44 shows in pp and p-Pb the Λc /D0ratio with data taken, for the D0,
from ALICE measurements compared, for pp , with PYTHIA8 Monash tune and
several other tunes [173]. The enhanced color reconnection mechanisms enabled in
PYTHIA8 increase, as expected, the baryon meson ratio also in the charm sector,
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describing qualitatively better the data. of the Λc D0ratio, as measured in differ-
ent collision systems (taken from [174] with the addition of the two ALICE points,
obtained averaging over all pT bins.

FIGURE 6.44: The Λc /D0ratio as measured in pp and p-Pb collisions
by ALICE, compared with different models.

The comparison of our result with the one reported by the LHCb Collabora-
tion [11] at the same center-of-mass energy is not straightforward, given the different
rapidity region covered by the two experiments.
In Fig. 6.45 (Left) the Λc /D0measurements performed with the ALICE experiment
in both collision systems are compared with the results obtained by LHCb [11] in
pp collisions at 7

√
s= 7 TeV. ALICE measurements, as a function of pT , are system-

atically higher than the ones by LHCb, performed in a completely rapidity range,
giving a hint of a enhanced charmed baryon production in the central region. In the
right plot of Fig. 6.45 we show as a function of rapidity how the Λc /D0ALICE result
compare with the LHCb measurement. LHCb points published in [11] have been
shifted to take into account of the updated branching ratio value [169]. As a func-
tion of rapidity they are compatible when compared with the largest rapidity points
measured by LHCb. At the same time the LHCb points as a fucntion of rapidity
show an unexpected trend.
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FIGURE 6.45: Comparison between the Λc /D0ratios measured by
ALICE and LHCb experiments, as function of pT (Left) and rapidity

(Right).
The measurements performed by ALICE are referred to two data sample, pp

collisions at
√
s= 7 TeV and p-Pb collisions at

√
sNN= 5.02 TeV, at mid-rapidity. The

LHCb measurement was performed only in pp collisions and in a different rapidity
range, 2 < y < 4.
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Conclusions

In this thesis work, the analysis of the Λc production in pp collisions at
√
s= 7 TeV

and p-Pb collisions at
√
sNN= 5.02 TeV has been performed, through the reconstruc-

tion of the decay channel Λ+
c → pK0

S.
This study could give an insight in the baryon and meson production mechanisms
in hard hadronic processes, measuring the Λc /D0ratio. The Λc production mea-
surement in pp collisions is the needed baseline reference for studies in heavy ions
collisions. Λc studies in p-Pb collisions allow for the study of CNM effects. More-
over, previous Λc measurements are old and performed in extremily different energy
and experimental conditions.
This particular analysis is performed using the detectors of the ALICE central barrel
and, in partucular, exploits the very good PID capability of ALICE (using TPC and
TOF information)
After a brief description on the ALICE experiment, the focus has been on the Time-
Of-Flight system. The aspects of TOF data quality control have been discussed in
detail, while illustrating the excellent and very stable performance of the system in
different collision environments at the LHC. It has been shown that TOF PID allows
a 2σ separation between pions, kaons and protons up to ∼ 4.0 GeV/c. This is a fun-
damental feature for the identification of protons for the Λc analsis.
The analysis strategy has been finally described in its stages. The signal is extracted
via an invariant mass analysis. The high combinatorial background is subtracted
using a strong topological selection and using the PID to identify protons. After
applying acceptance and efficiency corrections, and removing contribution from
Λc coming from beauty hadrons decays (feed-down), the Λc cross section is finally
measured in a wide Λc pT range, in both collisions systems, pp at

√
s= 7 TeV and

p-Pb at
√
sNN= 5.02 TeV. The Λc /D0ratio is also estimated.

Our results are compared with other Λc measurements performed with ALICE us-
ing the same data samples but different decay channels and different analysis tech-
niques. The aim is to combine all these Λc measurements and give the first mea-
surement of Λc production in pp and p-Pb collisions with the ALICE experiment at
the LHC. We are waiting for the theoreticians to have a theoretical expectation to be
compared with our analysis results. Last developments of the analysis are planned,
towards the final merging of all the Λc measurement in a publication (the paper
writing is in progress).
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Appendix A

Check on possible contaminations
from D mesons

We checked if theminv(p,K0
S ) distributions could be contaminated byD+ → π+K0

S or
D+
s → K+K0

S and c.c. because of a not well kaon-proton or pion-proton separa-
tion at high momenta. Since in the available MB MC productions we did not have
enough statistics to study possible contaminations from D meson reflections and
other Λc decay modes, we created and used a toy model to check it.

As already done to check Λc reconstruction efficiency, we took into account a
statistically significant sample of D+ → π+K0

S , D+
s → K+K0

S and Λ+
c →pK0

S (in the
right ratios) with all prongs in the ALICE reconstruction pseudorapidity region (i.e.
|η| < 0.9).

Then, to eachD+ (D+
s ) we applied pion (kaon) andK0

S reconstruction efficiencies
and the pion (kaon) as proton misidentification probability according to the PID
strategy used in our analysis. In Figs. A.1 and A.2 we shown the minv(p,K0

S ) plots,
respectively without and with PID applied to the bachelor for Λ+

c (black), D+ (blue)
and D+

s (red) - and c.c.- candidates.
From the results obtained, it seems that the correlated background coming from

D+ and/or D+
s mesons does not affect significantly the Λc signal extraction.
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Λ+
c (black), D+ (blue) and D+
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