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## Abstract

This study presents new numerical methods for solving differential/integral equations of interest in applications. This thesis consists of four parts. Part I presents numerical methods for solving ordinary differential equations exhibiting oscillatory solutions. This part proposes an adapted numerical integration based on exploiting a-priori known information about the behavior of the exact solution, employing some well-known numerical methods in combination with the technique of exponential fitting. The proposed method is shown to be highly effective in reducing error and improving the accuracy of the numerical solutions.

Parts II and III of this thesis present the numerical methods to solve Volterra integral and fractional integral/differential equations. To accomplish this, we provide effective numerical methods based on spectral methods and new orthogonal functions. The proposed methods are based on using special functions such as Chebyshev polynomials, Chelyshkov functions, and other orthogonal functions. The effectiveness of the proposed methods is examined by providing numerical experiments, which demonstrate the high accuracy and efficiency of the proposed methods. Additionally, the results of the proposed methods are compared with the existing methods, and it is shown that the proposed methods provide more accurate and efficient solutions for the problems considered in this thesis.
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## Preface

In recent years, there has been a significant increase in interest in mathematical modeling concerning science, engineering, business, and management. Various problems from physics, chemistry, pharmacology, medicine, and economics can be modeled using a set of functional equations, such as ordinary differential equations (ODEs), Volterra integral equations (VIEs), and fractional differential equations (FDEs). These problems include the growth of biological populations, the spread of diseases, brain dynamics, heat conduction, fluid dynamics, scattering theory, seismology, biomechanics, game theory, control, queuing theory, and many others.

This thesis consists of four parts (twelve chapters):
In Chapter 1, we concentrate our attention on introducing three categories of problems, and we aim to offer some of the most current models of functional equations.

In Chapter 2, we remind the reader of some of the fundamental concepts which are helpful for the thesis and we introduce the two main techniques utilized in the thesis: the exponential fitting and spectral methods.

Part I of this thesis will present numerical methods for the solution of ODEs exhibiting oscillatory solutions. Classical numerical integrators could require a small step size to follow the oscillations, especially when the frequency increases. To develop efficient and accurate numerical methods, we propose an adapted numerical integration based on exploiting a-priori known information about the behavior of the exact solution, employing an exponential fitting strategy. We combine this feature by use of peer methods, which represent a highly structured subclass of General Linear Methods, and are identified with several distinct stages, such as Runge-Kutta methods. This part consists of Chapter 3, Chapter 4, and Chapter 5. Chapter 3 concerns the construction of a general class of Exponentially Fitted (EF) two-step implicit peer methods for the numerical integration of ODEs with oscillatory solution. In Chapter 4 Implicit-Explicit (IMEX) EF peer methods are proposed for the numerical solution of an advection-diffusion problem exhibiting oscillatory solution. In Chapter 5, we investigate how the frequencies can be tuned to obtain the maximal benefit from the exponentially fitted peer methods.

Parts II and III of this thesis deal withon numerical methods to solve VIEs and fractional integral/differential equations. In these parts, we provide effective numerical methods based on new orthogonal functions. Our main approach in this research is to use spectral methods, new orthogonal functions, and operational matrices as significant tools. These numerical methods approximate the unknown function by means of an appropriate polynomial basis and use operational matrices. In this case, the problem becomes a system of algebraic equations, which is much easier to solve than the original problem. It should be noted that integral or derivative operational matrices, in addition to maintaining accuracy in solving the problem, make calculations much simpler.

Part II consists of Chapter 6, Chapter 7 and Chapter 8. The discussion of numerical techniques for resolving VIEs and systems subject to VIEs is the focus of Part II of this work. Chapter 6 will present a new numerical method by using discrete orthogonal Hahn polynomials for solving Volterra-type integral functional equations with variable bounds and mixed delay. In Chapter 7, we will suggest a novel formulation for the numerical solution of optimal control problems related to nonlinear Volterra fractional integral equations systems. Control theory and optimization is a branch of mathematical optimization that deals with finding a control for a dynamical system over time such that an objective function is optimized. For this system, a spectral approach is implemented based on the new polynomials known as Chelyshkov polynomials. Chapter 8 deals with collocation methods for nonlinear VIEs with oscillatory kernel. This work examines nonlinear second kind VIEs and discretizes the oscillatory integrals in the collocation equation using a Filon-type approach.

Part III consists of Chapter 9, Chapter 10, and Chapter 11. The goal of Part III is to present numerical methods for fractional integral/ differential equations. Chapter 9 proposes a numerical technique based on a hybrid of block-pulse functions and Chelyshkov polynomials to solve fractional delay differential equations. Chapter 10 presents a comparative study of numerical solutions to fractional variational problems. Chapter 11 examines and compares the construction of protein-protein interaction (PPI) networks of $\mathrm{CD} 4^{+}$and $\mathrm{CD} 8^{+} \mathrm{T}$ cells and investigates why studying these cells is critical after HIV infection. This study also examines a mathematical model of fractional HIV infection of $\mathrm{CD} 4^{+} \mathrm{T}$ cells and proposes a new numerical procedure for this model that focuses on a recent kind of orthogonal polynomials called discrete Chebyshev polynomials.

Part IV shows the conclusions of this thesis and future work.

The contribution of the thesis can be found in the following publications:

1. Conte D., Mohammadi F., Moradi L., Paternoster B., Exponentially fitted twostep peer methods for oscillatory problems, Computational and Applied Mathematics, 2020. https://doi:10.1007/s40314-020-01202-x
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## Chapter 1

## Introduction

In recent years, there has been a noticeable rise in interest in mathematical modeling related to science, engineering, business, and management. These models are typically expressed through functional equations, which offer the best and most natural technique to describe evolution in time and space and the presence of memory. Various issues from physics, chemistry, pharmacology, medicine, and economics can be modeled using functional equations, such as ODEs, VIEs, and FDEs. These problems include the growth of biological populations, the spread of diseases, the dynamics of the brain, heat conduction, fluid dynamics, scattering theory, seismology, biomechanics, game theory, control, queuing theory, and many others.

ODEs-based models, for example, can be found in the context of the evolution of biological populations [219, 305, 332], mathematical models in physiology and medicine [30], oncogenesis [165, 288] and spread of infections and diseases [168], economic sciences [108], analysis of signals [231]. Some particular uses of VIEs are models of population dynamics, and the spread of epidemics [141, 142], wave difficulties [115], fluid dynamics [146], contact problems [1], electromagnetic signals [215]. Due to the effective memory performance of fractional derivatives, FDEs have been frequently employed to represent a variety of physical processes, such as seepage flow in porous media and fluid dynamic traffic models. For example, applications of FDEs can be found in mathematical models in physiology [3], viscoelastic [89, 184], bioengineering [193], thermodynamics [262].

The literature has extensively explored theoretical studies on systems of ODEs, VIEs, and FDEs. Most of the time, an analytical method can not be used to get the solution to a functional equation. For this reason, developing numerical techniques to address these issues becomes more important.

### 1.1 Problems and motivations

Construction, theoretical analysis, and implementation of new efficient, accurate numerical integration methods for the approximate solution of functional equations are the goals of this work. We concentrate our attention on the following categories of problems:

1) Problem 1: Systems of first order ordinary differential equations

$$
\begin{equation*}
y^{\prime}(t)=f(t, y(t)), \quad y\left(t_{0}\right)=y_{0} \in \mathcal{R}^{d}, \quad t \in\left[t_{0}, T\right], \tag{1.1.1}
\end{equation*}
$$

where $f: \mathcal{R} \times \mathcal{R}^{d} \rightarrow \mathcal{R}^{d}$ is sufficiently smooth to ensure that the solution exists and it is uniqe.

The numerical solution of problem (1.1.1) has been extensively explored in the literature $[43,140,180,275,276]$. However, the most recent monographs [44, $109,134,135,136,166]$ show a continued strong interest in this field. These equations frequently have typical issues (e.g. stiffness [136], metastability [136], periodicity [158], high oscillations [109, 134], and discontinuities [2]) that must efficiently be overcome by using suitable numerical integrators. The focus of Part I of this dissertation is the creation, study, and use of new, effective numerical methods for the integration of the problem 1.1.1) with an oscillatory solution. The derived approaches are compared with those classically considered in the literature to demonstrate the advantages we have achieved. Through the application of these approaches in environments with fixed and variable stepsizes, generated by utilizing the unique structure of the derived numerical methods, the experimental analysis of the developed equations also supports the theoretical analysis.
2) Problem 2: Volterra integral equations

$$
\begin{equation*}
y(t)=f(t)+\int_{0}^{t} K(t, s, y(s)) d s, \quad t \in I=[0, T](T<\infty) \tag{1.1.2}
\end{equation*}
$$

where $y(t)$ is the unknown function and $f(t)$ is a given continuous function on $I$. The function $K=K(t, s, y)$ is assumed to be defined and continuous on $D \times \mathbb{R}$ with $D:=\{(t, s): 0 \leqslant s \leqslant t \leqslant T\}$.

The numerical treatment of VIEs (1.1.2) has garnered much interest in recent decades. Only in 1986 the first monograph on this topic appeared in the literature [40]. As a result, numerous open problems could still be investigated in this area. VIEs are important for simulating phenomena in various relevant domains, such as engineering, mechanics, physics, chemistry, biology, economics, potential theory, and electrostatics, to name a few ([24, 32, 222]). The focus of Part II of the thesis is the discussion of numerical techniques for resolving VIEs and systems subject to VIEs. Several numerical results for various test problems are given to verify the accuracy of the derived numerical methods.
3) Fractional differential equations involve fractional derivatives of the form $\left(\frac{d^{\alpha}}{d t^{\alpha}}\right)$, which are defined for $\alpha>0$, where $\alpha$ is not necessarily an integer.

- Problem 3: FDE of Riemann-Liouville type:

$$
\left\{\begin{array}{l}
D^{\alpha} y(t)=f(t, y(t)),  \tag{1.1.3}\\
D^{\alpha-k} y(0)=b_{k}, \\
I^{n-\alpha} y(0)=b_{n},
\end{array} \quad k=0, \ldots, n-1,\right.
$$

- FDE of Caputo type

$$
\left\{\begin{array}{l}
C_{t}^{\alpha} D_{t}^{\alpha} y(t)=f(t, y(t))  \tag{1.1.4}\\
{ }_{0}^{C} D_{t}^{\alpha-k} y(0)=b_{k}, \quad k=0, \ldots, n-1,
\end{array}\right.
$$

where $f$ is an analytical function, $b_{k}, k=0,1, \ldots, n-1$, are real constants, $y$ is the solution to be determined, and $I^{n-\alpha}$ is the fractional integral and $D^{\alpha}$, $(n-1<$ $\alpha \leqslant n$ ) is the fractional derivative in the Riemann-Liouville or Caputo sense [227].

Recently, the numerical approach to problems modeled by Riemann-Liouville and Caputo FDEs (1.1.3)-(1.1.4) has been investigated. Fractional calculus is a fascinating topic that has piqued the curiosity of many researchers. G.W. Leibniz $(1695,1697)$ and Leonhard Euler $(1730)$ pioneered the development of fractional calculus, which has continued to the present day [225]. Although the RiemannLiouville fractional derivative is of great importance, it may not be suitable to model some real-world phenomena the Caputo fractional derivative is used. Fractional differential equations can describe better certain real-world phenomena. Understandably, systems are frequently imperfect and subject to perturbations such as friction, human intervention, and external forces. Therefore the integerorder derivatives may not be adequate to understand the trajectories of the state variables. By considering fractional derivatives, we have an infinite choice of derivative orders and determine that the fractional differential equation that better describes the dynamics of the model.

In recent decades, scientists have become interested in the applications of fractional calculus in domains such as physics, engineering, and others [21, 107, 132, $137,138,182,194,202,223,245,254]$. Nowadays, journal proceedings and special issues refer to fractional calculus applications in numerous scientific domains, such as special functions, control theory, chemical physics, stochastic processes, anomalous diffusion, and rheology, see [224]. Fractional derivatives and integrals have been practical tools for characterizing memory and hereditary properties in various materials and processes. For instance, fractional differential equations are employed to explain a range of natural phenomena in physics, chemistry, fluid mechanics, and mathematics [243]. Part III discusses numerical approaches to fractional derivatives and fractional integrals problems. The efficiency of the suggested methods in this part is evaluated using numerical experiments.

### 1.2 Some recent models

This section aims to offer some of the most current models of functional equations (1.1.1), (1.1.2) and (1.1.3)-(1.1.4) that are of importance in the applied sciences.

We first consider some models involving systems of first-order ODEs (1.1.1) of interest in Biology, Medicine, and Cluster Analysis.

1. Cell cycles. Cell cycles, basic events in the life of any organism, are composed of succeeding coordinated and oscillatory phases that enable the cell to grow and proliferate appropriately. This has been extensively researched concerning tumor diseases. In [8] (see also the references therein contained), the description of such biological processes has been provided by a set of kinetic equations that define the biochemical reactions together with dynamic equations, structured as systems of first-order ODEs (1.1.1) of the type

$$
\frac{d X_{i}}{d t}=F_{i}\left(X_{1}, X_{2}, \ldots, X_{n} ; p_{1}, p_{2}, \ldots, p_{m}\right), i=1,2, \ldots, n
$$

where $X_{i}, i=1,2, \ldots, n$, is a state variable, generally describing the the concentration of a certain species in the studied organism, each function $F_{i}$ describes the rate of change of the corresponding $X_{i}$ and $p_{j}, j=1,2, \ldots, m$ are parameters appearing in each $F_{i}$.
2. A model in epileptic seizures. It is hypothesized that a specific anomaly in the brain, typically in the hippocampal region of the temporal lobe, is the source of complex partial epileptic seizures. In [181], to model a hippocampus subnetwork thought to be crucial in the production of focused or complicated partial seizures, a system of ODEs (1.1.1) is introduced. The parameters in this model correspond to inhibitory interneurons and archetypal pyramidal cells' membrane potentials in the CA3 area of the hippocampus, where the attention is most likely to be. The model presented in [181] is the following:

$$
\left\{\begin{array}{l}
\frac{d V_{i}}{d t}=-g_{C a} m_{\infty}\left(V_{i}-1\right)-g_{K} W_{i}\left(V_{i}-V_{i}^{K}\right)-g_{L}\left(V_{i} V_{i}^{L}\right)+I-\alpha_{i n h} Z_{i} \\
\frac{d Z_{i}}{d t}=b\left(c I+\alpha_{e x c} V_{i}\right) \\
\frac{d W_{i}}{d t}=\frac{\phi\left(w_{\infty}-W_{i}\right)}{\tau_{w}}, i=1,2, \ldots
\end{array}\right.
$$

where $V_{i}$ and $Z_{i}$ are the membrane potentials of the pyramidal and inhibitory cells, respectively, while $W_{i}$ is a relaxation factor, essentially the fraction of open potassium channels in the population of pyramidal cells. The parameters $g_{C a}, g_{K}$, and $g_{L}$ are the total conductances for the populations of $C a, K$, and leakage channels, respectively. $V_{i}^{K}$ is the Nernst potential for
potassium in node $i$; this parameter is used in coupling subnetwork populations into a lattice. $V_{i}^{L}$ is a leak potential, $\tau_{w}$ is a voltage dependent time constant for $W_{i}, I$ is the applied current, while $\phi$ and $b$ are temperature scaling factors. The parameter $c$ differentially modifies the current input to the inhibitory interneuron. The functions $w_{\infty}$ and $m_{\infty}$ are non-dimensional expressions that describe voltage-gated $\mathrm{Ca}^{2+}$ channels in the cell membrane, each of which is open or closed at any given moment. The parameters $\alpha_{\text {exc }}$ and $\alpha_{i n h}$ model the populations of excitatory and inhibitory synaptic connections between pyramidal cells and their interneurons in the population of cells corresponding to the subnetwork model.
3. A metastable problem: the Becker-Doring equation. The Becker-Doring [136] model (see also monograph [64]) describes the dynamics of a large system of identical particles that can condense and form clusters. The $k$-particle clusters per unit volume denote by $y_{k}$ and assume that the clusters can only gain or lose single particles. The following system arises from ODEs (1.1.1):

$$
\left\{\begin{array}{l}
\frac{d y_{1}}{d t}=-J_{1}-\sum_{k=1}^{N-1} J_{k} \\
\frac{d y_{k}}{d t}=J_{k-1}-J_{k}, k=2,3, \ldots, N-1 \\
\frac{d y_{N}}{d t}=-J_{N-1}
\end{array}\right.
$$

where $J_{k}=y_{1} y_{k}-b_{k+1} y_{k+1}$ and $b_{k+1}=\exp \left(k^{\frac{2}{3}}-(k-1)^{\frac{2}{3}}\right)$. This problem is intriguing, especially for large values of $N$, because it exhibits the metastability phenomenon, which causes prolonged changes in the solution over long time intervals (see [64, 136]).

We now provide various models for biology, immunology, and population dynamics based on second-kind Volterra Integral Equations (1.1.2).

1. Vaccine-induced immune responses on HIV infection. Anti-HIV-1 vaccinations are a universally acknowledged necessity. The goal of achieving such a vaccine is still elusive. However, several prospective vaccine formulations are currently undergoing clinical trials. This is due to the intricacy of the viral system as well as the trial length and cost requirements. In [129], the authors developed a mathematical model for simulating the development of HIV-1 infection within the body. This model assesses the impact of potential anti-HIV-1 vaccinations with various features. A preventive or therapeutic vaccine's ability to prevent the spread of infection can be predicted based on the model's ability to forecast the immunogenicity features it must have to
be effective. The model developed in [129] assumes the form

$$
\left\{\begin{aligned}
P(t) & =\int_{0}^{t} F(t-x) e^{-\delta(t x)} k_{i} k_{s} V(x) S(x) d x \\
V(t) & =V_{0} e^{-c t}+\int_{0}^{t} e^{-c(t x)} p P(x) d x \\
S(t) & =S_{0} e^{-\delta t}+\int_{0}^{t} e^{-\delta(t x)}\left[\delta k_{s} V(x) S(x)\right] d x
\end{aligned}\right.
$$

When three cell populations exist in a unit volume of plasma at the time, t is indicated by the unknown functions $P(t), V(t)$ and $S(t): P(t)$ represents the population of infected cells that produce the virus, $V(t)$ for the population of the virus, and $S(t)$ for the number of susceptible cells.
2. Age-structured populations: the Lotka-McKendrick model. Mathematical demographers and population biologists have extensively researched the theory of population dynamics. Age effects are one of the most crucial components to incorporate in realistic models of population dynamics. Sharpe-Lutka and McKendrick introduced the first continuum models, including age effects in 1911 and 1926, respectively. The Lotka-McKendrick model for an age-structured population (compare [159]) assumes the form

$$
B(t)=F(t)+\int_{0}^{t} \beta(x) B(t-x)-\pi(x) d x
$$

where $B(t)$ denotes the birth density at time $t$ and $u(x, t)$ indicates the agespecific density at time $t$, i.e., $u(x, t) d x$ is the total number of people aged between $x$ and $x+d x$ at time $t, \beta(x)$ represents the likelihood of surviving from birth to age $x, \pi(x)$ represents the rate of fertility for an individual of age $x$ per unit time, and the forcing function $F(t)$ adopts the form

$$
F(t)=\int_{0}^{w} \beta(x+t) u(x, 0) \frac{\pi(x+t)}{\pi(x)} d x
$$

where $w$ is the maximal possible age.
We finally present some models involving systems of FDEs (1.1.3)-(1.1.4), of interest in Human society, Biology, and Dynamics.

1. World Population Growth. The World Population Growth [284] has been described in several attempts. The basic model is the Malthusian law of population growth, which is used to anticipate populations under ideal circumstances. Let $N(t)$ be the number of individuals in a population at the
time $t, B$, and $M$ the birth and mortality rates, respectively, so that the net growth rate is given by

$$
\begin{equation*}
N^{\prime}(t)=(B-M) N(t)=P N(t), \tag{1.2.5}
\end{equation*}
$$

where $P:=B-M$ is the production rate. Here, B and M are constant, and thus P is also constant. The solution of this differential equation is the function

$$
\begin{equation*}
N(t)=N_{0} e^{P t}, \quad t \geqslant 0, \tag{1.2.6}
\end{equation*}
$$

where $N_{0}$ is the population at $t=0$. Because of the solution (1.2.6), this model is also known as the exponential growth model.

Considered now that the World Population Growth model is ruled by the fractional differential equation [6]

$$
\begin{equation*}
{ }_{0}^{C} D_{t}^{\alpha} N(t)=P N(t), \quad t \geqslant 0, \quad \alpha \in(0,1) . \tag{1.2.7}
\end{equation*}
$$

Observe that, taking the limit $\alpha \longrightarrow 1^{-1}, \operatorname{Eq}(1.2 .7)$ converts into Eq. (1.2.5), but if we consider $\alpha \in(1,2)$ and take the limit $\alpha \longrightarrow 1^{+1}, N^{\prime}(t)-N^{\prime}(0)=$ $P N(t)$ is obtained. The solution of this fractional differential equation is the function

$$
N(t)=N_{0} E_{\alpha}\left(P t^{\alpha}\right)
$$

where E is the Mittag-Leffler function

$$
E_{\alpha}(t)=\sum_{k=0}^{\infty} \frac{t^{k}}{\Gamma(\alpha k+1)}, \quad t \in \mathbb{R}
$$

2. Blood Alcohol Level. A simple model for calculating alcohol level that is described by a set of two differential equations [190]. Let $A$ and $B$ represent the alcohol concentration in the stomach and the blood, respectively. The following Cauchy system describes the problem:

$$
\left\{\begin{array}{l}
A^{\prime}(t)=-k_{1} A(t) \\
B^{\prime}(t)=k_{1} A(t)-k_{2} B(t) \\
A(0)=A_{0} \\
B(0)=0
\end{array}\right.
$$

where $A_{0}$ is the initial alcohol ingested by the subject and $k_{1}, k_{2}$ some real constants. The two functions give the solution to this system

$$
A(t)=A_{0} e^{-k_{1} t}
$$

and

$$
B(t)=A_{0} \frac{k_{1}}{k_{2}-k_{1}}\left(e^{-k_{1} t}-e^{-k_{2} t}\right)
$$

Suppose the system of fractional differential equations represents the problem. In that case, a curve obtains better in line with the experimental results [6]. Consider the system of fractional differential equations with $\alpha, \beta \in(0,1)$ as the following form:

$$
\left\{\begin{array}{l}
{ }_{0}^{C} D_{t}^{\alpha} A(t)=-k_{1} A(t) \\
C_{0}^{C} D_{t}^{\beta} B(t)=k_{1} A(t)-k_{2} B(t), \\
A(0)=A_{0}, \\
B(0)=0,
\end{array}\right.
$$

The solution concerning $A$ is

$$
A(t)=A_{0} e^{-k_{1} t}
$$

To determine $B$, it can be found as the solution of the fractional differential linear equation

$$
{ }_{0}^{C} D_{t}^{\beta} B(t)=-k_{2} B(t)+k_{1} A_{0} E_{\alpha}\left(-k_{1} t^{\alpha}\right) .
$$

3. Video Tape problem. For the videotape problem, the tape counter must read $n(t)$ at a time $t>0$. For modeling the problem, consider $c$ denote the thickness and $v$ the velocity of the tape and are constant in time. Also, $\mathrm{R}(\mathrm{t})$ represents the wheel's radius filled by the tape, and $A(t)$ measures the angle at time t . The number of turns is proportional to the angle $n(t)=k A(t)$ for a positive constant $k$. In [117], an ordinary differential equation is obtained to describe the behavior of the model:

$$
A^{\prime}(t)=\frac{v}{R(0) \sqrt{b t+1}},
$$

where

$$
b=\frac{c v}{\pi R^{2}(0)}
$$

Using the initial condition $A(0)=0$, the solution is obtained:

$$
A(t)=\frac{2 v}{b R(0)}(\sqrt{b t+1}-1)
$$

In conclusion, the tape counter readings are given by the expression

$$
n(t)=a(\sqrt{b t+1}-1)
$$

where

$$
a=\frac{2 k v}{b R(0)} .
$$

If the video tape problem is represented by a fractional differential equation of order $\alpha \in(0,1)$, it is the form [6]:

$$
\left\{\begin{array}{l}
{ }_{0}^{C} D_{t}^{\alpha} A(t)=\frac{v}{R(0) \sqrt{b t+1}}, \\
A(0)=0,
\end{array}\right.
$$

where

$$
b=\frac{c v}{\pi R^{2}(0)}
$$

Applying the fractional integral operator ${ }_{0} I_{t}^{\alpha}$ to both sides of the fractional differential equation that reads as

$$
{ }_{0} I_{t}^{\alpha}{ }_{0}^{C} D_{t}^{\alpha} A(t)=A(t)-A(0),
$$

if $\alpha \in(0,1)$, the solution is obtained by

$$
n(t)=\frac{p}{\Gamma(\alpha) \int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\sqrt{b s+1}}}
$$

where

$$
p=\frac{k v}{R(0)}, \quad b=\frac{c v}{\pi R^{2}(0)} .
$$

## Chapter 2

## Theoretical frameworks: preliminaries and methods

This chapter serves as a crucial foundation for the rest of the thesis. The first section of the chapter serves as an introduction and provides preliminary materials. These materials will aid in understanding the application of fractional differential equations in later chapters. The second section of the chapter is dedicated to presenting the two methods that will be used throughout the rest of the thesis. These methods are introduced in two separate subsections: exponentially fitted and spectral methods. Exponentially fitted methods are used in part I, while spectral methods are used in parts II and III.

### 2.1 Preliminaries

Solving many problems in the fields of mathematics, physics, and engineering is done by solving functional equations as follows:

$$
\begin{equation*}
L u=f, \tag{2.1.1}
\end{equation*}
$$

where $L: X \longrightarrow Y$ is an operator between function spaces $X$ and $Y, u$ is an unknown function and $f$ is a known function. Obtaining the exact solution for these equations is not easy in many cases. Approximate methods to solve these equations can be obtained by writing the solution of such equations as a linear combination of orthogonal functions. Then, the problem is converted into a system of linear or non-linear equations using the properties of orthogonal functions. The approximate solution to the problem is obtained by solving this system of equations. Therefore, we will study the concepts of orthogonality and approximation of functions in the following.

### 2.1.1 Orthogonal functions

It has always been desirable to solve big problems by dividing them into smaller parts, and one of the methods is to use orthogonal functions. The purpose of using orthogonal
functions is to simplify the problem into smaller components. Therefore, these small components should have a simple shape that can solve the problem. To define the orthogonal basis functions, firstly, we introduce the concepts of inner multiplication and orthogonality of two vectors that can be extended for several functions.
Orthogonal functions are divided into three main categories. The first category includes constant piecewise basis functions, such as Walsh and block functions. Pulse, Harr functions, etc., the second category consists of orthogonal polynomials, such as Legendre, Chebyshev, Hermit, Lager, etc. The third category is sine and cosine functions in the Fourier series $[9,22,69,68,88,106,111,125,126,131,139,171,185,196,210,218$, 250, 258, 222, 307, 308].

Definition 2.1.1. [70] Suppose $\phi_{1}(t)$ and $\phi_{2}(t)$ are two continuous real functions in $[a, b]$. The inner product of these two functions is defined as follows:

$$
\begin{equation*}
\left\langle\phi_{1}, \phi_{2}\right\rangle_{w}=\int_{a}^{b} \phi_{1}(t) \phi_{2}(t) w(t) d t \tag{2.1.2}
\end{equation*}
$$

Let $\left\{t_{i}, w_{i}\right\}_{i=0}^{N}$ be set of points and weights, and $\phi_{1}(t)$ and $\phi_{2}(t)$ are two continuous real functions. The discrete inner product is defined as

$$
\begin{equation*}
\left\langle\phi_{1}, \phi_{2}\right\rangle_{N, w}=\sum_{i=0}^{N} \phi_{1}\left(t_{i}\right) \phi_{2}\left(t_{i}\right) w\left(t_{i}\right), \tag{2.1.3}
\end{equation*}
$$

where $w(t)$ is positive and is named as the weight function.
Definition 2.1.2. [70] Suppose $\phi_{1}(t)$ and $\phi_{2}(t)$ are two continuous real functions in $[a, b]$. These two functions are orthogonal if

$$
\left\langle\phi_{1}, \phi_{2}\right\rangle_{w}=0 .
$$

Definition 2.1.3. [70] Consider $\Phi=\left\{\phi_{k}(t), k=1,2, \ldots\right\}$ a set of continuous functions in $[a, b]$. $\Phi$ is called orthogonal if the two-by-two inner product of this set with respect to the weight function $w(t)>0$ is as follows:

$$
\begin{equation*}
\int_{a}^{b} \phi_{i}(t) \phi_{j}(t) w(t) d t=0, \quad i \neq j \tag{2.1.4}
\end{equation*}
$$

A sequence of orthogonal polynomials is a sequence $\left\{p_{n}\right\}_{n=0}^{\infty}$ of polynomials with $\operatorname{deg}\left(p_{n}\right)=$ $n$ such that

$$
\left\langle p_{i}, p_{j}\right\rangle_{w}=0, \quad i \neq j
$$

The subject of orthogonal polynomials is a classical one whose origins can be traced to Legendre's work on planetary motion [70]. This topic with many applications in physics, statics, probability, and other branches of mathematics in the first decades of the 20th century, developed surprisingly. Recently, orthogonal basis and especially
orthogonal polynomials are among the most helpful approximation tools, especially in numerical integration methods. By using them, the accuracy of these methods can be increased. However, the use of orthogonal polynomials in computer science, approximation theory, and numerical analysis is not very old. Its history goes back to recent years. Now, we introduce orthogonal polynomials and some of their essential features. Then we examine the application of these polynomials in approximation theory.

Theorem 1. Consider $\Phi=\left\{\phi_{k}(t), \quad k=1,2, \ldots\right\}$ a set of orthogonal continuous functions on $[a, b]$. Any continuous function $\psi(t)$ can be expanded as:

$$
\psi(t)=\sum_{k=0}^{\infty} c_{k} \phi_{k}(t)
$$

where the coefficients $c_{k}$ are calculated as follows:

$$
\begin{equation*}
c_{k}=\frac{\left\langle\psi(t), \phi_{k}(t)\right\rangle_{w}}{\left.\left\langle\phi_{k}(t), \phi_{k}(t)\right)\right\rangle_{w}} . \tag{2.1.5}
\end{equation*}
$$

Proof. The proof is available in Theorem 2.2, page 9 [70].

### 2.1.2 Fractional calculus

Fractional differential calculus is one of the branches of mathematical analysis that deals with the integration and derivation of any real positive order. In recent decades, research related to fractional differential calculus has attracted much attention. Fractional derivatives are used in many fields, such as electrical networks, control theory, dynamic systems, statistics and probability, electro-corrosion chemistry, physical chemistry, ophthalmology and optometry, signal processing, fluid flows, and others. Various definitions have been provided for the integral and derivative of fractional order, among which the Riemann-Liouville fractional definition is one of the most basic definitions in mathematics. Since using Riemann-Liouville fractional operator for differential equations of fractional order will lead to the production of initial conditions with fractional order derivatives at the initial point, this operator is less used. Caputo fractional derivative operator is used more in practical problems. Using this definition in FDEs leads to the production of initial conditions with integer order derivatives at the initial point.

## Rieman-Liouville Fractional Integral

Definition 2.1.4. Riemann-Liouville integral operator of order $\alpha \geqslant 0$ is defined as follows

$$
\left(I^{\alpha} f\right)(t)= \begin{cases}f(t), & \alpha=0 \\ \frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f(s) d s}{(t-s)^{1-\alpha}}, & \alpha>0\end{cases}
$$

Theorem 2. [225, 243, 261] Suppose $\alpha, \beta>0$ and $f \in C([a, b])$. In this case, the following relations hold for the Riemann-Liouville fractional integral operator.

$$
\begin{gathered}
I^{\alpha} I^{\beta} f(t)=I^{\alpha+\beta} f(t), \\
I^{\alpha} I^{\beta} f(t)=I^{\beta} I^{\alpha} f(t), \\
I^{\alpha} t^{\beta}=\frac{\Gamma(\beta+1)}{\Gamma(\beta+1+\alpha)} t^{\beta+\alpha}
\end{gathered}
$$

Definition 2.1.5. Consider $m-1<\alpha \leqslant m, m \in \mathbb{N}$ and $f \in C^{m}[a, b]$. The RiemannLiouville fractional derivative operator of order $\alpha$ is introduced as follows:

$$
D_{a}^{\alpha} f(t)=\frac{d^{m}}{d t^{m}} I_{a}^{m-\alpha} f(t)=\frac{1}{\Gamma(m-\alpha)} \frac{d^{m}}{d t^{m}} \int_{a}^{t}(t-s)^{m-\alpha-1} f^{m}(s) d s
$$

Theorem 3. [225, 243, 261] Consider $0<m \leqslant \alpha<m+1$ and $\beta>-1$, then the following relations are established for the Riemann-Liouville fractional derivative operator

$$
\begin{aligned}
D_{a}^{\alpha}(t-a)^{\beta} & =\frac{\Gamma(1+\beta)}{\Gamma(1+\beta-\alpha)}(t-a)^{\beta-\alpha} \\
I_{a}^{\alpha}(t-a)^{\beta} & =\frac{\Gamma(1+\beta)}{\Gamma(1+\beta+\alpha)}(t-a)^{\beta+\alpha}
\end{aligned}
$$

Theorem 4. [225, 243, 261] Suppose $m-1<\alpha \leqslant m$ and $c$ is constant, in this case

$$
\begin{aligned}
D_{a}^{\alpha} c & =\frac{c}{\Gamma(1-\alpha)}(x-a)^{-\alpha}, \\
D_{a}^{\alpha} c & =\frac{c}{\Gamma(1+\alpha)}(x-a)^{\alpha} .
\end{aligned}
$$

Theorem 5. [225, 243, 261] Consider $m-1<\alpha \leqslant m$ and $f \in C[a, b]$

$$
\begin{gathered}
D_{a}^{\alpha} I_{a}^{\alpha} f(t)=f(t), \\
I_{a}^{\alpha} D_{a}^{\alpha} f(t)=f(t)+\sum_{k=0}^{m} \frac{(t-a)^{\alpha-k-1}}{\Gamma(\alpha-k)} \frac{d^{m-k}}{d t^{m-k}}\left[D_{a}^{m-\alpha-1} f(t)\right]_{t=a},
\end{gathered}
$$

## Caputo fractional derivative

Definition 2.1.6. Consider $m-1<\alpha<m$ and $f \in C_{\alpha}^{m}$. Caputo's fractional derivative operator is expressed as follows

$$
{ }_{0}^{C} D_{t}^{\alpha} f(t)= \begin{cases}\frac{1}{\Gamma(m-\alpha)} \int_{0}^{t} \frac{f^{(m)}(s)}{(t-s)^{\alpha-m+1}} d s, t>0, & 0 \leqslant m-1<\alpha<m \\ \frac{d^{m} f(t)}{d t^{m}}, & \alpha=m \in \mathbb{N} .\end{cases}
$$

We can briefly define the Caputo derivative as follows:

$$
{ }_{0}^{C} D_{t}^{\alpha} f(t)= \begin{cases}I_{a}^{m-\alpha} f(m)(t), & m-1<\alpha<m  \tag{2.1.6}\\ \frac{d^{m}}{d t^{m}} f(t), & \alpha=m\end{cases}
$$

Theorem 6. [225, 243, 261] If $I_{a}^{\alpha}$ and $D_{a}^{\alpha}$ Riemann-Liouville integral and derivative operators and ${ }_{0}^{C} D_{t}^{\alpha}$ be the Caputo derivative operator, then

$$
\begin{gather*}
{ }_{0}^{C} D_{t}^{\alpha} I_{a}^{\alpha} f(t)=f(t), \\
I_{a 0}^{\alpha C} D_{t}^{\alpha} f(t)=f(t)-\sum_{k=0}^{m-1} f^{(k)}\left(a^{+}\right) \frac{t^{k}}{k!}, \quad t>0 \tag{2.1.7}
\end{gather*}
$$

Theorem 7. [225, 243, 261] Suppose $0 \leqslant m \leqslant \alpha<m+1, D_{a}^{\alpha}$ and ${ }_{0}^{C} D_{t}^{\alpha}$ be the Riemann-Liouville and Caputo fractional derivative operators, in this case:

$$
\begin{equation*}
D_{a}^{\alpha} f(t)={ }_{0}^{C} D_{t}^{\alpha} f(t)+\sum_{k=0}^{m} \frac{(t-a)^{k-\alpha}}{\Gamma(k-\alpha+1)} f^{(k)}\left(a^{+}\right) . \tag{2.1.8}
\end{equation*}
$$

Therefore, the Riemann-Liouville and Caputo derivative operators of the function $f$ are not equal except under the assumption that if $m$ is the first derivative of the function $f$ in $t=a$ be zero.

### 2.1.3 Optimal control theory

Optimal control theory is a branch of mathematical and engineering sciences that studies the behavior of dynamic systems. When one or more system outputs are supposed to follow a certain reference in the time interval, a control variable changes the system inputs to make suitable changes in the system output. The system behavior is closer to the desired behavior. The goal of optimal control theory is to minimize or maximize the value of a certain quantity in the system that controls the system's behavior. In other words, the optimal control problem controls a parameter during a mathematical model to produce an optimal output using some optimization methods. Every controllable dynamic system has several state characteristics and control parameters. The state parameters are expressed at any moment, and the control parameters provide the possibility of controlling the system to reach the desired conditions.
To express the governing equations of dynamic processes in an optimal control problem, a set of dynamic equations is presented, which can be used to obtain the state of the system for the control input values at any moment. These equations are known as state equations:

$$
x(t)=f(x(t), u(t), t),
$$

where the control variable $u(t)$ controls the system at each moment. The optimal control problem is defined in a time interval, the moment of the start $t_{0}$ that is generally known,
and the final time $t_{f}$ that can be specified.
Various constraints are defined based on device limitations, environmental limitations, or the desired conditions of designers. These conditions are generally divided into two categories: point and directional conditions. Point conditions are applied to the problem at specific and individual times. The initial $\Psi_{0}$ and final $\Psi_{f}$ conditions of the problem are defined at the beginning and end moments of the path and are point conditions.

$$
\begin{aligned}
& \text { initial conditions: } \Psi_{0}\left(x\left(t_{0}\right), t_{0}\right) \\
& \text { final conditions: } \Psi_{f}\left(x\left(t_{f}\right), t_{f}\right)
\end{aligned}
$$

Path conditions are applied during a time of the problem, which can be the whole or a part of the time of the problem.

$$
\mathcal{L}(x(t), u(t), t) \geqslant 0
$$

The range of changes in state and control variables can be defined, limited, and bounded. These demarcations of state variables are defined based on physical limitations or designers' intent, and the demarcation of control variables is defined based on the limitations of control components.

$$
x_{l} \leqslant x(t) \leqslant x_{u} \quad u_{l} \leqslant u(t) \leqslant u_{u}
$$

The goal of optimal control problems is to achieve an optimal event. This optimal event is the form of a scalar objective $\mathcal{J}$, which is generally formulated as follows and must be minimized:

$$
\mathcal{J}=\phi\left[x\left(t_{0}\right), t_{0}, x\left(t_{f}\right), t_{f}\right]+\int_{t_{0}}^{t_{f}} \mathcal{L}[t, x(t), u(t)]
$$

where the expression $\phi$ is a function of the state variables at the final moment of the problem, and $\mathcal{L}$ is the integral function of the state and control variables during the time interval.

## Numerical methods for solving optimal control problems

Solving optimal control systems has certain complexities. In classical control theory, input, output, and error variables are important. The unique characteristic of classical control theory is that it is based on the input-output relationship of systems. The major drawback of this theory is that it can only be used for time-independent linear systems with one input and one output. Therefore, from the point of view of this theory, timedependent systems, nonlinear systems, and multi-input-multi-output systems cannot be investigated and analyzed. In addition, classical methods are often not applicable for optimal control systems with nonlinear time-dependent behavior. Therefore, providing suitable and efficient numerical methods for solving real optimal control systems is particularly important. Numerical methods for solving optimal control problems are
divided into two categories: indirect methods and direct methods.
Indirect methods: the solution is obtained by means of Hamiltonian boundary value problem, which can be solved using a numerical method. One of the primary advantages of indirect methods is the high confidence factor of the obtained numerical solution, which is due to satisfying the conditions of a Hamiltonian boundary value problem. These methods have many disadvantages. First, the necessary conditions of a Hamiltonian boundary value problem should be obtained analytically, which is not easily possible in most cases. Second, indirect methods have a small radius of convergence, which means that a very accurate initial guess is required for the unknown boundary conditions. Finally, in many cases, indirect methods require an accurate initial guess for the equations of state, which are not intuitive in practice.

Direct methods: the main idea is discretizing the optimal control problem and turning it into a nonlinear programming problem. For the obtained numerical solution, existing advanced algorithms are used. The advantage of direct methods in comparison with indirect methods is that there is no need to find initial conditions. In addition, these methods have a much larger radius of convergence, and there is no need for an accurate initial guess for the unknown boundary conditions and the state equations. However, the obtained numerical solution may not be the optimal solution, which is the disadvantage of these methods. One of the characteristics of direct methods is the use of orthogonal functions to approximate the solution.

### 2.2 Methods

This section of this chapter delves into the specific methods and techniques that will be used throughout the rest of the thesis. By the end of this section, readers should have a solid understanding of the key concepts and principles of Exponential fitting and spectral methods.

### 2.2.1 Exponential fitted methods

Exponential fitting is a procedure for an efficient numerical approach to functions consisting of weighted sums of exponential, trigonometric, or hyperbolic functions with slowly varying weight functions. Operations on such functions as numerical differentiation, quadrature, interpolation, or solving ordinary differential equations whose solution is of this type are of genuine interest nowadays in many phenomena such as oscillations, vibrations, rotations, or wave propagation. This type of functions also describes the behavior of quantum particles.

The Exponential fitting process was originally suggested a few decades ago to reform the classical algorithms to be particularly effective in resolving differential equa-
 algorithms for numerical integration problems with oscillating or periodic solutions permit the development of efficient and accurate numerical methods. When the frequency increases, classic numerical integrators need very small stepsizes to obtain accurate solutions. In contrast, EF numerical methods can achieve the same accuracy with a significantly larger step size.

This section presents the main mathematical elements of the exponential fitting procedure. It will be seen that this procedure is rather general. The basic idea behind EF methods is to derive numerical methods better suited for oscillatory problems. These EF methods are always based on non-fitted counterparts. To make a clear distinction between, e.g., an EF Trapezoidal rule and the Trapezoidal rule, we will refer to the latter as the classical Trapezoidal rule. Part I of this thesis considers the numerical solution of ordinary differential equations. We refer the reader to the extensive overview in [158] for the other applications.

A classical method performs best when the solution is a polynomial or can aptly be represented as one locally. A k-step Adams-Bashforth method can find a polynomial solution of degree k without errors. In exponential fitting terminology, it is said that the method has a fitting space

$$
\mathcal{F}=\left\{1, t, t^{2}, \ldots, t^{K}\right\} .
$$

Suppose the solution of the problem at hand is a linear combination of these monomials. The method can solve the problem up to machine accuracy in that case. The solution is said to fall within the fitting space of the method. To obtain an exponentially fitted variant of a method, a few of the highest-order monomials are replaced by exponentials. The most general fitting space is of the form

$$
\left\{1, t, t^{2}, \ldots, t^{K}, e^{\mu_{0} t}, e^{\mu_{1} t}, e^{\mu_{2} t}, \ldots, e^{\mu_{P} t}\right\}
$$

Any solution that is a linear combination of these functions can be found up to machine accuracy by a method with said fitting space. Such a method has coefficients that depend on the parameters $\mu_{0}, \ldots, \mu_{P}$ multiplied by the step-size $h$. If all the parameter values tend to zero, then the classical counterpart appears. The coefficients sometimes become numerically unstable for small values of $\mu_{i} h$. One should then resort to MacLaurin expansions instead.

Usually, however, the parameters are chosen symmetrically across the origin

$$
\left\{1, t, t^{2}, \ldots, t^{K}, e^{ \pm \mu_{0} t}, e^{ \pm \mu_{1} t}, e^{ \pm \mu_{2} t}, \ldots, e^{ \pm \mu_{P} t}\right\}
$$

because the fitting space can then be written as

$$
\left\{1, t, t^{2}, \ldots, t^{K}, \cosh \left(\mu_{0} t\right), \sinh \left(\mu_{0} t\right), \ldots, \cosh \left(\mu_{P} t\right), \sinh \left(\mu_{P} t\right),\right\}
$$

In principle, the parameters $\mu_{0}, \ldots, \mu_{P}$ can all be given different values. It can, however, be interesting to specify a relation between the different parameters. The approach that we will consider in most of this work is $\mu_{0}=\mu_{1}=\ldots=\mu_{P}$, a choice that leads to a fitting space of the form

$$
\begin{equation*}
\left\{1, t, t^{2}, \ldots, t^{K}, e^{ \pm \mu t}, t e^{ \pm \mu t}, t^{2} e^{ \pm \mu t}, \ldots, t^{P} e^{ \pm \mu t}\right\} \tag{2.2.9}
\end{equation*}
$$

This is the approach taken by Ixaru et al., [160], Vanden Berge et al., [104, 158, 300, 298, 299] and Simos et al., [277, 278, 279]. A different strategy is to consider

$$
\left\{1, t, t^{2}, \ldots, t^{K}, e^{ \pm \mu t}, e^{ \pm 2 \mu t}, \ldots, e^{ \pm P \mu t}\right\}
$$

a choice made by Calvo et al., cf. i.a. [47, 48, 49] and Paternoster [236]. Regardless of the form of the fitting space, it is usually imposed that the parameter value(s) are either real or imaginary. In Part I, we will consider general exponential fitting, i.e., fitting spaces of the form (2.2.9).

## Six-step procedure

In [154, 158], the authors provide a six-step procedure (the six-step flow chart) that one can follow to construct exponentially fitted methods with a fitting space of the form (2.2.9). Since we will follow this procedure in part I, we here review it. To make the procedure easily understable we describe it on a specific problem. We consider the approximation of the first derivative of $y(t)$ at $t_{1}$ of the three-point formula.
Central difference formula: This is

$$
\begin{equation*}
y^{\prime}\left(t_{1}\right) \approx \frac{1}{h}\left[a_{0} y\left(t_{0}\right)+a_{1} y\left(t_{1}\right)+a_{2} y\left(t_{2}\right)\right], \quad t_{i}=t_{1}+(i-1) h \tag{2.2.10}
\end{equation*}
$$

and we want to determine the values of the three coefficients $a_{0}, a_{1}$ and $a_{2}$.

## Step 1

We write down the linear difference operator $\mathcal{L}[h, \mathbf{w}]$ related to the scheme under consideration. Vector $\mathbf{w}$ is defined as the list of coefficients we need to find expressions.

The corresponding linear difference operator $\mathcal{L}[h, \mathbf{w}]$ for (2.2.10) is then given by

$$
\mathcal{L}[h, \mathbf{w}]:=y^{\prime}(t)-\frac{1}{h}\left[a_{0} y(t-h)+a_{1} y(t)+a_{2} y(t+h)\right]
$$

where $\mathbf{w}=\left[a_{0}, a_{1}, a_{2}\right]$.

Using the linear difference operator (2.2.1), we construct the classic moments

$$
\mathcal{L}_{m}(h, \mathbf{w})=\left.\mathcal{L}[h, \mathbf{w}] t^{m}\right|_{t=0},
$$

therefore

$$
\begin{array}{ll}
\mathcal{L}_{0}(h, \mathbf{w})=-h\left(a_{0}+a_{1}+a_{2}\right), & \mathcal{L}_{1}(h, \mathbf{w})=1+a_{0}-a_{2}, \\
\mathcal{L}_{2 k}(h, \mathbf{w})=-h^{2 k-1}\left(a_{0}+a_{2}\right), & \mathcal{L}_{2 k+1}(h, \mathbf{w})=h^{2 k}\left(a_{0}-a_{2}\right), \quad k=1,2, \ldots
\end{array}
$$

and the dimensionless classic moments

$$
\mathcal{L}_{m}^{*}(h, \mathbf{w})=\frac{\mathcal{L}_{m}(h, \mathbf{w})}{h^{m}}
$$

and therefore

$$
\mathcal{L}_{2 k}^{*}(h, \mathbf{w})=-\left(a_{0}+\delta_{0 k} a_{1}+a_{2}\right), \quad \mathcal{L}_{2 k+1}^{*}(h, \mathbf{w})=\left(\delta_{0 k}+a_{0}-a_{2}\right), \quad k=0,1,2, \ldots
$$

## Step 2

We determine the maximum value of $M$ such that the algebraic system

$$
\begin{equation*}
\mathcal{L}_{m}^{*}(h, \mathbf{w})=0, \quad m=0,1, \ldots, M-1 \tag{2.2.11}
\end{equation*}
$$

is compatible. This is equivalent to annihilating the difference operator (2.2.1) on polynomials with a degree less or equal to $M-1$.

For the scheme considered in (2.2.10) the value of $M$ is $M=3$. The solution of the system (2.2.11) is the set of the classical coefficients $a_{2}=-a_{0}=\frac{1}{2}, a_{1}=0$.

## Step 3

Annihilating the difference operator (2.2.1) on the functions $t^{m} e^{\mu t}$ is equivalent to annihilating in $\pm z$ the so-called dimensionless $\mu$-moments of order $m$

$$
\begin{equation*}
E_{m}^{*}(z, \mathbf{w})=\left.\frac{1}{h^{m}} \mathcal{L}[h, w] t^{m} e^{\mu t}\right|_{t=0} \tag{2.2.12}
\end{equation*}
$$

where $z=\mu h$.

For the scheme considered in (2.2.10) dimensionless $\mu$-moments of order $m$ are

$$
E_{m}^{*}(z, \mathbf{w})=z-a_{0} \exp (-z)-a_{1}-a_{2} \exp (z)
$$

We next observe that the system

$$
E_{m}^{*}( \pm z, \mathbf{w})=0, \quad m=0,1, \ldots, P
$$

is equivalent to the system

$$
G^{ \pm(m)}(Z, \mathbf{w})=0, \quad m=0,1, \ldots, P
$$

where $Z=z^{2}, G^{ \pm}(Z, \mathbf{w})$ are the $G$-functions

$$
\begin{equation*}
G^{+}(Z, \mathbf{w})=\frac{E_{0}^{*}(z, w)+E_{0}^{*}(-z, w)}{2}, G^{-}(Z, \mathbf{w})=\frac{E_{0}^{*}(z, w)-E_{0}^{*}(-z, w)}{2 z} \tag{2.2.13}
\end{equation*}
$$

and the superscript $(m)$ denotes the $m$-th derivatives. Therefore
for the scheme considered in (2.2.10)

$$
\begin{gathered}
G^{+}(Z, \mathbf{w})=-a_{1}-\frac{1}{2}[\exp (z)+\exp (-z)]\left(a_{0}+a_{2}\right)=-a_{1}-\left(a_{0}+a_{2}\right) \eta_{-1}(Z), \\
G^{-}(Z, \mathbf{w})=1+\frac{1}{2 z}[\exp (z)-\exp (-z)]\left(a_{0}-a_{2}\right)=1+\left(a_{0}-a_{2}\right) \eta_{0}(Z),
\end{gathered}
$$

where $\eta_{-1}(Z)$ and $\eta_{0}(Z)$ are the $\eta$-functions defined in [158] as follows:

- if $Z$ is real

$$
\begin{align*}
& \eta_{-1}(Z)=\frac{e^{\sqrt{Z}}+e^{-\sqrt{Z}}}{2}= \begin{cases}\cos \sqrt{|Z|} & \text { if } Z<0 \\
\cosh \sqrt{Z} & \text { if } Z \geqslant 0\end{cases}  \tag{2.2.14a}\\
& \eta_{0}(Z)=\left\{\begin{array}{ll}
\frac{e^{\sqrt{Z}}-e^{-\sqrt{Z}}}{2 \sqrt{Z}} & \text { if } Z \neq 0 \\
1 & \text { if } Z=0
\end{array}= \begin{cases}\frac{\sin (\sqrt{|Z|})}{\sqrt{|Z|}} & \text { if } Z<0 \\
1 & \text { if } Z=0 \\
\frac{\sinh (\sqrt{Z})}{\sqrt{Z}} & \text { if } Z>0\end{cases} \right. \tag{2.2.14b}
\end{align*}
$$

- if $Z$ is purely imaginary

$$
\begin{align*}
\eta_{-1}(Z) & =\cos (\mathrm{i} \sqrt{Z})  \tag{2.2.15a}\\
\eta_{0}(Z) & = \begin{cases}\frac{\sin (\mathrm{i} \sqrt{Z})}{\mathrm{i} \sqrt{Z}} & \text { if } Z \neq 0 \\
1 & \text { if } Z=0\end{cases} \tag{2.2.15b}
\end{align*}
$$

In both cases, $\eta_{\sigma}(Z)$, for $\sigma>0$, satisfy the relation:

$$
\eta_{\sigma}(Z)= \begin{cases}\frac{\eta_{\sigma-2}(Z)-(2 \sigma-1) \eta_{\sigma-1}(Z)}{Z} & \text { if } Z \neq 0  \tag{2.2.16}\\ \frac{2^{\sigma} \sigma!}{(2 \sigma+1)!} & \text { if } Z=0\end{cases}
$$

We recall that their derivatives verify the condition

$$
\begin{equation*}
\eta_{\sigma}^{\prime}(Z)=\frac{1}{2} \eta_{\sigma+1}(Z), \quad \sigma=-1,0,1, \ldots \tag{2.2.17}
\end{equation*}
$$

For more details on these functions see [72, 74, 75, 158] or the Appendix of [154]. The differentiation relations (2.2.17) permit to compute the derivatives of $G^{ \pm}(Z, \mathbf{w})$.

For the scheme considered in (2.2.10), we find that

$$
G^{+P}(Z, \mathbf{w})=-2^{-P}\left(a_{0}+a_{2}\right) \eta_{P-1}(Z), \quad G^{-P}(Z, \mathbf{w})=2^{-P}\left(a_{0}-a_{2}\right) \eta_{P}(Z)
$$

## Step 4

We choose a reference set of $M$ functions:

$$
\left\{1, t, t^{2}, \ldots, t^{K}, e^{ \pm \mu t}, t e^{ \pm \mu t}, t^{2} e^{ \pm \mu t}, \ldots, t^{P} e^{ \pm \mu t}\right\}
$$

with taking into account that $M=3$ and the self-consistency condition

$$
\begin{equation*}
K+2 P=M-3 \tag{2.2.18}
\end{equation*}
$$

Two pairs $P, K$ are consistent with $M=3$, that is $P=-1, K=2$ (the classical option), and $P=K=0$.

## Step 5

We obtain the coefficients of the exponentially fitted peer method by solving the system:

$$
\begin{align*}
\mathcal{L}_{m}^{*}(h, \mathbf{w}) & =0, & m=0, \ldots, K  \tag{2.2.19a}\\
G^{ \pm(m)}(Z, \mathbf{w}) & =0, & m=0, \ldots, P . \tag{2.2.19b}
\end{align*}
$$

Therefore, for the latter option, the algebraic system for the coefficients is

$$
\mathcal{L}_{0}^{*}(h, \mathbf{w})=G^{ \pm}(Z, \mathbf{w})=0, \quad K=P=0
$$

with the solution

$$
a_{2}(Z)=-a_{0}(Z)=\frac{1}{2 \eta_{0}(Z)}, \quad a_{1}(Z)=0 .
$$

This differs from the classical set of coefficients by a factor $\frac{1}{\eta_{0}(Z)}$ which is $\mu h \sin (\mu h)$ if $\mu=i \omega$. Note also that $\frac{1}{\eta_{0}(0)}=1$ i.e. the classical coefficients are re-obtained for $Z=0$.

## Step 6

We compute the leading term of the local truncation error as follows:

$$
\begin{equation*}
\text { lte }_{e f}=(-1)^{P+1} h^{M+l} \frac{\mathcal{L}_{K+1}^{*}(h, \mathbf{w})}{(K+1)!Z^{P+1}} D^{K+1}\left(D^{2}-\mu^{2}\right)^{P+1} y(t) \tag{2.2.20}
\end{equation*}
$$

where we denote by $D$ the derivative with respect to time.

As we choose $K=0$ and $P=0$, for this set of coefficients, we have

$$
\mathcal{L}_{1}^{*}(h, \mathbf{w})=1-2 a_{2}(Z)=\frac{\left(\eta_{0}(Z)-1\right)}{\eta_{0}(Z)}
$$

. In this case, the aforementioned leading term assumes the following expression:

$$
\begin{equation*}
l t e_{e f}=-h^{2} \frac{\left(\eta_{0}(Z)-1\right)}{Z \eta_{0}(Z)} D\left(D^{2}-\mu^{2}\right) y(t) . \tag{2.2.21}
\end{equation*}
$$

In the limit for $\mu, Z \longrightarrow 0$ this becomes

$$
\begin{equation*}
l t e_{e f}=\frac{-h^{2}}{6} y^{(3)}(t) \tag{2.2.22}
\end{equation*}
$$

To see this, the l'Hospital rule can be used for the factor in the middle. We have

$$
\left(\eta_{0}(Z)-1\right)^{\prime}=\frac{\eta_{1}(Z)}{2}
$$

and

$$
\left(Z \eta_{0}(Z)\right)^{\prime}=\eta_{0}(Z)+\frac{Z \eta_{1}(Z)}{2}
$$

and since $\eta_{1}(0)=\frac{1}{3}$, the factor in discussion becomes $\frac{1}{6}$.

### 2.2.2 Spectral methods

This section constitutes a short introduction to spectral methods. Spectral methods are considered a class of solution techniques using sets of known functions to solve differential equations $[67,68,124,128,46,170,207,322,326]$. These techniques are typically considered high-order and can produce high-resolution solutions. Unlike finite-difference and finite-element approaches, spectral methods express the solution of a differential equation by an expansion in terms of global basis functions instead of local. These methods accurately resolve phenomena on the scale of the mesh spacing when used properly. Additionally, mesh refinement improves the order of truncation error decay compared to finite-difference and finite-element approaches. It is conceivable to construct a spectral method for problems with smooth solutions whose truncation error approaches zero faster than any finite power of the mesh spacing (exponential convergence).

Spectral methods are a wide class of discretization schemes known as Weighted Residual Methods (WRM) [149, 65, 226]. The key elements of the WRM are the trial functions (also called the expansion or approximating functions) and the test functions (also known as weight functions). The trial functions are the basis functions for a truncated series expansion of the solution. The test functions are used to ensure that the truncated series expansion satisfies the differential equation as closely as possible. This is achieved by minimizing the residual, i.e., the error in the differential equation produced by using the truncated expansion instead of the exact solution concerning a suitable norm. An equivalent requirement is that the residual satisfies a suitable orthogonality condition for each test function. Mainly three types of spectral methods can be identified: collocation, tau, and Galerkin. The choice of the type of method depends essentially on the application. Collocation methods are suited to nonlinear problems or having complicated coefficients. In contrast, Galerkin methods have the advantage of a more convenient analysis and optimal error estimates. The tau method is applicable in the case of complicated (even nonlinear) boundary conditions, where the Galerkin approach would be impossible and the collocation extremely tedious [121].

The first unifying mathematical assessment of the theory of spectral methods was introduced by Gottlieb and Orszag (1977) [128]. Since then, the methods have been extended to cover various problems, such as variable-coefficient and nonlinear equations. Stability and convergence analyses for spectral methods have been based on several approaches. The interpretation of spectral methods as MWR methods (or, in mathematical terms, as variational methods) has proven very successful in the theoretical investigation. It has opened the route for using functional analysis techniques to handle complex problems and obtain the sharpest results.

## The idea behind the spectral methods

The spectral methods (approximations) approximate functions (solutions of differential equations, partial differential equations, etc.) employing truncated series of orthogonal functions (polynomials), say $\phi_{k}, k \in \mathbb{N}$. The well-known Fourier series (for periodic problems) and the series made up of Chebyshev, or Legendre polynomials (for nonperiodic problems) are examples of such a series of orthogonal functions.
Roughly speaking, the basic idea behind the spectral methods is to approximate any function employing truncated series of basis functions. In general, a certain function $u(t)$ will be approximated by the finite sum

$$
\begin{equation*}
u_{N}(t)=\sum_{k=0}^{N} c_{k} \phi_{k}(t), \quad N \in \mathbb{N} \tag{2.2.23}
\end{equation*}
$$

where the real (or complex) coefficients $c_{k}$ are unknown and $\phi_{k}(t)$ are known and called the basis (trial) functions. A spectral method is characterized by a specific way to determine the coefficients $c_{k}$. Depending on the choice of trial functions, one can generate various classes of numerical techniques, such as finite difference and spectral methods. Spectral methods are important due to their high accuracy and fast convergence. In the following, we will introduce spectral methods and consider the $\phi_{k}(t)$ to be global polynomials. Different types of spectral methods can be introduced according to the selection of basic functions. These methods are divided into three main types: Galerkin, Tau, and Collocation. In this chapter, WRM is described first, and then we introduce the Galerkin, Tau, and Collocation methods.

## WRM

The WRM is one of the efficient methods to obtain the approximate solution of functional equations, and are based on the idea of weighted residuals. To express this method, consider the following system

$$
\begin{align*}
& L u=s, \quad \text { in } \Omega \subseteq \mathbb{R}^{n},  \tag{2.2.24}\\
& B u=0, \quad \text { for on } \in \partial \Omega
\end{align*}
$$

where $L$ is, a linear differential operator and $B$ is a differential operator for boundary conditions. $s$ is a known function and $u$ is the unknown function. A numerical solution of the system (2.2.24) is a function $\bar{u}=\sum_{k=0}^{N} c_{k} \phi_{k}(t)$, which satisfies boundary condition of system (2.2.24) and makes the residual

$$
R:=L \bar{u}-s
$$

small. To quantify what this "small" means, the weighted residual method relies on family of $N+1$ tests functions $\left(\psi_{0}, \ldots, \psi_{N}\right)$ to define the smallness of the residual $R$ : we ask that the scalar product of $R$ with those functions is exactly zero:

$$
\left\langle\psi_{k}, R\right\rangle=0, \quad k=0, \ldots, N .
$$

Of course, as N increases, the obtained solution is closer and closer to the real one. Depending on the choice of spectral basis and test functions, one can generate various spectral solvers. In the following, the three most commonly used spectral schemes are presented and applied to a simple case.

## A test problem

Consider the equation:

$$
\begin{equation*}
\frac{d^{2} u}{d t^{2}}-4 \frac{d u}{d t}+4 u=e^{t}-\frac{4 e}{1+e^{2}}, \quad t \in[-1,1] \tag{2.2.25}
\end{equation*}
$$

with boundary condition

$$
u(1)=0, \quad u(-1)=0 .
$$

Under these conditions, the solution is unique and analytical:

$$
u(t)=e^{t}-\frac{\sinh (1)}{\sinh (2)} e^{2 t}+\frac{e}{1+e^{2}} .
$$

The linear operator $L$ is $\frac{d^{2}}{d t^{2}}-4 \frac{d}{d t}+4 \mathbb{I}$, ( $\mathbb{I}$ is identity matrix). Let us find a numerical solution of (2.2.25) using the five first Chebyshev polynomials

$$
\begin{align*}
& T_{0}(t)=1 \\
& T_{1}(t)=t \\
& T_{2}(t)=2 t^{2}-1,  \tag{2.2.26}\\
& T_{3}(t)=4 t^{3}-3 t \\
& T_{4}(t)=8 t^{4}-8 t^{2}+1 .
\end{align*}
$$

with orthogonality condition as follows:

$$
\int_{-1}^{1} T_{i}(t) T_{j}(t) \frac{1}{\sqrt{1-t^{2}}} d x=\frac{\pi}{2}\left(1+\delta_{0 j}\right) \delta_{i j}
$$

where $\frac{1}{\sqrt{1-t^{2}}}$ is the weight function for Chebyshev polynomials.
The unknown function $u(t)$ can approximated by the finite sum

$$
\bar{u}(t)=\sum_{k=0}^{4} c_{k} T_{k}(t) .
$$

while $N=4$.
To expand the source $s(t)$ onto Chebyshev polynomials, we have:

$$
s(t)=\sum_{k=0}^{4} \hat{s}_{k} T_{k}(t) .
$$

where from (2.1.5) $\hat{s}_{k}$ are

$$
\hat{s}_{k}=\frac{\left\langle s, T_{k}\right\rangle_{w}}{\left\langle T_{k}, T_{k}\right\rangle_{w}}=\frac{2}{\pi\left(1+\delta_{0 k}\right)} \int_{-1}^{1} s(t) T_{k}(t) \frac{d t}{\sqrt{1-t^{2}}}, \quad k=0, \ldots, 4
$$

Therefore

$$
\hat{s}_{0}=-0.03004, \hat{s}_{1}=1.130, \hat{s}_{2}=0.2715, \hat{s}_{3}=0.04488, \hat{s}_{4}=0.005474
$$

Let us recall that if $\bar{u}(t)=\sum_{k=0}^{4} c_{k} T_{k}(t)$, then $L \bar{u}=\sum_{k=0}^{4} \sum_{l=0}^{4} c_{k} A_{k l} T_{l}(t)$.

$$
L=\frac{d^{2}}{d t^{2}}-4 \frac{d}{d t}+4 \mathbb{I}
$$

The matrices of derivative operators concerning the Chebyshev basis $T_{0}, T_{1}, T_{2}, T_{3}, T_{4}$ are

$$
\frac{d^{2}}{d t^{2}}=\left[\begin{array}{ccccc}
0 & 0 & 4 & 0 & 32 \\
0 & 0 & 0 & 24 & 0 \\
0 & 0 & 0 & 0 & 48 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right], \quad \frac{d}{d t}=\left[\begin{array}{lllll}
0 & 1 & 0 & 3 & 0 \\
0 & 0 & 4 & 0 & 8 \\
0 & 0 & 0 & 6 & 0 \\
0 & 0 & 0 & 0 & 8 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

Therefore the matrix of the differential operator $L$ is

$$
A_{k l}=\left[\begin{array}{ccccc}
4 & -4 & 4 & 12 & 32 \\
0 & 4 & -16 & 24 & -32 \\
0 & 0 & 4 & -24 & 48 \\
0 & 0 & 0 & 4 & -32 \\
0 & 0 & 0 & 0 & 4
\end{array}\right]
$$

## Galerkin method

The Galerkin approach is perhaps the most esthetically pleasing of the methods of weighted residuals since the trial functions, and the test functions are the same. The physical problem can be discretized in terms of a variational principle. Finite-element methods customarily use this approach. Moreover, the first serious application of spectral methods to PDE's-that of Silberman (1954) for meteorological modeling-was a Galerkin method [150]. Recently, [200, 214, 213, 323] applied this method to the problems and developed it as a general method for solving differential equations.

Consider the differential equation (2.2.24). In the Galerkin method, the test functions are equal to basis functions $\left(\phi_{n}=\psi_{n}\right)$. Each $\phi_{k}$ satisfy the boundary condition $B \phi=0$ on $\partial \Omega$. So the smallness condition for the residual reads, for all $n \in\{0, \ldots, N\}$,

$$
\begin{gather*}
\left\langle\phi_{n}, R\right\rangle=0 \Longleftrightarrow\left\langle\phi_{n}, L \bar{u}-s\right\rangle=0 \Longleftrightarrow \\
\left\langle\phi_{n}, L \sum_{k=0}^{N} c_{k} \phi_{k}-s\right\rangle=0 \Longleftrightarrow\left\langle\phi_{n}, L \sum_{k=0}^{N} c_{k} \phi_{k}\right\rangle-\left\langle\phi_{n}, s\right\rangle=0 \\
\sum_{k=0}^{N} c_{k}\left\langle\phi_{n}, L \phi_{k}\right\rangle-\left\langle\phi_{n}, s\right\rangle=0 \Longleftrightarrow \sum_{k=0}^{N} c_{k} L_{n k}=\left\langle\phi_{n}, s\right\rangle \tag{2.2.27}
\end{gather*}
$$

where $L_{n k}$ denotes the matrix $L_{n k}=\left\langle\phi_{n}, L \phi_{k}\right\rangle$.
Solving for the linear system (2.2.27) leads to the $(N+1)$ coefficients $c_{k}$ of $\bar{u}$. By placing the coefficients of $c_{k}$ in relation (2.2.23), the approximate value of $u$ is obtained.

The basic idea of the Galerkin method is to expand the solution, not in terms of usual orthogonal polynomials, but of some linear combinations of polynomials that fulfill the boundary conditions. It is usually better if the Galerkin basis can be easily written in terms of the original basis.

For the considered equation (2.2.25), we have the following Galerkin basis:

$$
\begin{align*}
& \phi_{0}(t)=T_{2}(t)-T_{0}(t)=2 t^{2}-2 \\
& \phi_{1}(t):=T_{3}(t)-T_{1}(t)=4 t^{3}-4 t  \tag{2.2.28}\\
& \phi_{2}(t):=T_{4}(t)-T_{0}(t)=8 t^{4}-8 t^{2}
\end{align*}
$$

- Each of the $\phi_{i}, i=0,1,2$ satisfies the boundary conditions: $\phi_{i}(1)=$ $\phi_{i}(-1)=0$. Note that the $\phi_{i}$ are not orthogonal.

Let us first expand the Galerkin basis $\phi_{i}(t)$ onto the Chebyshev polynomials:
where

$$
\begin{gathered}
\phi_{i}(t)=\sum_{k=0}^{4} \hat{\phi}_{k i} T_{k}(t), \quad \forall i \leqslant N-2, \\
\hat{\phi}_{k i}=\left[\begin{array}{ccc}
-1 & 0 & -1 \\
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
\end{gathered}
$$

Chebyshev coefficients and Galerkin coefficients:

$$
\bar{u}(t)=\sum_{k=0}^{4} c_{k} T_{k}(t)=\sum_{i=0}^{2} \hat{c}_{i}^{\phi} \phi_{i}(t)
$$

The matrix $\hat{\phi}_{k i}$ relates the two sets of coefficients via the matrix product $C=$ $\Phi \times \hat{C}^{\phi}$. For the Galerkin method, the test functions are equal to the trial functions so that the condition of small residual writes:

$$
\left\langle\phi_{i}, L \bar{u}-s\right\rangle=0 \Longleftrightarrow \sum_{j=0}^{2}\left\langle\phi_{i}, L \phi_{j}\right\rangle \hat{c}_{j}^{\phi}=\left\langle\phi_{i}, s\right\rangle
$$

with

$$
\begin{gathered}
\left\langle\phi_{i}, L \phi_{j}\right\rangle=\sum_{k=0}^{4} \sum_{l=0}^{4}\left\langle\hat{\phi}_{k i} T_{k}, L \hat{\phi}_{l j} T_{l}\right\rangle=\sum_{k=0}^{4} \sum_{l=0}^{4} \hat{\phi}_{k i} \hat{\phi}_{l j}\left\langle T_{k}, L T_{l}\right\rangle \\
\sum_{k=0}^{4} \sum_{l=0}^{4} \hat{\phi}_{k i} \hat{\phi}_{l j}\left\langle T_{k}, \sum_{m=0}^{4} A_{m l} T_{m}\right\rangle=\sum_{k=0}^{4} \sum_{l=0}^{4} \hat{\phi}_{k i} \hat{\phi}_{l j} \sum_{m=0}^{4} A_{m l}\left\langle T_{k}, T_{m}\right\rangle \\
\sum_{k=0}^{4} \sum_{l=0}^{4} \hat{\phi}_{k i} \hat{\phi}_{l j} \frac{\pi}{2}\left(1+\delta_{0 k}\right) A_{k l}=\frac{\pi}{2} \sum_{k=0}^{4} \sum_{l=0}^{4}\left(1+\delta_{0 k}\right) \hat{\phi}_{k i} A_{k l} \hat{\phi}_{l j}
\end{gathered}
$$

In the above expression appears the transpose matrix

$$
Q_{i k}=\left[\left(1+\delta_{0 k}\right) \hat{\phi}_{k i}\right]^{T}=\left[\begin{array}{ccccc}
-2 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & -1 & 0 \\
-2 & 0 & 0 & 0 & 1
\end{array}\right]
$$

The small residual condition amounts then to solve the following linear system in $\hat{C}^{\phi}=\left(\hat{c}_{0}^{\phi}, \hat{c}_{1}^{\phi}, \hat{c}_{2}^{\phi}\right)$ :

$$
Q \times A \times \Phi \times \hat{C}^{\phi}=Q \times \hat{s}
$$

i.e.

$$
\left[\begin{array}{ccc}
4 & -8 & -8 \\
16 & -16 & 0 \\
0 & 16 & -52
\end{array}\right]\left[\begin{array}{c}
\hat{c}_{0}^{\phi} \\
\hat{c}_{1}^{\phi} \\
\hat{c}_{2}^{\phi}
\end{array}\right]=\left[\begin{array}{c}
0521 \\
-1.70 \\
0.103
\end{array}\right]
$$

The coefficients of the solution with 4 significant digits, are $\hat{c}_{0}^{\phi}=-0.1596, \hat{c}_{1}^{\phi}=$ $-0.09176, \hat{c}_{2}^{\phi}=-0.02949$. Therefore, the Chebyshev coefficients are obtained by taking the matrix product by $c_{0}=0.1891, c_{1}=0.09176, c_{2}=-0.1596, c_{3}=$ $-0.09176, c_{4}=-0.02949$

## Tau method

The tau approach is a modification of the Galerkin method that applies to problems with non-periodic boundary conditions. It may be viewed as a special case of the PetrovGalerkin method. It has proven useful for constant coefficient problems or subproblems, e.g., for semi-implicit time-stepping algorithms. Tau method for fractional differential equations has been employed in the works [211, 326].
In this method, the test functions $\psi_{k}$ are chosen to be the same as the spectral functions of decomposition, but the $\phi_{k}$ do not satisfy the boundary conditions i. e. $B \phi_{n} \neq 0$ on $\partial \Omega$. Therefore, these conditions are enforced by an additional set of equations. Let $\left(g_{p}\right)$ be an orthonormal basis of $M+1<N+1$ functions on the boundary $\partial \Omega$ and let us expand $B \phi_{n}$ for $a \in \partial \Omega$ upon it:

$$
B \phi_{k}(a)=\sum_{p=0}^{M} b_{p k} g_{p}(a)
$$

The boundary condition then becomes

$$
B u(a)=0 \Longleftrightarrow \sum_{k=0}^{N} \sum_{p=0}^{M} c_{k} b_{p k} g_{p}(a)=0
$$

hence the $M+1$ conditions:

$$
\sum_{k=0}^{N} c_{k} b_{p n}=0, \quad 0 \leqslant p \leqslant M
$$

The system of linear equations for the $N+1$ coefficients $c_{k}$ is then taken to be the $N-M$ first raws of the Galerkin system (2.2.27) plus the $M+1$ equations above:

$$
\begin{align*}
& \sum_{k=0}^{N} c_{k} L_{n k}=\left\langle\phi_{n}, s\right\rangle, \quad 0 \leqslant n \leqslant N-M-1  \tag{2.2.29}\\
& \sum_{k=0}^{N} c_{k} b_{p k}=0, \quad 0 \leqslant p \leqslant M
\end{align*}
$$

Solving for the linear system (2.2.29) leads to the $(N+1)$ coefficients $c_{k}$ of $\bar{u}$.

For the considered equation (2.2.25), by using Tau method, trial functions are equal to test functions and Chebyshev polynomials $T_{0}, T_{1}, T_{2}, T_{3}, T_{4}$. Since $T_{k}(-1)=(-1)^{k}$ and $T_{k}(1)=1$, the boundary condition operator has the matrix

$$
\left(b_{p k}\right)_{p=\{1,2\}, k=\{1, . ., 4\}}=\left[\begin{array}{ccccc}
1 & -1 & 1 & -1 & 1 \\
1 & 1 & 1 & 1 & 1
\end{array}\right] .
$$

The Tau system is obtained by replacing the last two rows of the matrix $L$ by $\left(b_{p k}\right)$ :

$$
\left[\begin{array}{ccccc}
4 & -4 & 4 & 12 & 32 \\
0 & 4 & -16 & 24 & -32 \\
0 & 0 & 4 & -24 & 48 \\
1 & -1 & 1 & -1 & 1 \\
1 & 1 & 1 & 1 & 1
\end{array}\right]\left[\begin{array}{c}
c_{0} \\
c_{1} \\
c_{2} \\
c_{3} \\
c_{4}
\end{array}\right]=\left[\begin{array}{c}
\hat{s}_{0} \\
\hat{s}_{1} \\
\hat{s}_{2} \\
0 \\
0
\end{array}\right]
$$

The coefficients of the solution with 4 significant digits, are $c_{0}=0.1456, c_{1}=$ $0.07885, c_{2}=-0.1220, c_{3}=-0.07885, c_{4}=-0.02360$

## Collocation method

The collocation approach is the simplest within MWR methods. It was introduced and applied by Slater (1934) and Kantorovic (1934) in specific applications. Frazer, Jones, and Skan (1937) developed it as a general method for solving ODEs. They used a variety of trial functions and an arbitrary distribution of collocation points. For the first time, Lanczos (1938) established that a proper choice of trial functions and distribution of collocation points are crucial to the accuracy of the solution. Perhaps he should be credited with laying down the foundation of the orthogonal collocation method. Several investigators have discussed this method and its application [105, 66, 210, 307, 308].
In this method, the test functions are represented by delta functions at special points, called collocation points, i.e., $\psi_{k}=\delta\left(x-x_{k}\right)$. In other words, the residual converges to zero at a collocation set of points. The smallness condition for the residual reads, for all $n \in\{0, . ., N\}$,

$$
\left\langle\psi_{n}, R\right\rangle=0 \Longleftrightarrow\left\langle\delta\left(x-x_{n}\right), R\right\rangle=0 \Longleftrightarrow
$$

$$
\begin{equation*}
R\left(x_{n}\right)=0 \Longleftrightarrow L \bar{u}\left(x_{n}\right)=s\left(x_{n}\right) \Longleftrightarrow \sum_{k=0}^{N} L \phi_{k}\left(x_{n}\right) c_{k}=s\left(x_{n}\right) \tag{2.2.30}
\end{equation*}
$$

The boundary condition is imposed as in the Tau method. One then drops $M+1$ raws in the linear system (2.2.30) and solve the system:

$$
\begin{align*}
& \sum_{k=0}^{N} L \phi_{k}\left(x_{n}\right) c_{k}=s\left(x_{n}\right), \quad 0 \leqslant n \leqslant N-M-1  \tag{2.2.31}\\
& \sum_{k=0}^{N} c_{k} b_{p k}=0, \quad 0 \leqslant p \leqslant M
\end{align*}
$$

Solving for the linear system (2.2.31) leads to the $(N+1)$ coefficients $c_{k}$ of $\bar{u}$.

For the considered equation (2.2.25), by using Collocation method, trial functions are equal to Chebyshev polynomials $T_{0}, T_{1}, T_{2}, T_{3}, T_{4}$ and test functions are $\delta\left(t-t_{k}\right)$. The Collocation system is

$$
\sum_{k=0}^{4} L T_{k}\left(t_{n}\right) c_{k}=s\left(x_{n}\right) \Longleftrightarrow \sum_{k=0}^{4} \sum_{l=0}^{4} A_{l k} T_{l}\left(t_{n}\right) c_{k}=s\left(t_{n}\right) .
$$

From a matrix point of view: $T \times A \times C=s$, where

$$
T_{l}\left(t_{n}\right)=\left(T_{n l}\right)=\left[\begin{array}{ccccc}
1 & -1 & 1 & -1 & 1 \\
1 & \frac{-1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} & -1 \\
1 & 0 & -1 & 0 & -1 \\
1 & \frac{1}{\sqrt{2}} & 0 & \frac{-1}{\sqrt{2}} & -1 \\
1 & 1 & 1 & 1 & 1
\end{array}\right]
$$

To take into account the boundary conditions, replace the first row of the matrix $T \times A$ by $b_{0 k}$ and the last row by $b_{1 k}$, and end up with the system

$$
\left[\begin{array}{ccccc}
1 & -1 & 1 & -1 & 1 \\
4 & -6.82 & 15.3 & -26.1 & 28 \\
4 & -4 & 0 & 12 & -12 \\
4 & -1.17 & -7.31 & 2.14 & 28 \\
1 & 1 & 1 & 1 & 1
\end{array}\right]\left[\begin{array}{l}
c_{0} \\
c_{1} \\
c_{2} \\
c_{3} \\
c_{4}
\end{array}\right]=\left[\begin{array}{c}
0 \\
s\left(t_{1}\right)=-0.80 \\
s\left(t_{2}\right)=-0.30 \\
s\left(t_{3}\right)=0.73 \\
0
\end{array}\right]
$$

The coefficients of the solution with 4 significant digits, are $c_{0}=0.1875, c_{1}=$ $0.08867, c_{2}=-0.1565, c_{3}=-0.8867, c_{4}=-0.03104$.

## Part I

## Numerical solution of ordinary differential equations

## Chapter 3

## Exponentially fitted two-step peer methods for oscillatory problems

This chapter introduces implicit EF peer methods for the numerical solution of ODEs that exhibit oscillatory solutions. The methods are derived by following a six-step procedure presented in the previous chapter, and [158]. The strategy is to adapt existing methods to be exact on trigonometric or hyperbolic functions. The last step of the procedure is to compute the leading term of the local truncation error. This could lead to an estimate of the parameter characterizing the basis functions, as shown in Chapter 5. The chapter includes numerical experiments that have shown the effectiveness of the approach.

Therefore, we are interested in the numerical solution of initial value problems for ODEs exhibiting oscillatory solutions. Classical numerical integrators could require a very small step size to follow the oscillations, especially when the frequency increases. To develop efficient and accurate numerical methods, we propose an adapted numerical integration based on exploiting a-priori known information about the behavior of the exact solution, utilizing exponential fitting strategy [158]. We combine this feature with the usage of peer methods, which represent a highly structured subclass of General Linear Methods [166] and are identified with several distinct stages, such as Runge-Kutta methods.

Peer methods have been introduced in the linearly-implicit form in [266]. Explicit peer methods have been derived in [179, 265, 270, 313], while implicit peer methods are described in $[26,242,268,269,271,286]$. The attribute "peer" means that all $s$ stages have the same good accuracy properties. A linearly-implicit implementation using only one Newton-step is possible for implicit methods since accurate predictors are easily available [266]. Moreover, as the internal stages are external variables, the stage order is equal to the order. Therefore implicit peer methods are quite efficient for stiff problems since they do not show order reduction like one-step methods but still allow easy stepsize control due to the two-step structure [267, 271, 286]. Furthermore, they
have good stability properties in comparison with other multistep methods. In other words, peer methods combine the benefits of the Runge-Kutta and multistep approach, thus obtaining good stability properties without reducing orders for very stiff systems [269]. Moreover, for suitable choice of the parameters, these methods have an inherent parallelism across the method [266, 271]. This feature may be very useful in discretizing PDEs when the number of spatial points increases (see [120] for applications of peer methods to large-scale problems).

We combine peer methods with exponential fitting strategy [158] to obtain more convenient formulae for solving oscillatory problems. Classical peer methods are developed to be exact (within round-off error) on polynomials up to a certain degree. We propose EF peer methods, which are constructed to be exact on functions other than polynomials. The basis functions are normally supposed to belong to a finitedimensional space $\mathcal{F}_{q}=\left\{\phi_{0}(t), \phi_{1}(t), \ldots, \phi_{q}(t)\right\}$ called fitting space and are selected according to the a-priori known information concerning the behavior of the exact solution. As a result, the coefficients of the corresponding methods are no longer constant as in the classic case but depend on parameters characterizing the exact solution (i.e., the frequency of oscillation), whose values may be unknown. Hence, the exponential fitting technique requires choosing a suitable fitting space and estimation or the computation of the aforementioned parameters.

By following [158], the exponential fitting strategy has led to EF methods for a wide range of problems such as interpolation, numerical differentiation, and quadrature [72, 76, 78, 79, 154, 156, 176, 177, 297], numerical solution of integral equations [55, 56, 57, 58], PDEs [96, 97, 100, 99] and ODEs [50, 94, 98, 280, 281, 300, 301]. In particular, 2-step hybrid exponentially fitted methods are proposed for integrating secondorder differential equations in [90, 93]. In contrast, various estimates for the parameter characterizing the coefficients of the methods are presented in [91, 92, 96]. Adapted Runge-Kutta methods are introduced in [91, 95, 99, 101, 155, 158, 233, 236, 280, 281]. In [233], it has been shown that for any fitting space $\mathcal{F}_{q}$ of smooth linearly independent real functions, there exists a q-stage Runge-Kutta method fitted to $\mathcal{F}_{q}$. However, the stage order of a Runge-Kutta method influences the highest dimension that can be achieved by the fitting space, especially in the case of explicit Runge-Kutta methods. For instance, in [300], an explicit four-stage RK method has been constructed on a fitting space having the maximum dimension equal to 3 . By contrast, linear multistep methods do not impose such a strong dimensional limit, as shown in [119]. Indeed, a $k$-step method can be fitted on a $k+1$-dimensional fitting space. EF peer methods, which can combine the advantages of Runge-Kutta and multistep methods, have been derived in $[73,77]$, where explicit EF peer methods having order equal to the number of stages have been developed. Other families of adapted peer methods have been constructed in [51, 212].

In this chapter, we develop a general class of EF implicit peer method having order
equal to the number of stages and lower triangular coefficients matrix by employing the six-step procedure described in [158].

This chapter focuses on developing and implementing EF implicit peer methods for the numerical solution of ODEs with oscillatory or periodic solutions. We aim to comprehensively understand these methods, their construction, and their performance. Section 3.1 gives a brief overview of classical implicit peer methods to provide a foundation for developing EF peer methods. Section 3.2 outlines the construction of implicit EF peer methods adapted to a general fitting space, which is a crucial step in developing these methods. In Section 3.3, several examples of EF peer methods with 2 and 3 stages are presented to demonstrate these methods' versatility and ability to solve different types of problems. The experimental results of these methods are presented in Section 3.4, providing valuable insights into the performance of these methods and their accuracy and efficiency. Finally, Section 3.5 summarizes the results of the chapter and concludes by highlighting the importance of implicit EF peer methods.

### 3.1 Classical implicit peer methods

Consider initial value problems for ODEs of the form

$$
\begin{equation*}
y^{\prime}(t)=f(t, y(t)), \quad y\left(t_{0}\right)=y_{0} \in \mathcal{R}^{d}, \quad t \in\left[t_{0}, T\right], \tag{3.1.1}
\end{equation*}
$$

where $f: \mathcal{R} \times \mathcal{R}^{d} \rightarrow \mathcal{R}^{d}$ is smooth enough to guarantee the solution's existence and uniqueness. We suppose that for any stepsize $h>0$ there exists a starting procedure to approximate the solution in the internal grid points $t_{0 i}=t_{0}+c_{i} h, i=1, \ldots, s$. We consider $s$-stage two-step peer methods with fixed stepsize $h$, that have the following expression:

$$
\begin{align*}
Y_{n i} & =\sum_{j=1}^{s} b_{i j} Y_{n-1, j}+h \sum_{j=1}^{s} a_{i j} f\left(t_{n-1, j}, Y_{n-1, j}\right)+h \sum_{j=1}^{i} r_{i j} f\left(t_{n j}, Y_{n j}\right)  \tag{3.1.2}\\
& i=1, \ldots, s
\end{align*}
$$

where

$$
Y_{n i} \approx y\left(t_{n i}\right), \quad t_{n i}=t_{n}+c_{i} h, \quad i=1, \ldots, s
$$

No extra ordinary numerical solution with different properties is computed: in peer methods it is assumed that $c_{s}=1$, so $Y_{n s}$ is the approximation of the solution at grid point $t_{n+1}$. The other nodes are chosen such that $c_{i}<1$ for $i=1, \ldots, s-1$.

### 3.1.1 Order conditions:

For simplicity of notation, from now on, we assume that problem (3.1.1) is scalar, and we employ the following notation:

$$
\begin{aligned}
Y_{n} & =\left[Y_{n i}\right]_{i=1}^{s}, F\left(Y_{n}\right)=\left[f\left(t_{n i}, Y_{n i}\right)\right]_{i=1}^{s} \\
A & =\left[a_{i j}\right]_{i, j=1}^{s}, B=\left[b_{i j}\right]_{i, j=1}^{s}, R=\left[r_{i j}\right]_{i, j=1}^{s},
\end{aligned}
$$

where $A$ and $B$ are full matrices and $R$ is a lower triangular matrix. A compact representation of the method (3.1.2) is as follows:

$$
\begin{equation*}
Y_{n}=B Y_{n-1}+h A F\left(Y_{n-1}\right)+h R F\left(Y_{n}\right) \tag{3.1.3}
\end{equation*}
$$

The matrices of coefficients $A, B$, and $R$ are constructed to achieve high order (uniformly for all components $Y_{n i}$ ) and good stability properties. We consider singly implicit methods, i.e. the matrix $R$ is lower triangular with $r_{\mathrm{ii}}=\gamma \geqslant 0$ (when $\gamma=0$ we have an explicit method). We recall that the method (3.1.2) has the order of consistency $p$ if $\Delta_{n i}=\mathcal{O}\left(h^{p}\right)$ for $i=1, \ldots, s$, where $\Delta_{n i}$ is the residual obtained by inserting the exact solution in the numerical scheme (3.1.2). Schmitt and Weiner in [266] have related this property to the simplifying condition

$$
\begin{align*}
\mathrm{AB}(q)= & c_{i}^{m}-\sum_{j=1}^{s} b_{i j}\left(c_{j}-1\right)^{m}-m \sum_{j=1}^{s} a_{i j}\left(c_{j}-1\right)^{m-1}-m \sum_{j=1}^{i} r_{i j} c_{j}^{m-1}=0,  \tag{3.1.4}\\
& m=0, \ldots, q-1, i=1, \ldots, s
\end{align*}
$$

as follows:
Theorem 8. If $\mathrm{AB}(p+1)$ is verified, the implicit $s$-stage peer method (3.1.2) has order of consistency $p$.

Corollary 3.1.1. The peer method (3.1.2) has order $p \geqslant s$ if

$$
\begin{align*}
B \mathbf{1} & =\mathbf{1}  \tag{3.1.5a}\\
A V_{1} D & =C V_{0}-B(C-\mathbb{I}) V_{1}-R V_{0} D \tag{3.1.5b}
\end{align*}
$$

where $\mathbf{1}=[1,1, \ldots, 1]^{T}, C=\operatorname{diag}\left(c_{1}, \ldots, c_{s}\right), D=\operatorname{diag}(1, \ldots, s)$ and

$$
V_{0}=\left[\begin{array}{cccc}
1 & c_{1} & \ldots & c_{1}^{s-1} \\
\vdots & \vdots & \vdots & \vdots \\
1 & c_{s} & \ldots & c_{s}^{s-1}
\end{array}\right], \quad V_{1}=\left[\begin{array}{cccc}
1 & \left(c_{1}-1\right) & \ldots & \left(c_{1}-1\right)^{s-1} \\
\vdots & \vdots & \vdots & \vdots \\
1 & \left(c_{s}-1\right) & \ldots & \left(c_{s}-1\right)^{s-1}
\end{array}\right]
$$

### 3.2 EF implicit peer methods

In order to construct EF-implicit peer methods we first of all consider the fitting space as follows:

$$
\begin{equation*}
\mathcal{F}=\left\{1, t, t^{2}, \ldots, t^{K}, e^{ \pm \mu t}, t e^{ \pm \mu t}, t^{2} e^{ \pm \mu t}, \ldots, t^{P} e^{ \pm \mu t}\right\} \tag{3.2.6}
\end{equation*}
$$

where $\mu$ is a parameter characterizing the exact solution and it is real or imaginary, if the exact solution belongs to the space spanned by hyperbolic functions or trigonometric functions, respectively. Additionally, assume that $K=-1$ if there are no classical components and $P=-1$, if there are not exponential fitting ones.

We then define the linear operator as the residual obtained by inserting the exact solution in the method (3.1.2) as follows:

$$
\begin{align*}
\mathcal{L}_{i}[h, \mathbf{w}] y(t) & =y\left(t+c_{i} h\right)-\sum_{j=1}^{s} b_{i j} y\left(t+\left(c_{j}-1\right) h\right) \\
& -h \sum_{j=1}^{s} a_{i j} y^{\prime}\left(t+\left(c_{j}-1\right) h\right)-h \sum_{j=1}^{i} r_{i j} y^{\prime}\left(t+c_{j} h\right), i=1, \ldots, s \tag{3.2.7}
\end{align*}
$$

where $\mathbf{w}$ contains the coefficients of the method. The method (3.1.2) is adapted to the fitting space $\mathcal{F}$ if the difference operator (3.2.7) annihilates on these basis functions. This procedure leads to a system having the coefficients of the method as unknowns, because of the dependence of the difference operator on such coefficients. These basic concepts have given raise to the six-step algorithm presented in [158] which we use below for the construction of desidered adapted peer method (3.1.2).

## Step 1

Here, by using the linear difference operator (3.2.7) associated to the implicit peer method (3.1.2), we construct the dimensionless classic moments

$$
\begin{equation*}
\mathcal{L}_{i m}^{*}(h, \mathbf{w})=\left.\frac{1}{h^{m}} \mathcal{L}_{i}[h, \mathbf{w}] t^{m}\right|_{t=0}, \quad i=1, \ldots, s \tag{3.2.8}
\end{equation*}
$$

which have the form:

$$
\begin{align*}
& \mathcal{L}_{i m}^{*}(h, \mathbf{w})=c_{i}^{m}-\sum_{j=1}^{s} b_{i j}\left(c_{j}-1\right)^{m}-m \sum_{j=1}^{s} a_{i j}\left(c_{j}-1\right)^{m-1}-m \sum_{j=1}^{i} r_{i j} c_{j}^{m-1}  \tag{3.2.9}\\
& \text { for } i=1, \ldots, s, \quad m=0,1, \ldots, M-1
\end{align*}
$$

## Step 2

We now look for the maximum value $M$ that ensures the compatibility of the system

$$
\begin{equation*}
\mathcal{L}_{i m}^{*}(h, \mathbf{w})=0, \quad i=1, \ldots, s, \quad m=0,1, \ldots, M-1 \tag{3.2.10}
\end{equation*}
$$

which is equivalent to annihilating the difference operator (3.2.7) on polynomials with a degree less or equal to $M-1$. This system corresponds to the simplifying condition (3.1.4) with $q=M$

$$
\begin{align*}
& \mathrm{AB}(M)=c_{i}^{m}-\sum_{j=1}^{s} b_{i j}\left(c_{j}-1\right)^{m}-m \sum_{j=1}^{s} a_{i j}\left(c_{j}-1\right)^{m-1} \\
& -m \sum_{j=1}^{i} r_{i j} c_{j}^{m-1}=0, i=1, \ldots, s, \quad m=0, \ldots, M-1 \tag{3.2.11}
\end{align*}
$$

Therefore, we may construct an $s$-order peer method if $M=s+1$, due to the Theorem 15 and Corollary 3.1.1.

## Step 3

Annihilating the difference operator (3.2.7) on the functions $t^{m} e^{ \pm \mu t}$ is equivalent to annihilating in $\pm z$ the so-called dimensionless $\mu$-moments of order $m$

$$
\begin{equation*}
E_{i m}^{*}(z, \mathbf{w})=\left.\frac{1}{h^{m}} \mathcal{L}_{i}[h, \mathbf{w}] t^{m} e^{\mu t}\right|_{t=0}, \quad i=1, \ldots, s \tag{3.2.12}
\end{equation*}
$$

where $z=\mu h$. We next exploit that the system

$$
E_{i m}^{*}( \pm z, \mathbf{w})=0, \quad m=0,1, \ldots, P, \quad i=1, \ldots, s
$$

is equivalent to the system

$$
G_{i}^{ \pm(m)}(Z, \mathbf{w})=0, \quad m=0,1, \ldots, P, \quad i=1, \ldots, s
$$

where $Z=z^{2}$ and $G_{i}^{ \pm(m)}(Z, \mathbf{w})$ are the $G$-functions at each stage $i$

$$
\begin{equation*}
G_{i}^{+}(Z, \mathbf{w})=\frac{E_{i 0}^{*}(z, w)+E_{i 0}^{*}(-z, w)}{2}, G_{i}^{-}(Z, \mathbf{w})=\frac{E_{i 0}^{*}(z, w)-E_{i 0}^{*}(-z, w)}{2 z} \tag{3.2.13}
\end{equation*}
$$

for $m=0$ and the related derivatives for $m>0$. In the following theorem, we find an explicit expression for the $\mu$-moments of order $m=0$ on $\mathcal{L}$.

Theorem 9. The $\mu$-moments of order $m=0$ assume the following form:

$$
\begin{align*}
E_{i 0}^{*}(z, \mathbf{w}) & =e^{z c_{i}}-\sum_{j=1}^{s} b_{i j} e^{z\left(c_{j}-1\right)}-z \sum_{j=1}^{s} a_{i j} e^{z\left(c_{j}-1\right)}  \tag{3.2.14}\\
& -z \sum_{j=1}^{i} r_{i j} e^{z c_{j}}, \quad i=1, \ldots, s
\end{align*}
$$

Proof. Applying (3.2.12) with $m=0$ and $i=1, \ldots, s$, we obtain

$$
\begin{aligned}
& E_{i 0}^{*}(z, \mathbf{w})=\left.\mathcal{L}_{i}[h, \mathbf{w}] e^{\mu t}\right|_{t=0}=e^{\mu\left(t+c_{i} h\right)}-\sum_{j=1}^{s} b_{i j} e^{\mu\left(t+\left(c_{j}-1\right) h\right)} \\
& -h \sum_{j=1}^{s} a_{i j} \mu e^{\mu\left(t+\left(c_{j}-1\right) h\right)}-\left.h \sum_{j=1}^{i} r_{i j} \mu e^{\mu\left(t+c_{j} h\right)}\right|_{t=0},
\end{aligned}
$$

which leads to the thesis by replacing $z=\mu h$ and $t=0$.
For a simpler construction of $G$-functions, we employ the $\eta$-functions defined in [158] and recalled in the Section 2.2.1 of Chapter 2. In the following theorem, we express the $G$-functions and their derivatives in terms of the $\eta$-functions.

Theorem 10. The $G$-functions and their derivatives assume the following expressions for $i=1, \ldots, s$ :

$$
\begin{align*}
& G_{i}^{+}(Z, \mathbf{w})=\eta_{-1}\left(c_{i}^{2} Z\right)-\sum_{j=1}^{s} b_{i j} \eta_{-1}\left(\left(c_{j}-1\right)^{2} Z\right)  \tag{3.2.15}\\
& -Z \sum_{j=1}^{s} a_{i j}\left(c_{j}-1\right) \eta_{0}\left(\left(c_{j}-1\right)^{2} Z\right)-Z \sum_{j=1}^{i} r_{i j} c_{j} \eta_{0}\left(c_{j}^{2} Z\right) \\
& G_{i}^{-}(Z, \mathbf{w})=c_{i} \eta_{0}\left(c_{i}^{2} Z\right)-\sum_{j=1}^{s} b_{i j}\left(c_{j}-1\right) \eta_{0}\left(\left(c_{j}-1\right)^{2} Z\right) \\
& -\sum_{j=1}^{s} a_{i j} \eta_{-1}\left(\left(c_{j}-1\right)^{2} Z\right)-\sum_{j=1}^{i} r_{i j} \eta_{-1}\left(c_{j}^{2} Z\right),  \tag{3.2.16}\\
& G_{i}^{+(m)}(Z, \mathbf{w})=\frac{c_{i}^{2 m}}{2^{m}} \eta_{m-1}\left(c_{i}^{2} Z\right)-\sum_{j=1}^{s} b_{i j} \frac{\left(c_{j}-1\right)^{2 m}}{2^{m}} \eta_{m-1}\left(\left(c_{j}-1\right)^{2} Z\right) \\
& -\sum_{j=1}^{s} a_{i j}\left[\frac{m\left(c_{j}-1\right)^{2 m-1}}{2^{m-1}} \eta_{m-1}\left(\left(c_{j}-1\right)^{2} Z\right)\right. \\
& \left.+\frac{\left(c_{j}-1\right)^{2 m+1}}{2^{m}} Z \eta_{m}\left(\left(c_{j}-1\right)^{2} Z\right)\right]  \tag{3.2.17}\\
& -\sum_{j=1}^{i} r_{i j}\left[\frac{m c_{j}^{2 m-1}}{2^{m-1}} \eta_{m-1}\left(c_{j}^{2} Z\right)+\frac{c_{j}^{2 m+1}}{2^{m}} Z \eta_{m}\left(c_{j}^{2} Z\right)\right], \\
& m=1, \ldots, P \text {, } \\
& G_{i}^{-(m)}(Z, \mathbf{w})=\frac{c_{i}^{2 m+1}}{2^{m}} \eta_{m}\left(c_{i}^{2} Z\right)-\sum_{j=1}^{s} b_{i j} \frac{\left(c_{j}-1\right)^{2 m+1}}{2^{m}} \eta_{m}\left(\left(c_{j}-1\right)^{2} Z\right) \\
& -\sum_{j=1}^{s} a_{i j} \frac{\left(c_{j}-1\right)^{2 m}}{2^{m}} \eta_{m-1}\left(\left(c_{j}-1\right)^{2} Z\right)  \tag{3.2.18}\\
& -\sum_{j=1}^{i} r_{i j} \frac{c_{j}^{2 m}}{2^{m}} \eta_{m-1}\left(c_{j}^{2} Z\right), m=1, \ldots, P .
\end{align*}
$$

Proof. From the defintion (3.2.13) of the $G$-functions and the expression of the $\mu$ moments $E_{i 0}^{*}$ obtained in Theorem (9), we have

$$
\begin{align*}
& G_{i}^{+}(Z, \mathbf{w})=\frac{1}{2}\left(e^{z c_{i}}+e^{-z c_{i}}\right)-\frac{1}{2} \sum_{j=1}^{s} b_{i j}\left(e^{z\left(c_{j}-1\right)}+e^{-z\left(c_{j}-1\right)}\right) \\
& \quad-\frac{z}{2} \sum_{j=1}^{s} a_{i j}\left(e^{z\left(c_{j}-1\right)}-e^{-z\left(c_{j}-1\right)}\right)-\frac{z}{2} \sum_{j=1}^{i} r_{i j}\left(e^{z c_{j}}-e^{-z c_{j}}\right), \tag{3.2.19}
\end{align*}
$$

which leads to Eq. (3.2.15) by evaluating functions $\eta_{-1}$ and $\eta_{0}$ in $c_{i}^{2} Z$ and $\left(c_{j}-1\right)^{2} Z$, where $Z=z^{2}$.
Eq. (3.2.16) can be proved in a similar way.
We next derive function $G_{i}^{+}$(3.2.15) taking into account the relation (2.2.17) among the derivatives of $\eta$-functions, obtaining

$$
\begin{align*}
G_{i}^{+(1)}(Z, w) & =\frac{c_{i}^{2}}{2} \eta_{0}\left(c_{i}^{2} Z\right)-\sum_{j=1}^{s} b_{i j} \frac{\left(c_{j}-1\right)^{2}}{2} \eta_{0}\left(\left(c_{j}-1\right)^{2} Z\right) \\
& -\sum_{j=1}^{s} a_{i j}\left[\left(c_{j}-1\right) \eta_{0}\left(\left(c_{j}-1\right)^{2} Z\right)+\frac{\left(c_{j}-1\right)^{3}}{2} Z \eta_{1}\left(\left(c_{j}-1\right)^{2} Z\right)\right]  \tag{3.2.20}\\
& -\sum_{j=1}^{i} r_{i j}\left[c_{j} \eta_{0}\left(c_{j}^{2} Z\right)+\frac{c_{j}^{3}}{2} Z \eta_{1}\left(c_{j}^{2} Z\right)\right]
\end{align*}
$$

so Eq. (3.2.17) is proved for $m=1$. We get Eq. (3.2.17) for $m>1$ by induction. On the other hand, the first derivative of $G_{i}^{-}(3.2 .16)$ is

$$
\begin{align*}
G_{i}^{-(1)}(Z, w) & =\frac{c_{i}^{3}}{2} \eta_{1}\left(c_{i}^{2} Z\right)-\sum_{j=1}^{s} b_{i j} \frac{\left(c_{j}-1\right)^{3}}{2} \eta_{1}\left(\left(c_{j}-1\right)^{2} Z\right) \\
& -\sum_{j=1}^{s} a_{i j} \frac{\left(c_{j}-1\right)^{2}}{2} \eta_{0}\left(\left(c_{j}-1\right)^{2} Z\right)-\sum_{j=1}^{i} r_{i j} \frac{c_{j}^{2}}{2} \eta_{0}\left(c_{j}^{2} Z\right), \tag{3.2.21}
\end{align*}
$$

which leads to Eq. (3.2.18) for $m>1$ by induction.

## Step 4

We construct the possible expressions for the fitting space (3.2.6) taking into account that $M=s+1$ and the self-consistency condition

$$
\begin{equation*}
K+2 P=M-3 \tag{3.2.22}
\end{equation*}
$$

has to be verified. We observe that the number of stages $s$ and the dimension $M$ of the system (3.2.10) are of different parities, so the the number $K+1=s-1-2 P$ of classic functions in the fitting space is odd or even, if $s$ is even or odd, respectively. For simplicity, we choose

- $K=0$ if $s$ is even, so the fitting space is

$$
\begin{equation*}
\mathcal{F}=\left\{1, e^{ \pm \mu t}, t e^{ \pm \mu t}, t^{2} e^{ \pm \mu t}, \ldots, t^{P} e^{ \pm \mu t}\right\} \tag{3.2.23}
\end{equation*}
$$

- $K=-1$ if $s$ is odd, so the fitting space is

$$
\begin{equation*}
\mathcal{F}=\left\{e^{ \pm \mu t}, t e^{ \pm \mu t}, t^{2} e^{ \pm \mu t}, \ldots, t^{P} e^{ \pm \mu t}\right\} \tag{3.2.24}
\end{equation*}
$$

## Step5

We obtain the coefficients of the EF peer method by solving the system:

$$
\begin{array}{rlll}
\mathcal{L}_{i m}^{*}(h, \mathbf{w})=0, & i=1, \ldots, s, & m=0, \ldots, K, \\
G_{i}^{ \pm(m)}(Z, \mathbf{w})=0, & i=1, \ldots, s, & m=0, \ldots, P . \tag{3.2.25b}
\end{array}
$$

Remark 1. For the afore-mentioned fitting spaces (3.2.23)-(3.2.24), the system (3.2.25a)(3.2.25b) becomes:

- if $s$ is even

$$
\begin{align*}
\mathcal{L}_{i 0}^{*}(h, \mathbf{w})=0, & i=1, \ldots, s  \tag{3.2.26a}\\
G_{i}^{ \pm(m)}(Z, \mathbf{w}) & =0, \quad i=1, \ldots, s, \quad m=0, \ldots, P \tag{3.2.26b}
\end{align*}
$$

where $P=\frac{s}{2}-1, K=0$ due to the self-consistency condition (3.2.22).

- if $s$ is odd

$$
\begin{equation*}
G_{i}^{ \pm(m)}(Z, \mathbf{w})=0, \quad i=1, \ldots, s, \quad m=0, \ldots, P \tag{3.2.27}
\end{equation*}
$$

where $P=\frac{s-1}{2}, K=-1$ due to the self-consistency condition (3.2.22).
We recast such systems in order to drive the coefficients of exponentially fitted peer methods.

Theorem 11. Assume $s$ is even. The peer method (3.1.2) has order $p=s$ and is adapted to the fitting space

$$
\mathcal{F}=\left\{1, e^{ \pm \mu t}, t e^{ \pm \mu t}, t^{2} e^{ \pm \mu t}, \ldots, t^{\frac{s}{2}-1} e^{ \pm \mu t}\right\}
$$

if the coefficient matrices $A$ and $B$ satisfy

$$
\begin{align*}
B 1 & =\mathbf{1}  \tag{3.2.28a}\\
A D_{3} & =D_{1}-B D_{2}-R D_{4} \tag{3.2.28b}
\end{align*}
$$

where $\mathbf{1}=[1,1, \ldots, 1]^{T}$, and

$$
\begin{align*}
D_{1} & =\left[\begin{array}{cccc}
\cdots & \frac{1}{2^{i}} c_{1}^{2 i} \eta_{i-1}\left(c_{1}^{2} Z\right) & \frac{1}{2^{i}} c_{1}^{2 i+1} \eta_{i}\left(c_{1}^{2} Z\right) & \cdots \\
\vdots & \vdots & \\
\cdots & \frac{1}{2^{i}} c_{s}^{2 i} \eta_{i-1}\left(c_{s}^{2} Z\right) & \frac{1}{2^{i}} c_{s}^{2 i+1} \eta_{i}\left(c_{s}^{2} Z\right) & \cdots
\end{array}\right] \\
D_{2} & =\left[\begin{array}{cccc}
\cdots & \frac{1}{2^{i}} \hat{c}_{1}^{2 i} \eta_{i-1}\left(\hat{c}_{1}^{2} Z\right) & \frac{1}{2^{2}} \hat{c}_{1}^{2 i+1} \eta_{i}\left(\hat{c}_{1}^{2} Z\right) & \cdots \\
\vdots & \vdots & \\
\cdots & \frac{1}{2^{i}} \hat{c}_{s}^{2 i} \eta_{i-1}\left(\hat{c}_{s}^{2} Z\right) & \frac{1}{2^{2}} \hat{c}_{s}^{2 i+1} \eta_{i}\left(\hat{c}_{s}^{2} Z\right) & \cdots
\end{array}\right] \tag{3.2.29}
\end{align*}
$$

$$
\begin{aligned}
D_{3} & =\left[\begin{array}{cccc}
\cdots & \frac{i}{2^{i-1}} \hat{c}_{1}^{2 i-1} \eta_{i-1}\left(\hat{c}_{1}^{2} Z\right)+\frac{1}{2^{i}} \hat{c}_{1}^{2 i+1} Z \eta_{i}\left(\hat{c}_{1}^{2} Z\right) & \frac{1}{2^{i}} \hat{c}_{1}^{2 i} \eta_{i-1}\left(\hat{c}_{1}^{2} Z\right) & \cdots \\
\vdots & \frac{i}{2^{i-1}} \hat{c}_{s}^{2 i-1} \eta_{i-1}\left(\hat{c}_{s}^{2} Z\right)+\frac{1}{2^{i}} \hat{c}_{s}^{2 i+1} Z \eta_{i}\left(\hat{c}_{s}^{2} Z\right) & \frac{1}{2^{2}} \hat{c}_{s}^{2 i} \eta_{i-1}\left(\hat{c}_{s}^{2} Z\right) & \cdots
\end{array}\right], \\
D_{4} & =\left[\begin{array}{cccc}
\cdots & \frac{i}{2^{i-1}} c_{1}^{2 i-1} \eta_{i-1}\left(c_{1}^{2} Z\right)+\frac{1}{2^{i}} c_{1}^{2 i+1} Z \eta_{i}\left(c_{1}^{2} Z\right) & \frac{1}{2^{i}} c_{1}^{2 i} \eta_{i-1}\left(c_{1}^{2} Z\right) & \cdots \\
\vdots & & & \\
\cdots & \frac{i}{2^{i-1}} c_{s}^{2 i-1} \eta_{i-1}\left(c_{s}^{2} Z\right)+\frac{1}{2^{i}} c_{s}^{2 i+1} Z \eta_{i}\left(c_{s}^{2} Z\right) & \frac{1}{2^{2}} c_{s}^{2 i} \eta_{i-1}\left(c_{s}^{2} Z\right) & \cdots
\end{array}\right] .
\end{aligned}
$$

with $i=0,1, \ldots, P$ and $P=\frac{s}{2}-1$. Moreover $\hat{c}_{j}=1-c_{j}, \quad j=0,1, \ldots, s$.

Proof. Annihilating the dimensionless classic moments of order $m=0$ in (3.2.26a) is equivalent to solving the system

$$
\mathcal{L}_{i 0}^{*}(h, \mathbf{w})=1-\sum_{j=1}^{s} b_{i j}=0, \quad i=1, \ldots, s,
$$

which can be recasted in a matrix form as follows

$$
\mathbf{1}-B \mathbf{1}=\mathbf{0}, \quad \mathbf{0}=(0,0, \ldots, 0)^{T} .
$$

Therefore, (3.2.28a) holds.
System (3.2.26b) for $G_{i}^{+}$assumes the following expression:

$$
\begin{align*}
& G_{i}^{+}(Z, w)=\eta_{-1}\left(c_{i}^{2} Z\right)-\sum_{j=1}^{s} b_{i j} \eta_{-1}\left(\left(c_{j}-1\right)^{2} Z\right) \\
& -Z \sum_{j=1}^{s} a_{i j}\left(c_{j}-1\right) \eta_{0}\left(\left(c_{j}-1\right)^{2} Z\right)-Z \sum_{j=1}^{i} r_{i j} c_{j} \eta_{0}\left(c_{j}^{2} Z\right)=0, \quad i=1, \ldots, s \tag{3.2.30}
\end{align*}
$$

which can be written in a compact form

$$
\begin{equation*}
\theta_{-1, c}-B \theta_{-1, c-\mathbf{1}}-Z A\left(\hat{C} \theta_{0, c-1}\right)-Z R\left(C \theta_{0, c}\right)=\mathbf{0} \tag{3.2.31}
\end{equation*}
$$

where $C=\operatorname{diag}\left(c_{1}, \ldots, c_{s}\right), \hat{C}=\operatorname{diag}\left(c_{1}-1, \ldots, c_{s}-1\right)$ and the vector $\theta_{\sigma, v}$ associated to a vector $v$ of dimension $s$, is defined as follows

$$
\begin{equation*}
\theta_{\sigma, v}=\left[\eta_{\sigma}\left(v_{1}^{2} Z\right), \ldots, \eta_{\sigma}\left(v_{s}^{2} Z\right)\right] \tag{3.2.32}
\end{equation*}
$$

On the other hand, system (3.2.26b) for $G_{i}^{-}$can be recasted in

$$
\begin{equation*}
C \theta_{0, c}-B\left(\hat{C} \theta_{0, c-\mathbf{1}}\right)-A \theta_{-1, c-\mathbf{1}}-R \theta_{-1, c}=\mathbf{0} . \tag{3.2.33}
\end{equation*}
$$

In a similar way, systems (3.2.26b) for $G_{i}^{+(m)}$ and $G_{i}^{-(m)}$ with $m=1, \ldots, P$ are respectively equivalent to

$$
\begin{align*}
& \frac{1}{2^{m}} C^{2 m} \theta_{m-1, c}-B\left(\frac{1}{2^{m}} \hat{C}^{2 m} \theta_{m-1, c-1}\right)-A\left(\frac{m}{2^{m-1}} \hat{C}^{2 m-1} \theta_{m-1, c-\mathbf{1}}\right.  \tag{3.2.34a}\\
& +\frac{Z}{2^{m}} \hat{C}^{2 m+1} \theta_{m, c-1}-R\left(\frac{m}{2^{m-1}} C^{2 m-1} \theta_{m-1, c}+\frac{Z}{2^{m}} C^{2 m+1} Z \theta_{m, c}\right)=\mathbf{0} \\
& \frac{1}{2^{m}}\left(C^{2 m+1} \theta_{m, c}-B\left(\hat{C}^{2 m+1} \theta_{m, c-1}\right)-A\left(\hat{C}^{2 m} \theta_{m-1, c-1}\right)-R C^{2 m} \theta_{m-1, c}\right)=\mathbf{0} \tag{3.2.34b}
\end{align*}
$$

We next construct the matrix $D_{1}$ such that its first and second columns correspond to the first vectors of the systems (3.2.31) and (3.2.33), respectively. Then the other columns are the first vectors of the system (3.2.34a) and (3.2.34b), alternatively.
We construct the remaining matrices $D_{k}, \quad k=2,3,4$ in (3.2.28b) by considering them as columns the vectors multiplying $B, A$ and $R$, respectively, in equations (3.2.31)(3.2.34b). Then, system (3.2.31)-(3.2.34b) is equivalent to equation (3.2.28b).

In similar way, in case of odd number of stages we have the following theorem:
Theorem 12. Assume $s$ is odd. The peer method (3.1.2) has order $p=s$ and is adapted to the fitting space

$$
\mathcal{F}=\left\{e^{ \pm \mu t}, t e^{ \pm \mu t}, t^{2} e^{ \pm \mu t}, \ldots, t^{\frac{s-1}{2}} e^{ \pm \mu t}\right\}
$$

if the coefficient matrices $A$ and $B$ satisfy

$$
\begin{align*}
B \theta_{-1, c-1} & =\theta_{-1, c}-Z A\left(\hat{C} \theta_{0, c-1}\right)-Z R\left(C \theta_{0, c}\right),  \tag{3.2.35a}\\
A F_{3} & =F_{1}-B F_{2}-R F_{4} \tag{3.2.35b}
\end{align*}
$$

where $\theta_{\sigma, v}$ are defined in (3.2.32) and $F_{k}$ for $k=1,2,3,4$ are obtained by deleting the first column to the matrices $D_{k}$ defined in Theorem 11 (when $s$ odd, $P=\frac{s-1}{2}$ and $D_{k}$ have dimensions $s \times(s+1)$ ).

## Step 6

We compute the leading term of the local truncation error at each stage, as follows:

$$
\begin{equation*}
\left(l t e_{e f}\right)_{i}=(-1)^{P+1} h^{s+1} \frac{\mathcal{L}_{i, K+1}^{*}(h, \mathbf{w})}{(K+1)!Z^{P+1}} D^{K+1}\left(D^{2}-\mu^{2}\right)^{P+1} y(t), \quad i=1, \ldots, s \tag{3.2.36}
\end{equation*}
$$

where we denote $D$ the derivative with respect to time.
As before, we choose $K=0$ and $K=-1$ for $s$ even or odd, respectively. In these cases, the afore-mentioned leading term assumes the following expressions:

- if $s$ is even

$$
\begin{align*}
& \left(l t e_{e f}\right)_{i}= \\
& \frac{(-1)^{\frac{s}{2}} h^{s+1}}{Z^{\frac{s}{2}}}\left(c_{i}-\sum_{j=1}^{s} b_{i j}\left(c_{j}-1\right)-\sum_{j=1}^{s} a_{i j}-\sum_{j=1}^{i} r_{i j}\right) D\left(D^{2}-\mu^{2}\right)^{\frac{s}{2}} y(t), \tag{3.2.37}
\end{align*}
$$

- if $s$ is odd

$$
\begin{equation*}
\left(l t e_{e f}\right)_{i}=\frac{(-1)^{\frac{s+1}{2}} h^{s+1}}{Z^{\frac{s+1}{2}}}\left(1-\sum_{j=1}^{s} b_{i j}\right)\left(D^{2}-\mu^{2}\right)^{\frac{s+1}{2}} y(t) . \tag{3.2.38}
\end{equation*}
$$

### 3.3 Derivation of EF implicit peer method

In order to derive EF implicit peer method which can efficiently integrate stiff problems, we will determine the coefficients $A=A(Z), B=B(Z)$ and $R=R(Z)$ by satisfying the order conditions of Theorems 11 and 12 , and we will verify that, when $Z \rightarrow 0$, they tend to classical implicit peer methods derived by Soleimani et al. in [286]. The following theorems describe the derivation of such coefficients.

Lemma 3.3.1. Let $u \in \mathbb{R}^{s}$ and $H=(\mathbf{0} \mid u) \in \mathbb{R}^{s \times s}$ with $\mathbf{0} \in \mathbb{R}^{s \times s-1}$ having all null entries. Then

$$
H \theta_{-1, c-\mathbf{1}}=u
$$

and

$$
H F_{2}=0,
$$

where the vector $\theta_{-1, c-1}$ is defined in (3.2.32) and $F_{2}$ is defined in Theorem 11.
Proof. From (3.2.32), by exploiting:

$$
h_{i j}= \begin{cases}0 & j<s, \\ u_{i} & j=s,\end{cases}
$$

and $c_{s}=1, \eta_{-1}(0)=1$, we get

$$
\begin{equation*}
\left(H \theta_{-1, c-1}\right)_{i}=\sum_{j=1}^{s} h_{i j} \eta_{-1}\left(\left(c_{j}-1\right)^{2} Z\right)=h_{i s} \eta_{-1}\left(\left(c_{s}-1\right)^{2} Z\right)=u_{i} \tag{3.3.39}
\end{equation*}
$$

Moreover as the last row of matrix $F_{2}$ is zero (compare (3.2.29) and remind that $F_{2}$ is obtained from $D_{2}$ by deleting the first column) we have

$$
\left(H F_{2}\right)_{i j}=\sum_{k=1}^{s} h_{i k}\left(F_{2}\right)_{k j}=h_{i s}\left(F_{2}\right)_{s j}=0
$$

which completes the proof.

Let $\bar{B}$ be a constant matrix satisfying the order condition (3.1.5a) associated to classical peer methods.

Theorem 13. Assume $s$ is even and the matrix $D_{3}$ defined in Theorem 11 is invertible. Then the EF peer method having coefficients

$$
\begin{align*}
& B=\bar{B}  \tag{3.3.40a}\\
& A=\left(D_{1}-\bar{B} D_{2}-R D_{4}\right) D_{3}^{-1} \tag{3.3.40b}
\end{align*}
$$

has order $p=s$ and is adapted to fitting space

$$
\begin{equation*}
\mathcal{F}=\left\{1, e^{ \pm \mu t}, t e^{ \pm \mu t}, t^{2} e^{ \pm \mu t}, \ldots, t^{\frac{s}{2}-1} e^{ \pm \mu t}\right\} \tag{3.3.41}
\end{equation*}
$$

Proof. It is immediate to verify the order conditions (3.2.28a)-(3.2.28b).
Theorem 14. Assume s is odd and the matrix $F_{3}$ defined in Theorem 12 is invertible. Consider the EF peer method having coefficients

$$
\begin{align*}
B & =\bar{B}+H_{1}-Z A H_{2}-Z R H_{3}  \tag{3.3.42a}\\
A & =\left[F_{1}-\bar{B} F_{2}-R F_{4}\right] F_{3}^{-1} \tag{3.3.42b}
\end{align*}
$$

where

$$
H_{1}=\left(\mathbf{0} \mid \theta_{-1, c}-\bar{B} \theta_{-1, c-\mathbf{1}}\right), \quad H_{2}=\left(\mathbf{0} \mid \hat{C} \theta_{0, c-\mathbf{1}}\right), \quad H_{3}=\left(\mathbf{0} \mid C \theta_{0, c}\right) \in \mathbb{R}^{s \times s}
$$

and $F_{i}$ are defined in Theorem 12.
The above EF peer method has order $p=s$ and is adapted to the fitting space

$$
\begin{equation*}
\mathcal{F}=\left\{e^{ \pm \mu t}, t e^{ \pm \mu t}, t^{2} e^{ \pm \mu t}, \ldots, t^{\frac{s-1}{2}} e^{ \pm \mu t}\right\} \tag{3.3.43}
\end{equation*}
$$

Proof. In order to verify order condition (3.2.35a) we compute, by exploiting Lemma 3.3.1,

$$
B \theta_{-1, c-1}=\left(\bar{B}+H_{1}-Z A H_{2}-Z R H_{3}\right) \theta_{-1, c-1}=\theta_{-1, c}-Z A \hat{C} \theta_{0, c-1}-Z R C \theta_{0, c},
$$

which corresponds to order condition (3.2.35a).
By substituting the matrix $B$ (3.3.42a) into condition (3.2.35b), we find that it is equivalent to

$$
\begin{equation*}
A=\left[F_{1}-\left(\bar{B}+H_{1}\right) F_{2}-R\left(F_{4}-Z H_{3} F_{2}\right)\right]\left(F_{3}-Z H_{2} F_{2}\right)^{-1} \tag{3.3.44}
\end{equation*}
$$

Then, from Lemma 3.3.1 we have $H_{1} F_{2}=H_{3} F_{2}=H_{2} F_{2}=0$ and the proof is completed.

### 3.3.1 Examples of methods with $s=2$

By refering to Section 3.2, in this case $K=0$ and $P=0$. We fix $c_{1}=0, c_{2}=1$,

$$
\bar{B}=\left[\begin{array}{ll}
0 & 1  \tag{3.3.45}\\
0 & 1
\end{array}\right]
$$

satisfying (3.1.5a), $R$ having lower triangular structure with $r_{11}=r_{22}=\gamma$ and derive the matrices $A$ and $B$ according to Theorem 13 .
Then we get that the EF peer method with coefficients

$$
\begin{align*}
c & =\left[\begin{array}{l}
0 \\
1
\end{array}\right], \quad B=\left[\begin{array}{ll}
0 & 1 \\
0 & 1
\end{array}\right], R=\left[\begin{array}{cc}
\gamma & 0 \\
r_{21} & \gamma
\end{array}\right],  \tag{3.3.46a}\\
A & =\left[\begin{array}{cc}
0 & -\gamma \\
\frac{1-\eta_{-1}(Z)}{Z \eta_{0}(Z)}+\gamma & \frac{\eta-1}{Z \eta_{0}(Z)}\left(\eta_{0}(Z)-1-r_{21}-\gamma\left(Z \eta_{0}(Z)-\eta_{-1}(Z)\right)\right)+\eta_{0}(Z)-1-r_{21}
\end{array}\right] \tag{3.3.46b}
\end{align*}
$$

has order $p=2$ and is adapted to the fitting space

$$
\left\{1, e^{ \pm \mu t}\right\}
$$

As a matter of fact $B$ satisfies (3.3.40a) of Theorem 13 and from $c_{1}=0, c_{2}=1$, we have $\hat{c}_{1}=-1, \hat{c}_{2}=0$ and

$$
\begin{gathered}
D_{1}=\left[\begin{array}{cc}
1 & 0 \\
\eta_{-1}(Z) & \eta_{0}(Z)
\end{array}\right], \quad D_{2}=\left[\begin{array}{cc}
\eta_{-1}(Z) & -\eta_{0}(Z) \\
1 & 0
\end{array}\right], \\
D_{3}=\left[\begin{array}{cc}
-Z \eta_{0}(Z) & \eta_{-1}(Z) \\
0 & 1
\end{array}\right], \quad D_{4}=\left[\begin{array}{cc}
0 & 1 \\
Z \eta_{0}(Z) & \eta_{-1}(Z)
\end{array}\right] .
\end{gathered}
$$

If $D_{3}$ is invertible, we can compute the matrix $A$. Now, we compute determinant of $D_{3}$ in both trigonometric and hyperbolic cases.

Trigonometric case: $Z=-\omega^{2} h^{2}$

$$
\operatorname{Det}\left(D_{3}\right)=-Z \eta_{0}(Z)=-\omega h \sin (\omega h) .
$$

Therefore the matrix $D_{3}$ is invertible, when $h \neq \frac{k \pi}{\omega}, k \in \mathbf{N}$.
Hyperbolic case: $Z=\mu^{2} h^{2}, \mu \in \mathbf{R}$

$$
\operatorname{Det}\left(D_{3}\right)=\mu h \sinh (\mu h) .
$$

Therefore the matrix $D_{3}$ is invertible $\forall h>0$.

Then from (3.3.40b) of Theorem 13 the expression of $A$ follows.

The corresponding classic peer method is obtained in the limit as $Z \rightarrow 0$ and has coefficients:

$$
\begin{align*}
c & =\left[\begin{array}{l}
0 \\
1
\end{array}\right], \quad B=\left[\begin{array}{ll}
0 & 1 \\
0 & 1
\end{array}\right], \quad R=\left[\begin{array}{cc}
\gamma & 0 \\
r_{21} & \gamma
\end{array}\right]  \tag{3.3.47a}\\
A & =\left[\begin{array}{ll}
0 & -\gamma \\
\gamma & -r_{21}
\end{array}\right] . \tag{3.3.47b}
\end{align*}
$$

### 3.3.2 Examples of methods with $s=3$

Due to Section 3.2, in this case, $K=-1$ and $P=1$. We set $c, \bar{B}$ and $R$ from paper [286] in order to have an A-stable method in the limit when $Z \rightarrow 0$ and derive matrices $B$ and $A$ from Theorem 14.
Then, for example, the EF peer method with coefficients

$$
\begin{gather*}
\mathrm{c}=\left(\begin{array}{c}
8.170765826910428900 \mathrm{e}-01 \\
6.112848743494372300 \mathrm{e}-01 \\
1.000000000000000000 \mathrm{e}+00
\end{array}\right),  \tag{3.3.48}\\
R=\left(\begin{array}{ccc}
+3.32082968680 \mathrm{e}-01 & 0 & 0 \\
-4.64383283259 \mathrm{e}-02 & 3.32082968680 \mathrm{e}-01 & 0 \\
-6.03010600818 \mathrm{e}-01 & 1.08071195621 \mathrm{e}+00 & 3.32082968680 \mathrm{e}-01
\end{array}\right), \tag{3.3.49}
\end{gather*}
$$

$$
\begin{equation*}
B=\left[\mathbf{0}|\mathbf{0}| v_{1}-\bar{B} v_{0}-Z A v_{2}-Z R v_{3}\right], \quad A=\left[F_{1}-\bar{B} F_{2}-R F_{4}\right] F_{3}^{-1} \tag{3.3.50}
\end{equation*}
$$

where $\mathbf{0}=[0,0,0]^{T}$,

$$
\begin{gather*}
\bar{B}=\left(\begin{array}{cc}
4.49089617867 \mathrm{e}-01, & -6.61026939991 \mathrm{e}-01 \\
3.05103275940 \mathrm{e}-01 & -4.49089617867 \mathrm{e}-01 \\
0 & 1.14398634192 \mathrm{e}+00 \\
0
\end{array}\right),  \tag{3.3.51}\\
v_{0}=\left[\begin{array}{c}
\eta_{-1}\left(\hat{c}_{1}^{2} Z\right) \\
\eta_{-1}\left(\hat{c}_{2}^{2} Z\right) \\
1
\end{array}\right], v_{1}=\left[\begin{array}{c}
\eta_{-1}\left(c_{1}^{2} Z\right) \\
\eta_{-1}\left(c_{2}^{2} Z\right) \\
\eta_{-1}(Z)
\end{array}\right], \\
v_{2}=\left[\begin{array}{cc}
\hat{c}_{1} \eta_{0}\left(\hat{c}_{1}^{2}(Z)\right) \\
\hat{c}_{2} \eta_{0}\left(\hat{c}_{2}^{2}(Z)\right) \\
0 & 1
\end{array}\right], v_{3}=\left[\begin{array}{c}
c_{1} \eta_{0}\left(c_{1}^{2}(Z)\right) \\
c_{2} \eta_{0}\left(c_{2}^{2}(Z)\right) \\
\eta_{0}(Z)
\end{array}\right], \\
F_{1}=\left[\begin{array}{ccc}
c_{1} \eta_{0}\left(c_{1}^{2}(Z)\right) & \frac{1}{2} c_{1}^{2} \eta_{0}\left(c_{1}^{2}(Z)\right) & \frac{1}{2} c_{1}^{3} \eta_{0}\left(c_{1}^{2}(Z)\right) \\
c_{2} \eta_{0}\left(c_{2}^{2}(Z)\right) & \frac{1}{2} c_{2}^{2} \eta_{0}\left(c_{2}^{2}(Z)\right) & \frac{1}{2} c_{2}^{3} \eta_{0}\left(c_{2}^{2}(Z)\right) \\
\eta_{0}(Z) & \frac{1}{2} \eta_{0}(Z) & \frac{1}{2} \eta_{1}(Z)
\end{array}\right], \\
F_{2}=\left[\begin{array}{ccc}
\hat{c}_{1} \eta_{0}\left(\hat{c}_{1}^{2}(Z)\right) & \frac{1}{2} \hat{c}_{1}^{2} \eta_{0}\left(\hat{c}_{1}^{2}(Z)\right) & \frac{1}{2} \hat{c}_{1}^{3} \eta_{0}\left(\hat{c}_{1}^{2}(Z)\right) \\
\hat{c}_{2} \eta_{0}\left(\hat{c}_{2}^{2}(Z)\right) & \frac{1}{2} \hat{c}_{2}^{2} \eta_{0}\left(\hat{c}_{2}^{2}(Z)\right) & \frac{1}{2} \hat{c}_{2}^{3} \eta_{0}\left(\hat{c}_{2}^{2}(Z)\right) \\
0 & 0 & 0
\end{array}\right],
\end{gather*}
$$

$$
\begin{aligned}
& F_{3}=\left[\begin{array}{ccc}
\eta_{-1}\left(\hat{c}_{1}^{2}(Z)\right) & \hat{c}_{1}^{2} \eta_{0}\left(\hat{c}_{1}^{2}(Z)\right)+\frac{\hat{c}_{1}^{3} Z}{2} \eta_{1}\left(\hat{c}_{1}^{2}(Z)\right) & \frac{1}{2} \hat{c}_{1}^{2} \eta_{0}\left(\hat{c}_{1}^{2}(Z)\right) \\
\eta_{-1}\left(\hat{c}_{2}^{2}(Z)\right) & \hat{c}_{2}^{2} \eta_{0}\left(\hat{c}_{2}^{2}(Z)\right)+\frac{\hat{c}_{2}^{2} Z}{2} \eta_{1}\left(\hat{c}_{2}^{2}(Z)\right) & \frac{1}{2} \hat{c}_{2}^{2} \eta_{0}\left(\hat{c}_{2}^{2}(Z)\right) \\
1 & 0 & 0
\end{array}\right], \\
& F_{4}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
\eta_{-1}\left(c_{2}^{2}(Z)\right) & c_{2}^{2} \eta_{0}\left(c_{2}^{2}(Z)\right)+\frac{c_{2}^{3} Z}{2} \eta_{1}\left(c_{2}^{2}(Z)\right) & \frac{1}{2} c_{2}^{2} \eta_{0}\left(c_{2}^{2}(Z)\right) \\
\eta_{-1}\left(c_{3}^{2}(Z)\right) & c_{3}^{2} \eta_{0}\left(c_{3}^{2}(Z)\right)+\frac{c_{3}^{2} Z}{2} \eta_{1}\left(c_{3}^{2}(Z)\right) & \frac{1}{2} c_{3}^{2} \eta_{0}\left(c_{3}^{2}(Z)\right)
\end{array}\right],
\end{aligned}
$$

has order $p=3$ and is adapted to the fitting space

$$
\left\{e^{ \pm \mu t}, t e^{ \pm \mu t}\right\}
$$

We note that the expression of $B$ follows from

$$
H_{1}=\left[\mathbf{0}|\mathbf{0}| v_{1}-\bar{B} v_{0}\right], \quad H_{2}=\left[\mathbf{0}|\mathbf{0}| v_{2}\right], \quad H_{3}=\left[\mathbf{0}|\mathbf{0}| v_{3}\right],
$$

and condition (3.3.42a).
If $F_{3}$ is invertible, we can compute the matrix $A$. Now, we compute determinant of $F_{3}$ in both trigonometric and hyperbolic cases.

$$
\begin{gathered}
F_{3}=\left[\begin{array}{ccc}
\eta_{-1}(Z) & -\eta_{0}(Z)-\frac{Z}{2} \eta_{1}(Z) & \frac{1}{2} \eta_{0}(Z) \\
\eta_{-1}\left(\frac{Z}{4}\right) & -\frac{1}{2} \eta_{0}\left(\frac{Z}{4}\right)-\frac{Z}{16} \eta_{1}\left(\frac{Z}{4}\right) & \frac{1}{8} \eta_{0}\left(\frac{Z}{4}\right) \\
1 & 0 & 0
\end{array}\right], \\
\operatorname{Det}\left(F_{3}\right)=\frac{1}{32}\left(4 \eta_{0}\left(\frac{Z}{4}\right) \eta_{0}(Z)-2 Z \eta_{0}\left(\frac{Z}{4}\right) \eta_{1}(Z)+Z \eta_{1}\left(\frac{Z}{4}\right) \eta_{0}(Z)\right) .
\end{gathered}
$$

Trigonometric case: $Z=-\omega^{2} h^{2}$
Therefore the matrix $F_{3}$ is invertible, when

$$
2 \omega h \sin \left(\frac{\omega h}{2}\right)+\cos \left(\frac{\omega h}{2}\right)-\cos \left(\frac{3 \omega h}{2}\right) \neq 0,
$$

this means that $h \neq \frac{2 \pi}{\omega}$.
Hyperbolic case: $Z=\mu^{2} h^{2}$
Therefore the matrix $F_{3}$ is invertible, when

$$
2 \mu h \sinh \left(\frac{\mu h}{2}\right)+\cosh \left(\frac{\mu h}{2}\right)-\cosh \left(\frac{3 \mu h}{2}\right) \neq 0
$$

this means that the matrix $F_{3}$ is invertible $\forall h>0$.
The corresponding classic peer method is obtained in the limit as $Z \rightarrow 0$ and has coefficients:

$$
\mathrm{A}=\left(\begin{array}{ccc}
2.9548 \mathrm{e}-01 & -4.0890 \mathrm{e}-01 & 4.2361 \mathrm{e}-01  \tag{3.3.52}\\
1.4466 \mathrm{e}-01 & -1.9826 \mathrm{e}-01 & 2.6048 \mathrm{e}-01 \\
1.1464 \mathrm{e}-15 & -2.5388 \mathrm{e}-16 & 1.9022 \mathrm{e}-01
\end{array}\right), \quad B=\bar{B}
$$

and $c, R$ given by (3.3.48) and (3.3.49), respectively.

### 3.4 Numerical experiments

In this section, we present some numerical results obtained first of all by comparing the derived implicit EF peer methods with their classic counterparts. We moreover show the improvement concerning explicit EF peer method of [73] on stiff problems. Finally, we compare EF Runge-Kutta methods derived in [301] and EF linear multistep methods presented in [157].

The tables will report the error computed as the infinite norm of the difference between the numerical solution and the exact solution at the end point. Moreover, we will adopt the following notation to indicate the used numerical method:

- $\mathrm{CL}=$ classic,
- $\mathrm{EF}=$ exponentially fitted,
- EX P2 $=$ explicit peer method of order 2 from [73],
- EX P3 = explicit peer method of order 3 from [73],
- IM P2 $=$ implicit peer method of order 2 from Section 3.3.1 with $r_{21}=0$ and $\gamma=-1$,
- IM P3 = implicit peer method of order 3 from Section 3.3.2,
- RK3 $=$ Runge-Kutta method of order 3 from [301],
- $\mathrm{LMM} 3=$ linear multistep method of order 3 from [157].

Example 1. Let us consider the Prothero-Robinson problem [134]

$$
\begin{align*}
& y^{\prime}(t)=\lambda(y(t)-\sin (\omega t+t))+(\omega+1) \cos (\omega t+t), \quad t \in\left[0, \frac{\pi}{2}\right]  \tag{3.4.53}\\
& y(0)=0
\end{align*}
$$

whose exact solution is

$$
y(t)=\sin (\omega t+t)=\sin (\omega t) \cos (t)+\cos (\omega t) \sin (t)
$$

The oscillating behavior of the exact solution leads us to utilize the EF methods with the parameter $\mu=\mathrm{i} \omega, Z=-\omega^{2} h^{2}$.
We consider two cases:

- $\lambda=-1$ (non stiff case)
- $\lambda=-10^{-6}$ (stiff case)

First of all, we consider $\lambda=-1$. The results reported in Table 3.1 show that EF implicit peer methods produce smaller errors than their classic counterparts. The improvement is much more visible as the frequency $\omega$ increases. We report in Table 3.2 the corresponding results obtained by explicit EF peer methods of [73]. We note that for $s=2$, the methods have the same behavior in accuracy, while for $s=3$ implicit method is more accurate. We report in Table 3.3 the estimated order of EF peer method, computed as:

$$
\begin{equation*}
p(h) \approx \log _{2}\left(\frac{E(h)}{E(h / 2)}\right) \tag{3.4.54}
\end{equation*}
$$

where $E(h)$ and $E(h / 2)$ are the errors with a stepsize $h$ and $h / 2$, respectively. We notice that for $s=2$ the implicit EF peer method shows effective order 2, as in the explicit case [73]. As regards $s=3$, we notice superconvergent behavior with order $p=s+1=4$. This can be motivated because the classic coefficients (3.3.52) taken from [286] were derived by imposing superconvergence.

|  |  | $\mathbf{N}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Methods | $\omega$ | 160 | 320 | 640 |
| CL IM P2 | 50 | $1.53 e-01$ | $3.78 e-02$ | $9.33 e-03$ |
| EF IM P2 | 50 | $5.68 e-03$ | $1.45 e-03$ | $3.62 e-04$ |
| CL IM P3 | 50 | $4.16 e-05$ | $2.44 e-06$ | $1.45 e-07$ |
| EF IM P3 | 50 | $7.65 e-08$ | $3.41 e-09$ | $2.02 e-10$ |
| CL IM P2 | 100 | $4.39 e-01$ | $1.31 e-01$ | $3.45 e-02$ |
| EF IM P2 | 100 | $8.25 e-03$ | $2.53 e-03$ | $6.77 e-04$ |
| CL IM P3 | 100 | $4.98 e-04$ | $3.31 e-05$ | $2.16 e-06$ |
| EF IM P3 | 100 | $2.33 e-07$ | $1.10 e-08$ | $4.77 e-09$ |

Table 3.1: Errors of the implicit peer methods on problem (3.4.53) with $\lambda=-1, N$ grid points and different values for the frequency $\omega$, Example 1.

|  |  | $\mathbf{N}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Methods | $\omega$ | 160 | 320 | 640 |
| CL EX P2 | 50 | $1.05 e-01$ | $2.65 e-02$ | $6.60 e-03$ |
| EF EX P2 | 50 | $4.10 e-03$ | $1.00 e-03$ | $2.57 e-04$ |
| CL EX P3 | 50 | $1.10 e-02$ | $9.42 e-04$ | $8.98 e-05$ |
| EF EX P3 | 50 | $1.07 e-05$ | $1.26 e-06$ | $1.33 e-7$ |
| CL EX P2 | 100 | $3.02 e-01$ | $9.33 e-02$ | $2.47 e-02$ |
| EF EX P2 | 100 | $5.30 e-03$ | $1.80 e-03$ | $4.86 e-04$ |
| CL EX P3 | 100 | $6.92 e-02$ | $2.40 e-03$ | $1.22 e-04$ |
| EF EX P3 | 100 | $3.08 e-05$ | $2.30 e-06$ | $1.58 e-08$ |

Table 3.2: Errors of the explicit peer methods on problem (3.4.53) with $\lambda=-1, N$ grid points and different values for the frequency $\omega$, Example 1.

| $\mathbf{N}$ | EF IM P2 | EF IM P3 |
| :---: | :---: | :---: |
| $\mathbf{1 6 0}$ | 1.73 | 4.40 |
| $\mathbf{3 2 0}$ | 1.97 | 4.48 |
| $\mathbf{6 4 0}$ | 2.00 | 4.07 |

Table 3.3: Estimated order of the implicit EF peer methods on problem (3.4.53) with $\lambda=-1$, $\omega=50$, Example 1.

We now consider the case in which the oscillatory frequency $\omega$ is not known exactly. Therefore by denoting with $\delta$ the relative error on the frequency, we employ the EF peer methods whose coefficients are computed in correspondence of a perturbed frequency $\tilde{\omega}=(1+\delta) \omega$. We report in Tables 3.4 and 3.5 the results obtained with implicit and explicit EF peer methods, respectively. The results shows that an accurate computation of the frequency is a crucial point. However it is not a dramatic situation as the error of EF peer methods keeps smaller than that of the corresponding classic counterparts and, for increasing $\delta$, it approaches the error of classic methods.

| $\mathbf{N}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| Methods | 160 | 320 | 640 |
| CL IM P3 | $4.16 e-5$ | $2.43 e-6$ | $1.45 e-7$ |
| EF IM P3 $\delta=0.3$ | $2.17 e-05$ | $1.09 e-06$ | $6.09 e-08$ |
| EF IM P3 $\delta=0.1$ | $1.37 e-6$ | $7.33 e-8$ | $4.34 e-9$ |
| EF IM P3 $\delta=0$ | $7.64 e-8$ | $3.41 e-9$ | $2.01 e-10$ |

Table 3.4: Errors of implicit peer method of order 3 on problem (3.4.53) with $\lambda=-1$ and perturbed frequency $\tilde{\omega}=(1+\delta) \omega, \omega=50$, Example 1 .

| $\mathbf{N}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| Methods | 160 | 320 | 640 |
| CL EX P3 | $1.09 e-02$ | $9.42 e-04$ | $8.98 e-05$ |
| EF EX P3 $\delta=0.3$ | $2.13 e-03$ | $2.68 e-04$ | $3.30 e-05$ |
| EF EX P3 $\delta=0.1$ | $1.70 e-04$ | $2.11 e-05$ | $2.32 e-06$ |
| EF EX P3 $\delta=0$ | $1.07 e-05$ | $1.26 e-06$ | $1.33 e-07$ |

Table 3.5: Errors of explicit peer method of order 3 [73] on problem (3.4.53) with $\lambda=-1$ and perturbed frequency $\tilde{\omega}=(1+\delta) \omega, \omega=50$, Example 1 .

We now consider $\lambda=-10^{6}$. As in the non stiff case, Table 3.6 shows as the EF peer method produces smaller errors with respect to classic one. We do not report results for explicit methods because for $\lambda=-10^{6}$ they are unstable. Table 3.7 shows the estimated order. In Table 3.8 we report the results obtained in correspondence of "wrong" frequency $\tilde{\omega}=(1+\delta) \omega$, showing a similar behavior as in the nonstiff case.

| $\mathbf{N}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| Methods | 160 | 320 | 640 |
| CL IM P2 | $2.17 e-6$ | $2.16 e-7$ | $2.55 e-8$ |
| EF IM P2 | $6.01 e-8$ | $7.74 e-9$ | $9.73 e-10$ |
| CL IM P3 | $1.79 e-7$ | $2.51 e-8$ | $3.22 e-9$ |
| EF IM P3 | $2.42 e-10$ | $3.48 e-11$ | $4.88 e-12$ |

Table 3.6: Errors of the implicit peer methods on problem (3.4.53) with $\lambda=-10^{6}$, $N$ grid points and $\omega=50$, Example 1 .

| $\mathbf{N}$ | EF IM P2 | EF IM P3 |
| :---: | :---: | :---: |
| $\mathbf{3 2 0}$ | 2.95 | 2.79 |
| $\mathbf{6 4 0}$ | 2.99 | 2.83 |
| $\mathbf{1 2 8 0}$ | 3.00 | 3.13 |

Table 3.7: Estimated order of implicit EF peer methods on problem (3.4.53) with $\lambda=-10^{6}$, $\omega=50$, Example 1.

| N |  |  |  |
| :---: | :---: | :---: | :---: |
| Methods | 160 | 320 | 640 |
| CL IM P3 | $1.79 e-07$ | $2.52 e-08$ | $3.22 e-09$ |
| EF IM P3 $\delta=0.3$ | $8.91 e-06$ | $8.48 e-09$ | $1.19 e-09$ |
| EF IM P3 $\delta=0.1$ | $4.06 e-09$ | $6.02 e-10$ | 8.26e-11 |
| EF IM P3 $\delta=0$ | $2.42 e-10$ | $3.48 e-11$ | $4.88 e-12$ |

Table 3.8: Errors of implicit peer method of order 3 on problem (3.4.53) with $\lambda=-10^{6}$ and perturbed frequency $\tilde{\omega}=(1+\delta) \omega, \omega=50$, Example 1 .

Example 2. Let us consider the system of two equations known as Lambert equations [180]:

$$
\begin{align*}
& y_{1}^{\prime}=-2 y_{1}+y_{2}+2 \sin (\omega t), \quad t \in[0,10] \\
& y_{2}^{\prime}=-(\beta+2) y_{1}+(\beta+1)\left(y_{2}+\sin (\omega t)-\cos (\omega t)\right) \tag{3.4.55}
\end{align*}
$$

with the initial conditions $y_{1}(0)=2$ and $y_{2}(0)=3$.
The exact solutions of this system are $y_{1}(t)=2 \exp (-t)+\sin (\omega t)$ and $y_{2}(t)=2 \exp (-t)+$ $\cos (\omega t)$ and are $\beta$-independent.

We consider the two cases:

- $\beta=-3$ (non stiff case)
- $\beta=-1000$ (stiff case)

Lambert's system has been employed in [157, 180, 301]. In [301], Vanden Berghe et. al used EF Runge-Kutta methods for Lambert's system. In [157], Ixaru et. al proposed EF linear multistep algorithms for this system.
According to the exact solution, we consider EF methods with $\mu=\mathrm{i} \omega, Z=-\omega^{2} h^{2}$. We report in Table 3.9 and 3.10 the errors obtained in correspondence of $\omega=1$ with $\beta=-3$ and $\beta=-1000$, respectively. In both cases, we observe that EF peer methods produce smaller errors with respect to classic ones.

| Methods | $h=0.1$ | $h=0.05$ | $h=0.025$ |
| :---: | :---: | :---: | :---: |
| CL IM P2 | $3.62 e-03$ | $8.97 e-04$ | $2.24 e-04$ |
| EF IM P2 | $1.04 e-05$ | $2.66 e-06$ | $6.65 e-07$ |
| CL IM P3 | $2.43 e-07$ | $1.57 e-08$ | $9.97 e-10$ |
| EF IM P3 | $1.24 e-09$ | $6.95 e-11$ | $9.62 e-12$ |

Table 3.9: Errors of the implicit peer methods on problem (3.4.55) with $\omega=1, \beta=-3$ and stepsize $h$, Example 2.

| Methods | $h=0.1$ | $h=0.05$ | $h=0.025$ |
| :---: | :---: | :---: | :---: |
| CL IM P2 | $3.62 e-03$ | $8.97 e-04$ | $2.24 e-04$ |
| EF IM P2 | $1.04 e-05$ | $2.66 e-06$ | $6.65 e-07$ |
| CL IM P3 | $2.43 e-07$ | $1.57 e-08$ | $9.97 e-10$ |
| EF IM P3 | $1.24 e-09$ | $6.95 e-11$ | $9.62 e-12$ |

Table 3.10: Errors of the implicit peer methods on problem (3.4.55) with $\omega=1, \beta=-1000$ and stepsize $h$, Example 2.

In addition, for $\beta=-1000$, Tables 3.11 and 3.12 provide a comparison between the our obtained results and those reported in Refs.[156, 301]. From these Tables we realize that errors of implicit EF peer methods are smaller with respect to Runge-Kutta and linear multistep methods of the same order.

| Methods | $h=0.1$ | $h=0.05$ | $h=0.025$ |
| :---: | :---: | :---: | :---: |
| CL RK3 | $1.92 e-04$ | $1.68 e-04$ | $1.19 e-05$ |
| EF RK3 | $6.03 e-06$ | $6.66 e-07$ | $8.00 e-08$ |

Table 3.11: Errors of Runge-Kutta methods [301] on problem (3.4.55) with $\omega=1, \beta=-1000$ and stepsize $h$, Example 2.

| Methods | $h=0.1$ | $h=0.05$ | $h=0.025$ |
| :---: | :---: | :---: | :---: |
| CL LMS3 | $2.25 e-03$ | $5.70 e-04$ | $1.43 e-04$ |
| EF LMS3 | $2.41 e-04$ | $2.36 e-05$ | $2.52 e-06$ |

Table 3.12: Errors of the linear multistep methods [157] on problem (3.4.55) with $\omega=1, \beta=$ -1000 and stepsize $h$, Example 2.

### 3.5 Conclusion

In this chapter, implicit EF peer methods have been introduced for the numerical solution of ordinary differential equations exhibiting an oscillatory solution. A general class of implicit EF peer methods was derived by following the six-step procedure presented in [158]. The adopted strategy is based on adapting already existing methods in order to be exact (within round-off error) on trigonometric or hyperbolic functions. In the sixth step procedure, we have computed the expression of the leading term of the local truncation error, which may lead to an estimate of the parameter characterizing the basis functions, as shown in Chapter 5. Numerical experiments have confirmed the effectiveness of the approach.

## Chapter 4

## Exponentially fitted IMEX peer methods for an advection-diffusion problem

Advection-diffusion equations are used to model a wide range of engineering and industrial applications [282], as well as many problems in physics, chemistry, and other areas of science. For example, they are used to model the dispersion of solutes in the liquid flowing through a tube [13], the dispersion of detectors in a porous media [114], the dispersion of groundwater soluble salts [130], the heat transfer in a discharge film [152], the transfer of water in the soil [234], the dispersion of pollutants in shallow lakes [260] and long-term transfer of pollutants into the atmosphere [331].

IMEX methods are widely used strategies for problems characterized by the sum of two terms: a stiff term and a non-stiff one. IMEX methods aim to treat the stiff part by implicit methods so that the stepsize is not constrained by stability requirements and the non-stiff part by explicit methods due to their low cost per step. The literature is rich in contributions in the field of IMEX numerical methods, see [15, 33, 122, 123] for IMEX Runge-Kutta methods, [14, 103, 116, 147, 255] for IMEX linear multistep methods [35, 45, 166, 329] for IMEX general linear methods, [330] for IMEX two-step Runge-Kutta methods and [306] for IMEX Galerkin methods.

In the paper [287], IMEX peer methods based on implicit peer methods for the stiff part [286] and explicit peer methods for the non-stiff part [314] were derived. For more knowledge on the properties of implicit and explicit peer methods, refer to [25, 26, 120, 242, 269, 271] and [314, 315], respectively.

When the solution of advection-diffusion problems has a high oscillatory behavior both in space and in time, classical methods can require a very small stepsize to accurately follow the oscillating behavior of the exact solution because they are based on general-purpose formulas constructed to be exact on polynomials up to a certain
degree (within round off error). As we concentrate on systems with an exact oscillating solution, fitting formulae developed to be accurate on other functions than polynomials can be used more conveniently and the basic functions usually belong to a finite dimensional fitting space, as shown in Chapters 2, 3.

The fitting space is chosen based on the apriori known exact solution information and, as a direct result of that choice, the basic functions typically rely on solution related parameters ( e.g., oscillation frequency for oscillatory problems) . As a consequence, selecting an appropriate fitting space and correctly estimating the unknown parameters are the critical challenges associated with appropriate EF methods [92, 91, 102].

This chapter aims to derive EF IMEX peer methods for the numerical solution of ODEs that exhibit oscillatory solutions. This is achieved by combining the EF implicit peer methods introduced in [80] and explicit peer methods [73]. The derived methods will then be applied to the numerical solution of advection-diffusion problems [59, 189, 203, 316] after a spatial semi-discretization using EF finite differences. The chapter will also present the stability properties of the proposed methods and present numerical experiments to demonstrate their effectiveness.

Section 4.1 of the chapter discusses the concept of s-stage partitioned peer methods and the order conditions associated with them. These methods are based on splitting the ODE into two parts, the stiff and the non-stiff parts, and handling them separately. The implicit EF peer method is used for the stiff part, while the explicit EF peer method is used for the non-stiff part. This results in a more efficient and accurate numerical solution for ODEs with oscillatory solutions. In Section 4.3, the chapter focuses on applying these methods to advection-diffusion problems. Advection-diffusion problems are a class of problems that arise in various fields of science and engineering, including fluid dynamics and heat transfer. The chapter discusses the use of IMEX EF peer methods in space and time for the numerical solution of advection-diffusion problems after a spatial semi-discretization using EF finite differences. In Section 4.4, the stability properties of the proposed methods are analyzed and discussed in detail. This is an essential aspect of numerical methods, as stability ensures that the numerical solution remains consistent and accurate over time. Finally, in Section 4.5, the results of numerical experiments are presented and discussed, demonstrating the proposed methods' effectiveness and efficiency. The chapter concludes in Section 4.6 with a summary of the results and conclusions.

### 4.1 EF IMEX peer methods for ODEs

In many engineering and science problems, the right side is naturally split into two parts, one non-stiff and one stiff. For such systems IMEX methods involves implicit methods for the stiff part and explicit methods for the non-stiff part [15, 14, 306].

It is possible to write such systems in the following form:

$$
\begin{equation*}
y^{\prime}(t)=f(t, y(t))+g(t, y(t)), \quad y\left(t_{0}\right)=y_{0} \in \mathcal{R}^{d}, \quad t \in\left[t_{0}, T\right] \tag{4.1.1}
\end{equation*}
$$

where $f, g: \mathcal{R} \times \mathcal{R}^{d} \rightarrow \mathcal{R}^{d}$ are sufficiently smooth to ensure the solution exists and is unique. In addition, $f(t, y(t))$ depicts the stiff diffusion term and $g(t, y(t))$ specifies the non-stiff advection term.

### 4.1.1 Partitioned peer methods

System (4.1.1) can be transformed into a partitioned system of the form [287]:

$$
\begin{equation*}
z^{\prime}=\binom{u^{\prime}}{v^{\prime}}=\binom{\tilde{f}(t, u, v)}{\tilde{g}(t, u, v)} \tag{4.1.2}
\end{equation*}
$$

by setting $y=u+v, u^{\prime}=\tilde{f}(t, u, v)=f(t, u+v), v^{\prime}=\tilde{g}(t, u, v)=g(t, u+v)$ and $z=\binom{u}{v}$.
Here $u^{\prime}=f$ is the stiff part and will be treated by implicit peer methods and $v^{\prime}=g$ shows the non-stiff part and will be treated by explicit peer methods.

We assume that for each stepsize $h>0$ there exists a starting procedure for approximating the solution at the grid points the internal $t_{0, i}=t_{0}+c_{i} h, i=1, \ldots, s$. The following expression is used for a $s$-stage two step partitioned peer method with fixed step-size $h$ :

$$
\begin{align*}
& U_{n i}=\sum_{j=1}^{s} b_{i j} U_{n-1, j}+h \sum_{j=1}^{s} a_{i j} \tilde{f}\left(t_{n-1, j}, U_{n-1, j}, V_{n-1, j}\right) \\
& +h \sum_{j=1}^{i} r_{i j} \tilde{f}\left(t_{n j}, U_{n j}, V_{n j}\right),  \tag{4.1.3}\\
& V_{n i}=\sum_{j=1}^{s} \hat{b}_{i j} V_{n-1, j}+h \sum_{j=1}^{s} \hat{a}_{i j} \tilde{g}\left(t_{n-1, j}, U_{n-1, j}, V_{n-1, j}\right) \\
& +h \sum_{j=1}^{i-1} \hat{r}_{i j} \tilde{g}\left(t_{n j}, U_{n j}, V_{n j}\right),
\end{align*}
$$

where

$$
U_{n i} \approx u\left(t_{n i}\right), \quad V_{n i} \approx v\left(t_{n i}\right), \quad t_{n i}=t_{n}+c_{i} h, \quad i=1, \ldots, s
$$

No extraordinary numerical solution is determined with distinct features: for peer methods $c_{s}=1$ and select the other nodes such that $c_{i}<1$ for $i=1, \ldots, s-1$.

We define the vectors and matrices

$$
\begin{aligned}
& U_{n}=\left[U_{n i}\right]_{i=1}^{s}, F\left(U_{n}, V_{n}\right)=\left[\tilde{f}\left(t_{n i}, U_{n i}, V_{n i}\right)\right]_{i=1}^{s}, A=\left[a_{i j}\right]_{i, j=1}^{s}, \\
& B=\left[b_{i j}\right]_{i, j=1}^{s}, R=\left[r_{i j}\right]_{i, j=1}^{s}, \\
& V_{n}=\left[V_{n i}\right]_{i=1}^{s}, G\left(U_{n}, V_{n}\right)=\left[\tilde{g}\left(t_{n i}, U_{n i}, V_{n i}\right)\right]_{i=1}^{s}, \hat{A}=\left[\hat{a}_{i j}\right]_{i, j=1}^{s}, \\
& \hat{B}=\left[\hat{b}_{i j}\right]_{i, j=1}^{s}, \hat{R}=\left[\hat{r}_{i j}\right]_{i, j=1}^{s},
\end{aligned}
$$

where $A, \hat{A}, B$ and $\hat{B}$ are full matrices, $R$ is a lower triangular matrix and $\hat{R}$ is a strictly lower triangular matrix. Method (4.1.3) can be then written in the compact form

$$
\begin{align*}
& U_{n}=\left(B \otimes \mathbb{I}_{d}\right) U_{n-1}+h\left(A \otimes \mathbb{I}_{d}\right) F\left(U_{n-1}, V_{n-1}\right)+h\left(R \otimes \mathbb{I}_{d}\right) F\left(U_{n}, V_{n}\right), \\
& V_{n}=\left(\hat{B} \otimes \mathbb{I}_{d}\right) V_{n-1}+h\left(\hat{A} \otimes \mathbb{I}_{d}\right) G\left(U_{n-1}, V_{n-1}\right)+h\left(\hat{R} \otimes \mathbb{I}_{d}\right) G\left(U_{n}, V_{n}\right), \tag{4.1.4}
\end{align*}
$$

where $\mathbb{I}_{d}$ is the identity matrix of dimension $d$. The coefficient matrices $A, B, R, \hat{A}$, $\hat{B}$ and $\hat{R}$ are determined to achieve high order (uniform for all components $U_{n}$ and $V_{n}$ ) together with good stability properties.

We recall that the method (4.1.4) has consistency order $p$ if $\Delta_{n}=\binom{\mathcal{O}\left(h^{p+1}\right)}{\mathcal{O}\left(h^{p+1}\right)}$, where $\Delta_{n}$ denotes the residuals of the stiff and of the non-stiff part which are obtained by inserting the exact solutions in the numerical method (4.1.4). The following Theorem summarizes the order conditions.

Theorem 15. [287] If the coefficients of the partitioned peer method (4.1.4) satisfy the conditions

$$
\mathrm{AB}_{\mathrm{i}}(m)=\mathrm{AB}_{\mathrm{i}}(m)=0, \quad m=0, \ldots, p, i=1, \ldots, s
$$

with

$$
\begin{align*}
& \mathrm{AB}_{\mathrm{i}}(m)=c_{i}^{m}-\sum_{j=1}^{s} b_{i j}\left(c_{j}-1\right)^{m}-m \sum_{j=1}^{s} a_{i j}\left(c_{j}-1\right)^{m-1}-m \sum_{j=1}^{i} r_{i j} c_{j}^{m-1},  \tag{4.1.5}\\
& \mathrm{AB}_{\mathrm{i}}(m)=c_{i}^{m}-\sum_{j=1}^{s} \hat{b}_{i j}\left(c_{j}-1\right)^{m}-m \sum_{j=1}^{s} \hat{a}_{i j}\left(c_{j}-1\right)^{m-1}-m \sum_{j=1}^{i-1} \hat{r}_{i j} c_{j}^{m-1}, \tag{4.1.6}
\end{align*}
$$

then the s-stage partitioned peer method (4.1.4) has order of consistency $p$.
Corollary 4.1.1. The partitioned peer method (4.1.4) has order $p \geqslant s$ if

$$
\begin{align*}
B \mathbf{1} & =\hat{B} \mathbf{1}=\mathbf{1}  \tag{4.1.7a}\\
A V_{1} D & =C V_{0}-B\left(C-\mathbb{I}_{s}\right) V_{1}-R V_{0} D  \tag{4.1.7b}\\
\hat{A} V_{1} D & =C V_{0}-\hat{B}\left(C-\mathbb{I}_{s}\right) V_{1}-\hat{R} V_{0} D \tag{4.1.7c}
\end{align*}
$$

where $\mathbf{1}=[1,1, \ldots, 1]^{T}, C=\operatorname{diag}\left(c_{1}, \ldots, c_{s}\right), D=\operatorname{diag}(1, \ldots, s)$ and

$$
V_{0}=\left[\begin{array}{cccc}
1 & c_{1} & \ldots & c_{1}^{s-1}  \tag{4.1.8}\\
\vdots & \vdots & \vdots & \vdots \\
1 & c_{s} & \ldots & c_{s}^{s-1}
\end{array}\right], \quad V_{1}=\left[\begin{array}{cccc}
1 & \left(c_{1}-1\right) & \ldots & \left(c_{1}-1\right)^{s-1} \\
\vdots & \vdots & \vdots & \vdots \\
1 & \left(c_{s}-1\right) & \ldots & \left(c_{s}-1\right)^{s-1}
\end{array}\right]
$$

### 4.1.2 EF IMEX peer methods

In order to construct EF IMEX peer methods let us to introduce the linear difference operators

$$
\begin{align*}
& \mathcal{L}_{i}[h, \mathbf{w}] u(t) \\
& =u\left(t+c_{i} h\right)-\sum_{j=1}^{s} b_{i j} u\left(t+\left(c_{j}-1\right) h\right)-h \sum_{j=1}^{s} a_{i j} u^{\prime}\left(t+\left(c_{j}-1\right) h\right)  \tag{4.1.9}\\
& -h \sum_{j=1}^{i} r_{i j} u^{\prime}\left(t+c_{j} h\right), \quad i=1, \ldots, s, \\
& \mathcal{L}_{i}[h, \hat{\mathbf{w}}] v(t) \\
& =v\left(t+c_{i} h\right)-\sum_{j=1}^{s} \hat{b}_{i j} v\left(t+\left(c_{j}-1\right) h\right)-h \sum_{j=1}^{s} \hat{a}_{i j} v^{\prime}\left(t+\left(c_{j}-1\right) h\right)  \tag{4.1.10}\\
& -h \sum_{j=1}^{i-1} \hat{r}_{i j} v^{\prime}\left(t+c_{j} h\right), \quad i=1, \ldots, s,
\end{align*}
$$

where the vectors $\mathbf{w}$ and $\hat{\mathbf{w}}$ contain all the coefficients of the method (4.1.4) and the $u$ and $v$ functions belong to the fitting space as follows:

$$
\begin{equation*}
\mathcal{F}=\left\{1, t, t^{2}, \ldots, t^{K}, e^{ \pm \mu t}, t e^{ \pm \mu t}, t^{2} e^{ \pm \mu t}, \ldots, t^{P} e^{ \pm \mu t}\right\} \tag{4.1.11}
\end{equation*}
$$

with $\mu=i \omega$, where $\omega \in \mathbb{R}$ is problem's oscillating frequency. The constants $K$ and $P$ are related by $K+1=s-1-2 P$, and we will consider the choices for classical (CL) and EF peer methods summarized in Table 4.1.
By using the linear difference operators (4.1.9)-(4.1.10), the six-step algorithm pre-
Table 4.1: Choices for $K$ and $P$ in the fitting space (4.1.11)

| Method | $K$ | $P$ |
| :--- | :---: | :---: |
| CL peer | $s$ | -1 |
| EF peer, with $s$ even | 0 | $\frac{s}{2}-1$ |
| EF peer, with $s$ odd | -1 | $\frac{s-1}{2}$ |

sented in [158] and by following the idea introduced in [73, 80] for the construction of EF peer method, order conditions for the coefficient matrices $A, \hat{A}, B, \hat{B}, R$ and $\hat{R}$ of partitioned EF peer methods of the form (4.1.4) are derived, as summarized in the following theorem.

This theorem makes use of the $\eta$-functions introduced in [72, 158] and recalled in the Section 2.2.1 of Chapter 2. Moreover, for a vector $v$ of dimension $s$, we define

$$
\begin{equation*}
\theta_{\sigma, v}=\left[\eta_{\sigma}\left(v_{1}^{2} Z\right), \ldots, \eta_{\sigma}\left(v_{s}^{2} Z\right)\right] . \tag{4.1.12}
\end{equation*}
$$

Theorem 16. For any fixed matrices $\bar{B}$, $\hat{\bar{B}}$, lower triangular $R$ and strictly lower triangular $\hat{R} \in \mathbb{R}^{s \times s}$ such that $\bar{B} \mathbf{1}=\hat{\bar{B}} \mathbf{1}=\mathbf{1}$, the peer method (4.1.4) has order $p=s$ and is adapted to the fitting space (4.1.11) with $K$ and $P$ given in Table 4.1, if the coefficient matrices $A, \hat{A}$ and $B, \hat{B}$ are calculated as

$$
\begin{align*}
& A=\left(E_{1}-\bar{B} E_{2}-R E_{4}\right) E_{3}^{-1},  \tag{4.1.13a}\\
& B=\bar{B}+\mathcal{H}_{1}-Z A \mathcal{H}_{2}-Z R \mathcal{H}_{3},  \tag{4.1.13b}\\
& \hat{A}=\left(E_{1}-\hat{\bar{B}} E_{2}-\hat{R} E_{4}\right) E_{3}^{-1},  \tag{4.1.14a}\\
& \hat{B}=\hat{\bar{B}}+\hat{\mathcal{H}}_{1}-Z \hat{A} \mathcal{H}_{2}-Z \hat{R} \mathcal{H}_{3}, \tag{4.1.14b}
\end{align*}
$$

where $Z=\mu^{2} h^{2}$ the matrices $E_{i}, i=1,2,3,4$ are listed in Table 4.2 and the matrices $\mathcal{H}_{j}, j=1,2,3$ and $\hat{\mathcal{H}}_{1}$ are listed in Table 4.3. In Tables 4.2-4.3, the matrices $V_{0}, V_{1}, C$ and $D$ are defined in Corollary 4.1.1, the vector $\theta_{\sigma, v}$ is defined in (4.1.12), matrices $D_{k}$, $k=1,2,3,4$ are reported in Table 4.4 and the matrices $F_{k}, k=1,2,3,4$ are obtaind by deleting the first column from the corresponding matrix $D_{k}$.

Table 4.2: Matrices $E_{i}$ in order conditions (4.1.13a)-(4.1.14b).

| Method | $E_{1}$ | $E_{2}$ | $E_{3}$ | $E_{4}$ |
| :--- | :---: | :---: | :---: | :---: |
| CL peer | $C V_{0}$ | $\left(C-\mathbb{I}_{s}\right) V_{1}$ | $V_{1} D$ | $V_{0} D$ |
| EF peer, with $s$ even | $D_{1}$ | $D_{2}$ | $D_{3}$ | $D_{4}$ |
| EF peer, with $s$ odd | $F_{1}$ | $F_{2}$ | $F_{3}$ | $F_{4}$ |

Now, in order to derive EF IMEX peer methods, we determine the coefficients $A=A(Z), B=B(Z), R=R(Z), \hat{A}=\hat{A}(Z), \hat{B}=\hat{B}(Z)$ and $\hat{R}=\hat{R}(Z)$ by satisfying the order conditions of the Theorem 16. In the following, by using the idea of Soleimani et. al in [287], we describe the derivation of EF IMEX peer method.
Consider the system of ODEs (4.1.1). Using the framework presented in [15, 14, 306], system (4.1.1) can be converted into a system partitioned by components as follows:

$$
\begin{align*}
& y=u+v, \\
& u^{\prime}=\tilde{f}(u, v)=f(u+v),  \tag{4.1.15}\\
& v^{\prime}=\tilde{g}(u, v)=g(u+v) .
\end{align*}
$$

Table 4.3: Matrices $\mathcal{H}_{j}$ in order conditions (4.1.13a)-(4.1.14b).

| Method | $\mathcal{H}_{1}$ | $\hat{\mathcal{H}}_{1}$ | $\mathcal{H}_{2}$ | $\mathcal{H}_{3}$ |
| :--- | :---: | :---: | :---: | :---: |
| CL peer | 0 | 0 | 0 | 0 |
| EF peer, $s$ even | 0 | 0 | 0 | 0 |
| EF peer, $s$ odd | $\left(0 \mid \theta_{-1, c}-\bar{B} \theta_{-1, c-1}\right)$ | $\left(0 \mid \theta_{-1, c}-\hat{B} \theta_{-1, c-1}\right)$ | $\left(\mathbf{0} \mid\left(C-\mathbb{I}_{s}\right) \theta_{0, c-1}\right)$ | $\left(0 \mid C \theta_{0, c}\right)$ |

Table 4.4: Elements of the matrices $D_{k}=D_{k}(c, Z), k=1,2,3,4$, for $i=1,, s$ and $j=1, \ldots, s$ if $s$ is even while $j=1, \ldots, s+1$ if $s$ is odd.

| Matrix | $j$ odd, $k_{j}=\frac{j-1}{2}$ | $j$ even, $k_{j}=\frac{j-2}{2}$ |
| :--- | :---: | :--- |
| $\left(D_{1}\right)_{i, j}$ | $\frac{1}{2^{k_{j}}} c_{i}^{2 k_{j}} \eta_{k_{j}-1}\left(c_{i}^{2} Z\right)$ | $\frac{1}{2^{k_{j}}} c_{i}^{2 k_{j}+1} \eta_{k_{j}}\left(c_{i}^{2} Z\right)$ |
| $\left(D_{2}\right)_{i, j}$ | $\frac{1}{2^{k_{j}}} \hat{c}_{i}^{2 k_{j}} \eta_{k_{j}-1}\left(\hat{c}_{i}^{2} Z\right)$ | $\frac{1}{2^{k_{j}}} \hat{c}_{i}^{2 k_{j}+1} \eta_{k_{j}}\left(\hat{c}_{i}^{2} Z\right)$ |
| $\left(D_{3}\right)_{i, j}$ | $\frac{k_{j}}{2^{k_{j}-1}} \hat{c}_{i}^{2 k_{j}-1} \eta_{k_{j}-1}\left(\hat{c}_{i}^{2} Z\right)+\frac{1}{2^{k_{j}}} \hat{c}_{i}^{2 k_{j}+1} Z \eta_{k_{j}}\left(\hat{c}_{i}^{2} Z\right)$ | $\frac{1}{2^{k_{j}}} \hat{c}_{i}^{2 k_{j}} \eta_{k_{j}-1}\left(\hat{c}_{i}^{2} Z\right)$ |
| $\left(D_{4}\right)_{i, j}$ | $\frac{k_{j}}{2^{k_{j}-1}} c_{i}^{2 k_{j}-1} \eta_{k_{j}-1}\left(c_{i}^{2} Z\right)+\frac{1}{2^{k_{j}}} c_{i}^{2 k_{j}+1} Z \eta_{k_{j}}\left(c_{i}^{2} Z\right)$ | $\frac{1}{2^{k_{j}}} c_{i}^{2 k_{j}} \eta_{k_{j}-1}\left(c_{i}^{2} Z\right)$ |

In order to define an EF IMEX peer methods, we refer to Theorem 16 and choose an even number $s$ of stages. Then, by fixing $\bar{B}=\hat{\bar{B}}$, according to Table 4.3, we have $B(Z)=\hat{B}(Z)=\bar{B}$ and the method (4.1.4) assumes the form:

$$
\begin{align*}
& U_{n}=\left(\bar{B} \otimes \mathbb{I}_{d}\right) U_{n-1}+h\left(A(Z) \otimes \mathbb{I}_{d}\right) F\left(U_{n-1}+V_{n-1}\right)+h\left(R(Z) \otimes \mathbb{I}_{d}\right) F\left(U_{n}+V_{n}\right), \\
& V_{n}=\left(\bar{B} \otimes \mathbb{I}_{d}\right) V_{n-1}+h\left(\hat{A}(Z) \otimes \mathbb{I}_{d}\right) G\left(U_{n-1}+V_{n-1}\right)+h\left(\hat{R}(Z) \otimes \mathbb{I}_{d}\right) G\left(U_{n}+V_{n}\right) . \tag{4.1.16}
\end{align*}
$$

Adding the equations (4.1.16), by (4.1.15), it follows:

$$
\begin{align*}
& Y_{n}=\left(\bar{B} \otimes \mathbb{I}_{d}\right) Y_{n-1}+h\left(A(Z) \otimes \mathbb{I}_{d}\right) F\left(Y_{n-1}\right)+h\left(R(Z) \otimes \mathbb{I}_{d}\right) F\left(Y_{n}\right) \\
& +h\left(\hat{A}(Z) \otimes \mathbb{I}_{d}\right) G\left(Y_{n-1}\right)+h\left(\hat{R}(Z) \otimes \mathbb{I}_{d}\right) G\left(Y_{n}\right) \tag{4.1.17}
\end{align*}
$$

Method (4.1.17) is called EF IMEX peer method. We observe that $\bar{B}, A(Z)$ and $R(Z)$ are cofficients of an implicit EF peer method of order $s$ while $\bar{B}, \hat{A}(Z)$ and $\hat{R}(Z)$ are cofficients of an explicit EF peer method of order $s$. The order conditions follow directly from Theorem 16. Moreover, when $Z \longrightarrow 0$, (4.1.17) tends to CL IMEX peer methods [287].

### 4.2 An Advection-Diffusion model

Dynamic interactions between aquifers and the sea in coastal regions can be modeled by the Boussinesq equation, which can be written in the following form [203, 316]

$$
\frac{\partial \phi}{\partial t}=\frac{K}{S}\left(\phi \frac{\partial^{2} \phi}{\partial x^{2}}+\left(\frac{\partial \phi}{\partial x}\right)^{2}-\vartheta \frac{\partial \phi}{\partial x}\right),
$$

where $S$ is the drainable porosity, $K$ is the hydraulic conductivity and $\vartheta$ is impermeable base slope. If $\phi=\phi(X, t)$ shows a slight deviation from the depth of weight, by setting $\gamma=\frac{T}{S}, \nu=K \frac{\vartheta}{S}$, where $T=K \phi$ is referred to as transmissivity in groundwater hydrology, the model can be written as:

$$
\frac{\partial \phi}{\partial t}=\left(\gamma \frac{\partial^{2} \phi}{\partial x^{2}}-\nu \frac{\partial \phi}{\partial x}\right)
$$

where $(x, t) \in[0,+\infty) \times[0,+\infty)$ and equipping it with the following initial and boundary conditions

$$
\phi(x, 0)=\phi_{0}(x), \quad \phi(0, t)=\phi(X(t), t)=f(t)
$$

where $X(t)=\cot (\gamma) f(t)$ is the moving boundary depending on time of the parametric formulation [292].
Therefore we consider the linear advection-diffusion problem

$$
\begin{array}{lc}
\phi_{t}(x, t)=\gamma \phi_{x x}(x, t)-\nu \phi_{x}(x, t), & (x, t) \in(0, X) \times(0, T) \\
\phi(x, 0)=\phi_{0}(x), & x \in[0, X],  \tag{4.2.18}\\
\phi(0, t)=\phi(X, t)=f(t), & t \in[0, T] .
\end{array}
$$

with an arbitrary periodic boundary condition

$$
\begin{equation*}
f(t)=\exp (i \omega t) \tag{4.2.19}
\end{equation*}
$$

Logan and Zlotnik have shown in [189], that the problem described by (4.2.18)-(4.2.19) exhibits a solution of the form

$$
\begin{equation*}
\phi(x, t)=\exp (\alpha x+i(\beta x+\omega t))=\exp ((\alpha+i \beta) x) \cdot \exp (i \omega t) \tag{4.2.20}
\end{equation*}
$$

where $i$ is the imaginary unit and

$$
\begin{equation*}
\alpha=\frac{\nu}{2 \gamma}-\mu, \quad \beta=-\rho, \tag{4.2.21}
\end{equation*}
$$

with

$$
\mu=\frac{1}{2 \gamma} \sqrt{2 \gamma \sqrt{\omega^{2}+\frac{\nu^{4}}{16 \gamma^{2}}}+\frac{\nu^{2}}{2 \gamma}}, \quad \rho=\frac{1}{2 \gamma} \sqrt{2 \gamma \sqrt{\omega^{2}+\frac{\nu^{4}}{16 \gamma^{2}}}-\frac{\nu^{2}}{2 \gamma}}
$$

### 4.3 EF IMEX peer methods for Boussinesq equation

In this section we construct EF IMEX peer methods for problem (4.2.18)-(4.2.19), whose solution, by (4.2.20), oscillates both in space and in time. Following the method of lines [151, 263, 264], we spatially discretize the domain D in

$$
D_{\Delta x}=\left\{\left(x_{n}, t\right): x_{n}=n \Delta x, n=0, \ldots, N-1, \Delta x=\frac{X}{N-1}\right\},
$$

where $\Delta x$ is the spatial integration step. The resulting semi-discrete system (4.2.18) assumes the form

$$
\begin{align*}
& \phi_{0}^{\prime}(t)=f^{\prime}(t), \\
& \phi_{n}^{\prime}(t)=\gamma \theta_{2, n}-\nu \theta_{1, n}, \quad 1 \leqslant n \leqslant N-2, \\
& \phi_{N-1}^{\prime}(t)=f^{\prime}(t),  \tag{4.3.22}\\
& \phi_{n}(0)=\phi_{0}\left(x_{n}\right),
\end{align*} \quad 0 \leqslant n \leqslant N-1 . \quad .
$$

where $\phi_{n}(t) \simeq \phi\left(x_{n}, t\right)$, while $\theta_{1, n}$ and $\theta_{2, n}$ are finite differences approximating the first and second spatial derivatives in (4.2.18), respectively:

$$
\begin{equation*}
\theta_{1, n}=\frac{b_{0} \phi\left(x_{n-1}, t\right)+b_{1} \phi\left(x_{n}, t\right)}{\Delta x}, \quad \theta_{2, n}=\frac{a_{0} \phi\left(x_{n-1}, t\right)+a_{1} \phi\left(x_{n}, t\right)+a_{2} \phi\left(x_{n+1}, t\right)}{\Delta x^{2}} \tag{4.3.23}
\end{equation*}
$$

The coefficients $a_{0}, a_{1}, a_{2}, b_{0}$ and $b_{1}$ will be derived by the EF proccedure [100, 99] by considering the following fitting spaces $\mathcal{G}$ and $\mathcal{F}$ for the first and second spatial derivatives, respectively.

$$
\begin{align*}
\mathcal{G} & =\{1, \exp (\zeta x)\}  \tag{4.3.24}\\
\mathcal{F} & =\{1, \exp (\zeta x), \operatorname{xexp}(\zeta x)\}
\end{align*}
$$

where $\zeta=\alpha+i \beta \in \mathbb{C}, z=\zeta \Delta x$.
The choice of fitting spaces (4.3.24) is motivated by (4.2.20).

### 4.3.1 Discretization of the diffusion terms

Using the fitting space $\mathcal{F}$ for the second order spatial derivative, we provide the approximation $\theta_{2, n}$ and evaluate $a_{0}, a_{1}$ and $a_{2}$. In summary, we have:

$$
\begin{equation*}
\phi_{x x}\left(x_{n}, t\right) \simeq \theta_{2, n}=\frac{a_{0} \phi\left(x_{n-1}, t\right)+a_{1} \phi\left(x_{n}, t\right)+a_{2} \phi\left(x_{n+1}, t\right)}{\Delta x^{2}} . \tag{4.3.25}
\end{equation*}
$$

For computation of coefficients $a_{0}, a_{1}$ and $a_{2}$, we consider the following linear difference operator

$$
\begin{equation*}
\mathcal{L}[\Delta x] \phi(x, t)=\phi_{x x}(x, t)-\frac{a_{0} \phi(x-\Delta x, t)+a_{1} \phi(x, t)+a_{2} \phi(x+\Delta x, t)}{\Delta x^{2}} . \tag{4.3.26}
\end{equation*}
$$

Enforcing the exactness of (4.3.25) on functions of the fitting space $\mathcal{F}$ in (4.3.24) is equivalent to annihilating the linear difference operator (4.3.26) on such functions. According to [158], it is enough to annihilate them for $x=0$ :

$$
\begin{align*}
& \mathcal{L}[\Delta x] 1_{\mid x=0}=a_{0}+a_{1}+a_{2}=0, \\
& \mathcal{L}[\Delta x] \exp (\zeta x)_{\mid x=0}=z^{2}-a_{0} \exp (-z)-a_{1}-a_{2} \exp (z)=0,  \tag{4.3.27}\\
& \mathcal{L}[\Delta x] x \exp (\zeta x)_{\mid x=0}=2 z+a_{0} \exp (-z)-a_{2} \exp (z)=0 .
\end{align*}
$$

Then, the coefficients are

$$
\begin{align*}
& a_{0}=-\frac{z \exp (z)(2-2 \exp (z)+z \exp (z))}{(\exp (z)-1)^{2}}, a_{1}=\frac{z(2-2 \exp (2 z)+z+z \exp (2 z))}{(\exp (z)-1)^{2}}  \tag{4.3.28}\\
& a_{2}=-\frac{z(2-2 \exp (z)+z)}{(\exp (z)-1)^{2}}
\end{align*}
$$

These coefficients are functions of $z$, where $z=\zeta \Delta x=(\alpha+i \beta) \Delta x$.
Generally, $z \neq 0$ since $\Delta x$ and $\zeta$ are non-zero. Moreover, as $z$ tends to 0 , the coefficients tend to the classic finite difference values:

$$
\begin{equation*}
a_{0}=a_{2}=1, a_{1}=-2 . \tag{4.3.29}
\end{equation*}
$$

Also EF finite differences preserve the accuracy of classical finite differences, which is equal to 2 .

### 4.3.2 Discretization of the advection terms

Now we discretize the advection term by using the fitting space $\mathcal{G}$ for the first order spatial derivative, we approximate $\theta_{1, n}$ and compute the $b_{0}$ and $b_{1}$. In this case, we have:

$$
\begin{equation*}
\phi_{x}\left(x_{n}, t\right) \simeq \theta_{1, n}=\frac{b_{0} \phi\left(x_{n-1}, t\right)+b_{1} \phi\left(x_{n}, t\right)}{\Delta x} \tag{4.3.30}
\end{equation*}
$$

We use the following linear difference operator for computation of coefficients $b_{0}$ and $b_{1}$,

$$
\begin{equation*}
\mathcal{M}[\Delta x] \phi(x, t)=\phi_{x}(x, t)-\frac{b_{0} \phi(x-\Delta x, t)+b_{1} \phi(x, t)}{\Delta x} . \tag{4.3.31}
\end{equation*}
$$

By imposing the exactness of (4.3.30) on functions of the fitting space $\mathcal{G}$ (4.3.24), i.e. by annihilating the linear difference operator (4.3.31) on such functions, we obtain

$$
\begin{align*}
& \mathcal{M}[\Delta x] 1_{\mid x=0}=b_{0}+b_{1}=0  \tag{4.3.32}\\
& \mathcal{M}[\Delta x] \exp (\zeta x)_{\mid x=0}=z-b_{0} \exp (-z)-b_{1}=0
\end{align*}
$$

Then, the coefficients are

$$
\begin{equation*}
b_{0}=\frac{z}{(\exp (-z)-1)}, b_{1}=-\frac{z}{(\exp (-z)-1)} \tag{4.3.33}
\end{equation*}
$$

These coefficients are functions of $z$, where $z=\zeta \Delta x=(\alpha+i \beta) \Delta x$.
Also in this case, the obtaining coefficients, when $z$ tends to 0 , follow the classic finite difference values

$$
\begin{equation*}
b_{0}=-1, \quad b_{1}=1 \tag{4.3.34}
\end{equation*}
$$

Also EF finite differences preserve the accuracy of classical finite differences, which is equal to 1 .

### 4.3.3 The EF IMEX peer methods

Now, we concentrate on time integration of the spatially semidiscretized system (4.3.22), which assumes the compact form

$$
\begin{equation*}
\boldsymbol{\phi}^{\prime}(t)=\mathcal{A}(z) \boldsymbol{\phi}(t)+\mathcal{B}(z) \boldsymbol{\phi}(t)+g(z, t) \tag{4.3.35}
\end{equation*}
$$

where

- $x_{n}=n \Delta x, n=0, \ldots, N-1, x_{0}=0, x_{N-1}=X$,
- $z=(\alpha+i \beta) \Delta x$,
- $\phi(t)=\left[\phi\left(x_{n}, t\right)\right]_{n=1}^{d}, d=N-2$,
- $\mathcal{A}(z)=\frac{\gamma}{\Delta x^{2}} \operatorname{diag}\left(a_{0}, a_{1}, a_{2}\right), \mathcal{B}(z)=-\frac{\nu}{\Delta x} \operatorname{diag}\left(b_{0}, b_{1}, 0\right)$, tridiagonal matrices of dimension $d$,

$$
\begin{aligned}
& \text { - } g(z, t)=\left(\frac{\gamma a_{0}}{\Delta x^{2}}-\frac{\nu b_{0}}{\Delta x}\right) f(t) \mathbf{e}_{\mathbf{1}}+\frac{\gamma a_{2}}{\Delta x^{2}} f(t) \mathbf{e}_{\mathbf{d}}, \text { with } \mathbf{e}_{\mathbf{1}}=(1,0, \ldots, 0)^{T} \in \mathbb{R}^{d} \text { and } \\
& \mathbf{e}_{\mathbf{d}}=(0, \ldots, 0,1)^{T} \in \mathbb{R}^{d} .
\end{aligned}
$$

The vector field of the system of ODEs (4.3.35) derives from processes of the advection and diffusion. The first summand is diffusion term that is typically stiff and depends on matrix $\mathcal{A}(z)$, and implicit methods have to be used. The part depending on matrix $\mathcal{B}(z)$, advection term, is non-stiff and can be treated by explicit methods [14, 148]. Indeed, IMEX methods, which implicitly integrate only the stiff constituents and explicitly integrate the others, can achieve benefits in stability and efficiency [14, 33, 34, 148].

We consider the fully discretized domain

$$
D_{\Delta x, \Delta t}=\left\{\left(x_{n}, t_{j}\right): x_{n}=n \Delta x, t_{j}=j \Delta t, n=0, \ldots, N-1, j=0, \ldots, M-1\right\}
$$

being $\Delta x=\frac{X}{N-1}, \Delta t=\frac{T}{M-1}$. As the exact solution of the problem (4.2.18)-(4.2.19) has the form (4.2.20), we consider the time discretization by the adapted $s$-stage EF

IMEX peer method (4.1.17) with $h=\Delta t$ and $Z=\mu^{2}(\Delta t)^{2}=-\omega^{2}(\Delta t)^{2}$. Therefore, by applying to (4.3.35) the adapted s-stage EF IMEX peer method (4.1.17), we have:

$$
\begin{align*}
& \Phi_{j+1}=\left(\bar{B} \otimes \mathbb{I}_{d}\right) \Phi_{j}+\Delta t\left(A(Z) \otimes \mathbb{I}_{d}\right) F\left(\Phi_{j}\right)+\Delta t\left(R(Z) \otimes \mathbb{I}_{d}\right) F\left(\Phi_{j+1}\right) \\
& +\Delta t\left(\hat{A}(Z) \otimes \mathbb{I}_{d}\right) G\left(\Phi_{j}\right)+\Delta t\left(\hat{R}(Z) \otimes \mathbb{I}_{d}\right) G\left(\Phi_{j+1}\right) \tag{4.3.36}
\end{align*}
$$

where

$$
\begin{align*}
& F\left(\Phi_{j}\right)=\left(\mathbb{I}_{s} \otimes \mathcal{A}(z)\right) \Phi_{j}  \tag{4.3.37}\\
& G\left(\Phi_{j}\right)=\left(\mathbb{I}_{s} \otimes \mathcal{B}(z)\right) \Phi_{j}+g\left(z, t_{j}+c \Delta t\right),
\end{align*}
$$

where $c=\left(c_{1}, \ldots, c_{s}\right)^{T}$ and

$$
\Phi_{j} \simeq\left(\begin{array}{cc}
\phi\left(x_{1}, t_{j}+c \Delta t\right) \\
\vdots & \vdots \\
\phi\left(x_{N-2}, t_{j}+c \Delta t\right)
\end{array}\right) \quad \vdots \quad R^{s d}, d=N-2
$$

with

$$
\phi\left(x_{n}, t_{j}+c \Delta t\right)=\left[\phi\left(x_{n}, t_{j}+c_{1} \Delta t\right), \ldots, \phi\left(x_{n}, t_{j}+c_{s} \Delta t\right)\right]^{T} \in R^{s}, n=1, \ldots, N-2
$$

Remark 2. Observe that fully implicit peer methods derived in [80], applied to system (4.3.35) assume the form (4.3.36) with $\hat{A}(Z)=A(Z)$ and $\hat{R}(Z)=R(Z)$.

### 4.4 Stability analysis

We now analyze the stability properties of the proposed numerical method. According to the framework of [285], our goal is to verify stability by controlling the propagation of the error caused by an incoming perturbation. The solution of (4.3.36) $\Phi_{j}, j=$ $0, \ldots, M-1$ is then perturbed, as follows:

$$
\tilde{\Phi}_{j}=\Phi_{j}+\delta^{j}
$$

and we analyze the behavior of the error

$$
\begin{equation*}
E_{j}=\Phi_{j}-\tilde{\Phi}_{j} \tag{4.4.38}
\end{equation*}
$$

We have the following stability theorem.
Theorem 17. For the EF IMEX peer methods (4.3.36) applied to the semidiscrete problem (4.1.17), we obtain the following stability inequality

$$
\left\|E_{j+1}\right\|_{\infty} \leqslant\|\mathcal{M}\|_{\infty}\left\|E_{j}\right\|_{\infty}
$$

where

$$
\begin{equation*}
\mathcal{M}=\Omega^{-1} \Lambda \tag{4.4.39}
\end{equation*}
$$

being

$$
\begin{equation*}
\Omega=\left(\mathbb{I}_{d . s}-\Delta t\left(R(Z) \otimes \mathbb{I}_{d}\right)\left(\mathbb{I}_{s} \otimes \mathcal{A}(z)\right)-\Delta t\left(\hat{R}(Z) \otimes \mathbb{I}_{d}\right)\left(\mathbb{I}_{s} \otimes \mathcal{B}(z)\right)\right) \tag{4.4.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda=\left(\bar{B} \otimes \mathbb{I}_{d}+\Delta t\left(A(Z) \otimes \mathbb{I}_{d}\right)\left(\mathbb{I}_{s} \otimes \mathcal{A}(z)\right)+\Delta t\left(\hat{A}(Z) \otimes \mathbb{I}_{d}\right)\left(\mathbb{I}_{s} \otimes \mathcal{B}(z)\right)\right) \tag{4.4.41}
\end{equation*}
$$

Proof. By the discretization error in a fixed time grid point (4.4.38) and applying the IMEX EF peer method (4.3.36), we have:

$$
\begin{align*}
& E_{j+1}=\left(\bar{B} \otimes \mathbb{I}_{d}\right) E_{j}+\Delta t\left(A(Z) \otimes \mathbb{I}_{d}\right)\left(F\left(\Phi_{j}\right)-F\left(\tilde{\Phi}_{j}\right)\right)+\Delta t\left(R(Z) \otimes \mathbb{I}_{d}\right)\left(F\left(\Phi_{j+1}\right)\right. \\
& \left.-F\left(\tilde{\Phi}_{j+1}\right)\right)+\Delta t\left(\hat{A}(Z) \otimes \mathbb{I}_{d}\right)\left(G\left(\Phi_{j}\right)-G\left(\tilde{\Phi}_{j}\right)\right)+\Delta t\left(\hat{R}(Z) \otimes \mathbb{I}_{d}\right)\left(G\left(\Phi_{j+1}\right)-G\left(\tilde{\Phi}_{j+1}\right)\right) \tag{4.4.42}
\end{align*}
$$

Applying (4.3.37) and taking into (4.4.42), we have:

$$
E_{j+1}=\Omega^{-1} \Lambda E_{j} .
$$

where $\Omega$ and $\Lambda$ are given by (4.4.40) and (4.4.41), respectively. The tesis immediately follows.

According to Theorem 17 , stability is ensured if $\|\mathcal{M}\|_{\infty}<1$, where $\mathcal{M}$ given by the (4.4.39).

Since infinity norm of

$$
\|\mathcal{B}(z)\|_{\infty}=\frac{\left(\left|b_{0}\right|+\left|b_{1}\right|\right)|\nu|}{\Delta x}
$$

and

$$
\|\mathcal{A}(z)\|_{\infty}=\frac{\left(\left|a_{0}\right|+\left|a_{1}\right|+\left|a_{2}\right|\right)|\gamma|}{\Delta x^{2}}
$$

then,

$$
\begin{aligned}
& \|\mathcal{M}\|_{\infty} \leqslant\left\|\Omega^{-1}\right\|_{\infty}\left(\|\bar{B}\|_{\infty}+\Delta t\|A(Z)\|_{\infty}\left(\frac{3(|z(2-2 \exp (2 z)+z+\exp (z))|)|\gamma|}{\Delta x^{2}\left|(\exp (z)-1)^{2}\right|}\right)\right. \\
& \left.+\Delta t\|\hat{A}(Z)\|_{\infty}\left(\frac{2(|z|)|\nu|}{\Delta x|(\exp (-z)-1)|}\right)\right) .
\end{aligned}
$$

By setting: $\varepsilon_{1}=\|A(Z)\|_{\infty}, \hat{\varepsilon}_{1}=\|\hat{A}(Z)\|_{\infty}, \varphi(z)=\frac{(|z(2-2 \exp (2 z)+z+\operatorname{zexp}(z))|)}{\left|(\exp (z)-1)^{2}\right|}$ and $\hat{\varphi}(z)=\frac{(|z|)}{|(\exp (-z)-1)|}$, the stability condition $\|\mathcal{M}\|_{\infty}<1$ reduces to:

$$
\left\|\Omega^{-1}\right\|_{\infty}\left(\|\bar{B}\|_{\infty}+6 \frac{\Delta t}{\Delta x^{2}}|\gamma| \varepsilon_{1} \varphi(z)+2 \frac{\Delta t}{\Delta x}|\nu| \hat{\varepsilon_{1}} \hat{\varphi}(z)\right)<1 .
$$

For the classical case, when $z$ tend to zero, $\lim _{z \rightarrow 0} \varphi(z)=2, \lim _{z \rightarrow 0} \hat{\varphi}(z)=1$, then for stability condition it is enough to ensure that:

$$
\left\|\Omega^{-1}\right\|_{\infty}\left(\|\bar{B}\|_{\infty}+12 \frac{\Delta t}{\Delta x^{2}}|\gamma| \varepsilon_{1}+2 \frac{\Delta t}{\Delta x}|\nu| \hat{\varepsilon_{1}}\right)<1 .
$$

### 4.5 Numerical experiments

In this section we present the numerical results obtained by applying the IMEX EF peer method developed in the previous section to Boussinesq equation (4.2.18)-(4.2.19). We report in the tables the error calculated as the infinite norm of the difference at the end point between the numerical solution and the exact solution. Moreover, in the figures, we represent the profile of real part of numerical solutions computed by different solvers and compare them based on stability behavior.

Example 3. We consider the Boussinesq equation (4.2.18) with $X=10$ and $T=10$ with the periodic boundary condition $f(t)=\exp (i \omega t)$ and $h_{0}(x)=e^{\alpha x+i \beta x}$ where $\alpha$ and $\beta$ given by (4.2.21).

Consider $s=2$. By according to Section 8.1.2, in this case $K=0$ and $P=0$. We fix $c_{1}=0, c_{2}=1$, the corresponding EF IMEX peer method is

$$
\begin{align*}
& \bar{B}=\left[\begin{array}{ll}
0 & 1 \\
0 & 1
\end{array}\right], R(Z)=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \hat{R}(Z)=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right], \\
& \hat{A}(Z)=\left[\begin{array}{cc}
0 & 0 \\
\frac{1-\eta_{-1}(Z)}{Z \eta_{0}(Z)} & -\eta_{-1}(Z) \frac{1-\eta_{-1}(Z)}{Z \eta_{0}(Z)}+\eta_{0}(Z)
\end{array}\right], \\
& A(Z)=\left[\begin{array}{ll}
0 & -1 \\
\frac{1-\eta_{-1}(Z)}{Z \eta_{0}(Z)}+1 & \frac{\eta_{-1}(Z)}{Z \eta_{0}(Z)}\left(\eta_{0}(Z)-1-\left(Z \eta_{0}(Z)-\eta_{-1}(Z)\right)\right)+\eta_{0}(Z)-1
\end{array}\right], \tag{4.5.43}
\end{align*}
$$

by refering to Theorem 16.

The corresponding classical IMEX peer method is obtained in the limit when $Z \rightarrow 0$ and has coefficients:

$$
\begin{align*}
& c=\left[\begin{array}{l}
0 \\
1
\end{array}\right], \quad \bar{B}=\left[\begin{array}{ll}
0 & 1 \\
0 & 1
\end{array}\right], \quad R=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \quad \hat{R}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right],  \tag{4.5.44}\\
& A=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right], \quad \hat{A}=\left[\begin{array}{ll}
0 & 0 \\
\frac{1}{2} & \frac{3}{2}
\end{array}\right],
\end{align*}
$$

The EF IMEX peer method introduced in Section 4.3 for the numerical solution of (4.2.18) in based on two levels of adaptation: in space by means of EF finite differences, and in time by means of EF peer methods. We will use the following notations to indicate the usage of classical or adapted numerical methods:

- CL FD: Spatial semidiscretization based on classical finite difference (4.3.35) with coefficients (4.3.29) and (4.3.34),
- EF FD: Spatial semidiscretization based on EF finite difference (4.3.35) with coefficients (4.3.28) and (4.3.33),
- CL IMEX P2: Classical IMEX peer time integration of order 2 with coefficients (4.5.44),
- EF IMEX P2: EF IMEX peer time integration of order 2 with coefficients (4.5.43),
- CL IM P2: Classical implicit peer time integration of order 2 with coefficients $\bar{B}, A, R(4.5 .44)$ and $\hat{A}=A, \hat{R}=R$ according to Remark 2,
- EF IM P2: EF implicit peer time integration of order 2 with coefficients $\bar{B}, A(Z)$, $R(Z)(4.5 .43)$ and $\hat{A(Z)}=A(Z), R(Z)=R(Z)$ according to Remark 2.

The obtained results confirm the effectiveness of the proposed EF IMEX method. In Tables 4.5 and 4.7 we compare fully implicit peer methods [80] and IMEX peer methods for system (4.3.35). We observe that EF explicit peer methods reported in [73, 77] are unstable because of the presence of stiff part. From Tables 4.5 and 4.7 we observe that implicit and IMEX peer methods have the same behavior in accuracy but the IMEX methods have smaller computational cost. Also the results listed in Tables 4.5 and 4.7 show that the EF peer methods produce smaller errors with respect to their classic counterparts and the best results are obtained by adapting the method both in space and time.

Tables 4.6 and 4.8 show the behavior of the methods when the parameters $\omega, \alpha$ and $\beta$ characterizing the exact solution are not known exactly. By denoting with $\delta$ the relative error in the parameters, we apply EF FD combined with EF IM and EF IMEX peer methods whose coefficients are calculated in correspondence of $z=$ $(\alpha(1+\delta)+i \beta(1+\delta)) \Delta x, Z=-\omega^{2}(1+\delta)^{2}(\Delta t)^{2}$. Observe that the error of EF peer methods keeps smaller than the corresponding classic counterparts and when $\delta$ increases it approachs the result of classic methods.

Figure 4.1 represents the profile of real part of numerical solution computed by both classical methods in space and time, while in Figure 4.2 we employed EF methods both in space and time. We observe that an unstable behavior of CL FD+CL IMEX P2
solver is clearly visible, while EF FD+EF IMEX P2 solver is able to correctly reproduce the profile of the solution.

Table 4.5: Errors with parameter values $\gamma=5, \nu=2, \omega=2, \Delta x=\Delta t=0.1$, Example 3.

| Space/Time | CL IM P2 | CL IMEX P2 | EF IM P2 | EF IMEX P2 |
| :--- | :---: | :---: | :---: | :---: |
| CL FD | $6.05 e-03$ | $2.59 e-02$ | $5.04 e-03$ | $5.04 e-03$ |
| EF FD | $9.84 e-03$ | $2.71 e-02$ | $6.67 e-14$ | $6.57 e-14$ |

Table 4.6: Errors with parameter values $\gamma=5, \nu=2, \omega=2, \Delta x=\Delta t=0.1$ when the coefficients of EF FD and EF P2 are computed in correspondence of $z=(\alpha(1+\delta)+$ $i \beta(1+\delta)) \Delta x, Z=-\omega^{2}(1+\delta)^{2}(\Delta t)^{2}$, Example 3.

|  | EF | $\mathrm{EF} \delta=10^{-7}$ | $\mathrm{EF} \delta=10^{-1}$ | CL |
| :--- | :---: | :---: | :---: | :---: |
| FD + IM P2 | $6.67 e-14$ | $2.40 e-09$ | $2.30 e-03$ | $6.05 e-03$ |
| FD + IMEX P2 | $6.57 e-14$ | $5.39 e-09$ | $7.76 e-03$ | $2.59 e-02$ |

Table 4.7: Errors with parameter values $\gamma=5, \nu=2, \omega=20, \Delta x=\Delta t=0.1$, Example 3.

| Space/Time | CL IM P2 | CL IMEX P2 | EF IM P2 | EF IMEX P2 |
| :--- | :---: | :---: | :---: | :---: |
| CL FD | $1.03 e-01$ | $1.53 e+00$ | $3.85 e-03$ | $3.85 e-03$ |
| EF FD | $3.98 e-01$ | $1.53 e+00$ | $5.36 e-15$ | $4.00 e-15$ |

Table 4.8: Errors with parameter values $\gamma=5, \nu=2, \omega=20, \Delta x=\Delta t=0.1$ when the coefficients of EF FD and EF P2 are computed in correspondence of $z=(\alpha(1+\delta)+$ $i \beta(1+\delta)) \Delta x, Z=-\omega^{2}(1+\delta)^{2}(\Delta t)^{2}$, Example 3.

|  | EF | $\mathrm{EF} \delta=10^{-7}$ | $\mathrm{EF} \delta=10^{-1}$ | CL |
| :--- | :---: | :---: | :---: | :---: |
| FD + IM P2 | $5.36 e-15$ | $4.31 e-08$ | $3.37 e-02$ | $4.03 e-01$ |
| FD + IMEX P2 | $4.00 e-15$ | $2.57 e-07$ | $2.12 e-01$ | $1.53 e+00$ |

Figure 4.1: Profile of real part of numerical solution computed by CL FD+CL IMEX P2 solver for $\gamma=5, \nu=20, \omega=20, \Delta x=\Delta t=0.1$, Example 3 .


Figure 4.2: Profile of real part of numerical solution computed by EF FD+EF IMEX P2 solver for $\gamma=5, \nu=20, \omega=20, \Delta x=\Delta t=0.1$, Example 3 .


### 4.6 Conclusion

In this chapter, we have developed a novel IMEX method for numerical solution of advection-diffusion problems with oscillatory solutions. Infact we have proposed an adapted numerical method both in space and in time. The spatial semidiscretization of the problem is based on finite differences, adapted to both to the diffusion and advection terms while the time discretization employed EF implicit-explicit peer methods. Numerical experiments shown the convenience of the new method with respect to classical, fully implicit and IMEX methods.

## Chapter 5

## Frequency evaluation for adapted peer methods

As observed in Chapters 3 and 4, EF technique has been widely studied in the past few decades to improve the efficiency and accuracy of numerical solutions for problems with oscillating or periodic solutions [76, 78, 97, 98, 99, 158, 161, 164, 280, 281, 303, 237]. EF algorithms were designed to overcome the limitations of classical algorithms, which require very small step sizes for accuracy when the oscillation frequency is high. With the EF technique, the same level of accuracy can be achieved with larger step sizes, leading to more efficient and accurate numerical methods.

One of the critical questions in developing EF methods is how to choose the frequencies to maximize their benefits. In previous studies, [157, 162, 163], an algorithm was presented to tune the frequencies optimally for systems of ODEs using EF multistep methods. The optimal frequencies were derived by considering the expression of the error, which depends on higher-order derivatives of the solution.

Therefore, the exponential fitting technique remains valuable for solving problems with oscillatory or periodic solutions. The development of optimal frequency selection algorithms continues to be an active area of research. The present chapter focuses on a general class of EF two-step peer methods [73, 80] of the form (5.1.2) for the numerical integration of ODEs (5.1.1) with oscillatory solutions. In this chapter, we make an essential contribution by investigating Ixaru's frequency evaluation algorithm for adapted EF peer methods and presenting new frequency formulae based on the behavior of the leading term of the error.

The chapter begins with a brief review of EF peer methods in Section 5.1, laying the foundation for the rest of the chapter. Then, Section 5.2 explores the fundamental concepts of frequency evaluation and the development of an EF peer method frequency assessment algorithm. The estimation of derivatives is also discussed in Section 5.3. To demonstrate the effectiveness of the new frequency assessment algorithm, numer-
ical examples are presented in Section 5.4. Finally, the chapter concludes with some conclusions drawn in Section 5.5.

### 5.1 EF peer methods

We consider systems of ODEs of the form

$$
\begin{equation*}
y^{\prime}(t)=f(t, y(t)), \quad y\left(t_{0}\right)=y_{0} \in \mathcal{R}^{d}, \quad t \in\left[t_{0}, T\right] \tag{5.1.1}
\end{equation*}
$$

where $f: \mathcal{R} \times \mathcal{R}^{d} \rightarrow \mathcal{R}^{d}$ is sufficiently smooth to ensure that the solution exists and it is unique. In addition, we assume that the problem (5.1.1) possesses an oscillatory solution. Let $\left\{t_{n}:=t_{0}+n h, n=0, \ldots, N\right\}$ be a discretization of the interval $\left[t_{0}, T\right]$ with fixed stepsize $h>0,0 \leqslant c_{1} \leqslant \ldots \leqslant c_{s}=1$ be fixed distinct nodes and define $t_{n i}=t_{n}+c_{i} h, i=1, \ldots, s$. Two-step peer methods can be formulated as follows:

$$
\begin{equation*}
Y_{n}=(B \otimes \mathbb{I}) Y_{n-1}+h(A \otimes \mathbb{I}) F\left(Y_{n-1}\right)+h(R \otimes \mathbb{I}) F\left(Y_{n}\right), \tag{5.1.2}
\end{equation*}
$$

where $h>0$ is the stepsize, $\mathbb{I}$ is the identity matrix of dimension $d, A=\left[a_{i j}\right]_{i, j=1}^{s}, B=$ $\left[b_{i j}\right]_{i, j=1}^{s}$ and $R=\left[r_{i j}\right]_{i, j=1}^{s}$ are the coefficient matrices. The stages vector $Y_{n}=\left[Y_{n i}\right]_{i=1}^{s}$ contains the approximations $Y_{n i} \approx y\left(t_{n i}\right)$ and $F\left(Y_{n}\right)=\left[f\left(t_{n i}, Y_{n i}\right)\right]_{i=1}^{s}$. As $c_{s}=1, Y_{n s}$ is the approximation of the solution at grid point $t_{n+1}$.
The procedure for the construction of EF peer methods is a crucial step in the development of efficient numerical methods for solving problems with oscillatory or periodic solutions. This procedure is described in detail in Chapter 3, Section 3.1, and Section 3.2. In order to provide a clear and concise overview, the authors have compiled the procedure into an algorithm, which is briefly reviewed below.

The algorithm outlines the steps involved in constructing EF peer methods, including selecting a suitable exponential function, calculating coefficients, and implementing the method. It is important to note that the construction of EF peer methods is an iterative process, and the algorithm provides a clear and concise guide for this process and can help simplify the development of EF peer methods.

## Algorithm 1: Construction of EF peer methods

Start: Choose the fitting space:

$$
\begin{equation*}
\mathcal{F}=\left\{1, t, t^{2}, \ldots, t^{K}, e^{ \pm \mu t}, t e^{ \pm \mu t}, t^{2} e^{ \pm \mu t}, \ldots, t^{P} e^{ \pm \mu t}\right\}, \tag{5.1.3}
\end{equation*}
$$

with $\mu=i \omega$ where $\omega \in \mathbb{R}$ is problem's oscillating frequency.
Use: Define the linear difference operator

$$
\begin{align*}
\mathcal{L}_{i}[h, \mathbf{w}] y(t) & =y\left(t+c_{i} h\right)-\sum_{j=1}^{s} b_{i j} y\left(t+\left(c_{j}-1\right) h\right)-h \sum_{j=1}^{s} a_{i j} y^{\prime}\left(t+\left(c_{j}-1\right) h\right) \\
& -h \sum_{j=1}^{i} r_{i j} y^{\prime}\left(t+c_{j} h\right), i=1, \ldots, s, \tag{5.1.4}
\end{align*}
$$

where the vector $\mathbf{w}$ contains all the coefficients of the method (5.1.2). The coefficient matrices $A, B$ and $R$ of peer methods (5.1.2) are obtained by imposing that the operator (5.1.4) annihilates when the function $y$ belongs to the fitting space (5.1.3).

Step 1: Construct the classic moments and the dimensionless classic moments:

$$
\begin{equation*}
\mathcal{L}_{i m}^{*}(h, \mathbf{w})=\left.\frac{1}{h^{m}} \mathcal{L}_{i}[h, \mathbf{w}] t^{m}\right|_{t=0} \text { for } i=1, \ldots, s, \quad m=0,1, \ldots, M-1 . \tag{5.1.5}
\end{equation*}
$$

which have the form:

$$
\begin{align*}
& \mathcal{L}_{i m}^{*}(h, \mathbf{w})=c_{i}^{m}-\sum_{j=1}^{s} b_{i j}\left(c_{j}-1\right)^{m}-m \sum_{j=1}^{s} a_{i j}\left(c_{j}-1\right)^{m-1}-m \sum_{j=1}^{i} r_{i j} c_{j}^{m-1},  \tag{5.1.6}\\
& \text { for } i=1, \ldots, s, \quad m=0,1, \ldots, M-1 .
\end{align*}
$$

Step 2: We now look for the maximum value $M$ that ensures the compatibility of the system

$$
\begin{equation*}
\mathcal{L}_{i m}^{*}(h, \mathbf{w})=0, \quad i=1, \ldots, s, \quad m=0,1, \ldots, M-1, \tag{5.1.7}
\end{equation*}
$$

which is equivalent to annihilating the difference operator (5.1.4) on polynomials with a degree less or equal to $M-1$. This system corresponds to the simplifying condition (4.1.5) with $q=M$.

$$
\begin{align*}
& \mathrm{AB}(M)=c_{i}^{m}-\sum_{j=1}^{s} b_{i j}\left(c_{j}-1\right)^{m}-m \sum_{j=1}^{s} a_{i j}\left(c_{j}-1\right)^{m-1} \\
& -m \sum_{j=1}^{i} r_{i j} c_{j}^{m-1}=0, i=1, \ldots, s, \quad m=0, \ldots, M-1 . \tag{5.1.8}
\end{align*}
$$

Therefore, we may construct an $s$-order peer method if $M=s+1$, due to the Theorem 15 and Corollary 4.1.1.
Step 3: Construct the formal expressions of

$$
\begin{gather*}
E_{i m}^{*}(z, \mathbf{w})=\left.\frac{1}{h^{m}} \mathcal{L}_{i}[h, \mathbf{w}] t^{m} e^{\mu t}\right|_{t=0}=0, \quad i=1, \ldots, s  \tag{5.1.9}\\
G_{i}^{ \pm(m)}(Z, \mathbf{w})=0, \quad m=0,1, \ldots, P, \quad i=1, \ldots, s
\end{gather*}
$$

where $Z=z^{2}$ and $G_{i}^{ \pm(m)}(Z, \mathbf{w})$ are the $G$-functions at each stage $i$

$$
\begin{equation*}
G_{i}^{+}(Z, \mathbf{w})=\frac{E_{i 0}^{*}(z, w)+E_{i 0}^{*}(-z, w)}{2}, G_{i}^{-}(Z, \mathbf{w})=\frac{E_{i 0}^{*}(z, w)-E_{i 0}^{*}(-z, w)}{2 z} \tag{5.1.10}
\end{equation*}
$$

Step 4: Construct the possible expressions for the fitting space (5.1.3) taking into account that $M=s+1$ and the self-consistency condition $K+2 P=M-3$ has to be verified. The number of stages $s$ and the dimension $M$ of the system (5.1.7) are of different parities, so the number $K+1=s-1-2 P$ of classic functions in the fitting space is odd or even if $s$ is even or odd.

Step 5: Solve formally the linear systems

$$
\begin{array}{rlrl}
\mathcal{L}_{i m}^{*}(h, \mathbf{w}) & =0, & i=1, \ldots, s, & \\
G_{i}^{ \pm(m)}(Z, \mathbf{w}) & =0, \ldots, K \\
G_{i} & i=1, \ldots, s, & & m=0, \ldots, P .
\end{array}
$$

with $Z$ dependent coefficients. The numeric values of $a_{i j}$ and $b_{i}$ are computed either for real or imaginary $\mu$-values.

Step 6: Compute the leading term of the local truncation error for CL and EF peer methods (Choices for $K$ and $P$ summarized in Table 5.1):

$$
\left(l t e_{e f}\right)_{i}=(-1)^{P+1} h^{s+1} \frac{\mathcal{L}_{i, K+1}^{*}(h, \mathbf{w})}{(K+1)!Z^{P+1}} D^{K+1}\left(D^{2}-\mu^{2}\right)^{P+1} y(t), \quad i=1, \ldots, s
$$

where we denote $D$ the derivative with respect to time.

### 5.2 Frequency evaluation

### 5.2.1 Basic elements

The question of how frequencies need to be tuned to achieve maximum benefit from EF methods has not been answered for a long time. Ixaru et al. [157, 162, 163], and Vanden Berghe et al. [301, 302] have proposed a frequency evaluation algorithm for EF multistep methods and EF Runge-Kutta methods (respectively) which enable to tune of the frequency $\mu$ in the way that the principal local truncation error vanishes. Therefore, the analysis of the error behavior is a required step. We refer to the articles [157, 162, 163, 301, 302] for technical information and even some practical points and we restrict the discussion to only three relevant cases: $A 0, A 1$, and $A 2$ algorithms that exactly incorporate all linear combinations from the reference set of functions.

- Algorithm $A 0:\left\{1, t, t^{2}, \ldots, t^{K}\right\}$,
- Algorithm A1: $\left\{1, t, t^{2}, \ldots, t^{K}, e^{\mu t} \mid \mu \in \mathbb{R}\right\}$,
- Algorithm $A 2$ : $\left\{1, t, t^{2}, \ldots, t^{K}, e^{ \pm \mu t} \mid \mu \in \mathbb{R}\right.$ or $\left.\mu \in i \mathbb{R}\right\}$,
where K is specified by the considered method. The choice $A 0$ covers the purely algebraic classical method; Algorithm $A 1$ is especially of importance whenever the solution exhibits a purely exponential behavior, while Algorithm $A 2$ describes oscillatory solutions if $\mu$ is strictly imaginary.

As said, for the investigation of frequency, analyzing the behavior of the error is a necessary stage. We compute the expression of the leading term of the error (lte) for these algorithms by using the general procedure described in Section 5.1 and appropriate options for $K$ and $P$ in the fitting space based on the above algorithms.

| Method | $K$ | $P$ |
| :--- | :---: | :---: |
| CL peer, (Algorithm $A 0$ ) | $s$ | -1 |
| EF peer, with $s$ even or odd (Algorithm A1) | $s-1$ | 0 |
| EF peer, with $s$ even or odd (Algorithm $A 2$ ) | $s-2$ | 0 |

Table 5.1: Choices for $K$ and $P$ in the fitting space (5.1.3)

### 5.2.2 Frequency evaluation for adapted EF peer methods

To start, we consider EF peer methods derived in Algorithm 1 to the scalar equation $y^{\prime}(t)=f(t, y(t))$, then the leading term of their error (lte) assumes the form

$$
\begin{equation*}
\left(l t e_{e f}\right)_{i}=(-1)^{P+1} h^{s+1} \frac{\mathcal{L}_{i, K+1}^{*}(h, \mathbf{w})}{(K+1)!Z^{P+1}} D^{K+1}\left(D^{2}-\mu^{2}\right)^{P+1} y(t), \quad i=1, \ldots, s . \tag{5.2.11}
\end{equation*}
$$

When we apply three types of algorithms $A 0, A 1$ and $A 2$ to the scalar equation (5.1.1) and assume appropriate options for $K$ and $P$ in the fitting space summarized in Table 5.1 and by attention to Eq. (5.2.11) the lte is derived as follows.

- Algorithm $A 0$ : in this case $K=s$ and $P=-1$, therefore lte is described as follows

$$
\begin{equation*}
(l t e A 0)=\frac{h^{s+1}}{(s+1)!} D^{s+1} y(t) \tag{5.2.12}
\end{equation*}
$$

- Algorithm $A 1$ : in this case $K=s-1$ and $P=0$ and lte is given by the following expressions assuming $s$ even or odd.
- if $s=2$, then $K=1, P=0$

$$
\begin{equation*}
(\text { lte } A 1)_{i}=\frac{-h^{3}}{2!} \frac{\mathcal{L}_{i, 2}^{*}(h, \mathbf{w})}{Z} D^{2}\left(D^{2}-\mu^{2}\right) y(t) ; \quad i=1,2, \tag{5.2.13}
\end{equation*}
$$

- if $s=3$, then $K=2, P=0$

$$
\begin{equation*}
(\text { lte } A 1)_{i}=\frac{-h^{4}}{3!} \frac{\mathcal{L}_{i, 3}^{*}(h, \mathbf{w})}{Z} D^{3}\left(D^{2}-\mu^{2}\right) y(t), \quad i=1,2,3 . \tag{5.2.14}
\end{equation*}
$$

- Algorithm $A 2$ : for this case with $K=s-2$ and $P=0$, assuming that $s$ is even or odd, the following expressions provide lte.
$-s=2$, then $K=0, P=0$

$$
\begin{equation*}
(\text { lte } A 2)_{i}=-h^{3} \frac{\mathcal{L}_{i, 1}^{*}(h, \mathbf{w})}{Z} D\left(D^{2}-\mu^{2}\right) y(t) ; \quad i=1,2, \tag{5.2.15}
\end{equation*}
$$

$-s=3$, then $K=1, P=0$

$$
\begin{equation*}
(\text { lte } A 2)_{i}=\frac{-h^{4}}{2!} \frac{\mathcal{L}_{i, 2}^{*}(h, \mathbf{w})}{Z} D^{2}\left(D^{2}-\mu^{2}\right) y(t), \quad i=1,2,3 . \tag{5.2.16}
\end{equation*}
$$

Our principal purpose is to determine the $\mu$ value that guarantees maximum accuracy when the classical $A 0$ case is replaced by one of the two EF Algorithms. For the calculation of parameter $\mu$, we restrict discussion to the expressions for the lte of $A 1$ and $A 2$ cases especially for $s=2$ and $s=3$ :

$$
\begin{align*}
& (\text { lteA } 1, s=2)=\frac{-h^{3}}{2} \frac{\mathcal{L}_{i, 2}^{*}(h, \mathbf{w})}{Z}\left(y^{(4)}(t)-\mu^{2} y^{\prime \prime}(t)\right), \quad i=1,2, \\
& (\text { lteA1 }, s=3)=\frac{-h^{4}}{3!} \frac{\mathcal{L}_{i, 3}^{*}(h, \mathbf{w})}{Z}\left(y^{(5)}(t)-\mu^{2} y^{(3)}(t)\right), \quad i=1,2,3,  \tag{5.2.17}\\
& (\text { lteA } 2, s=2)=-h^{3} \frac{\mathcal{L}_{i, 1}^{*}(h, \mathbf{w})}{Z}\left(y^{(3)}(t)-\mu^{2} y^{\prime}(t)\right), \quad i=1,2, \\
& (\text { lteA2 }, s=3)=\frac{-h^{4}}{2} \frac{\mathcal{L}_{i, 2}^{*}(h, \mathbf{w})}{Z}\left(y^{(4)}(t)-\mu^{2} y^{\prime \prime}(t)\right), \quad i=1,2,3 .
\end{align*}
$$

In all cases, we see that the lte consists of a product of three factors, i.e.

- a general $h^{3}$ (in the case $s=2$ ) or general $h^{4}$ factor (in the case $s=3$ ),
- a function depending on $Z$ which tends to the classical value when $Z$ tends to zero.
- a factor that involves two derivatives of the solution.

The important thing for our studies is the different behavior of the third factor. This differential factor can make a real difference in accuracy. Let us then introduce the following functionals:

$$
\begin{array}{ll}
\mathcal{D}_{1}[y(t), \mu, s=2]=\left(y^{(4)}(t)-\mu^{2} y^{\prime \prime}(t)\right), & \mathcal{D}_{1}[y(t), \mu, s=3]=\left(y^{(5)}(t)-\mu^{2} y^{(3)}(t)\right) \\
\mathcal{D}_{2}[y(t), \mu, s=2]=\left(y^{(3)}(t)-\mu^{2} y^{\prime}(t)\right), & \mathcal{D}_{2}[y(t), \mu, s=3]=\left(y^{(4)}(t)-\mu^{2} y^{\prime \prime}(t)\right)
\end{array}
$$

If a $\mu$ exists such that $\mathcal{D}_{1}$ identically vanishes on the quoted interval then the version $A 1$ corresponding to that $\mu$ will be exact. The reason is that identically vanishing $\mathcal{D}_{1}$ is equivalent to looking at the differential equation $y^{(4)}(t)-\mu^{2} y^{\prime \prime}(t)=0$ and $y^{(5)}(t)-$ $\mu^{2} y^{(3)}(t)=0$ for $s=2$ and $s=3$, respectively.
In general, no constant $\mu$ can be found such that $\mathcal{D}_{1}$ identically vanishes but it makes sense to address the problem of finding that value of $\mu$ which ensures that the values of $\mathcal{D}_{1}$ are kept as close to zero as possible for $t_{n}$ in the considered interval. When $\mathcal{D}_{1}$ is held close to zero, the optimal $\mu$ are given by

$$
\begin{equation*}
\mu_{A 1, s=2}= \pm \sqrt{\frac{y^{(4)}\left(t_{n}\right)}{y^{\prime \prime}\left(t_{n}\right)}}, \quad \mu_{A 1, s=3}= \pm \sqrt{\frac{y^{(5)}\left(t_{n}\right)}{y^{(3)}(t)}} \tag{5.2.18}
\end{equation*}
$$

In $A 1$ case the frequency must be real.
For algorithm $A 2$, the same considerations can be repeated for $\mathcal{D}_{2}$. The reason is that identically vanishing $\mathcal{D}_{2}$ are equivalent to looking at the differential equation $y^{(3)}(t)-\mu^{2} y^{\prime}(t)=0$ and $y^{(4)}(t)-\mu^{2} y^{\prime \prime}(t)=0$ for $s=2$ and $s=3$, respectively. When $\mathcal{D}_{2}$ is held close to zero, the optimal $\mu$ are given by

$$
\begin{equation*}
\mu_{A 2, s=2}= \pm \sqrt{\frac{y^{(3)}\left(t_{n}\right)}{y^{\prime}\left(t_{n}\right)}}, \quad \mu_{A 2, s=3}= \pm \sqrt{\frac{y^{(4)}\left(t_{n}\right)}{y^{\prime \prime}\left(t_{n}\right)}} . \tag{5.2.19}
\end{equation*}
$$

The frequencies are either real or imaginary if Algorithm $A 2$ is chosen.
We have succeeded in proposing formulae for the optimal $\mu=\mathrm{i} \omega$ ( $\omega$ is frequency)
value in (5.2.18)-(5.2.19). Having found the optimal value for $\mu$, we have the optimal frequency $\omega$.

### 5.3 Estimation of the derivatives

The evaluation of the optimal $\mu$ value and then optimal frequency $\omega$ requires knowing the total derivatives appearing in the expressions of the formulae (5.2.18)-(5.2.19). At first, it seems like a very simple task: the first-order derivative is equivalent to the right-hand sides of the equation (5.1.1) i.e. $f(t, y(t))$, after that, it is very straightforward to calculate the higher-order derivatives. This technique works well on many problems, but in [157], authors demonstrate this should be avoided on stiff problems. They also demonstrate that it is sufficient to use finite difference approximations of the derivatives. Since the expressions of the formulae (5.2.18)-(5.2.19) contain derivatives of orders three and four (for $s=2$ ) and four and five (for $s=3$ ), we will estimate the derivatives in each integration point $t_{n}$ with five points finite difference formulae for $s=2$ and six points finite difference formulae for $s=3$.

Since in [304], the author has shown approximation of the derivatives by five points finite difference formulae, in this work we just mention the formulae of the six points finite difference with data at $t_{n-4}, t_{n-3}, t_{n-2}, t_{n-1}, t_{n}$ and $t_{n+1}$ for the input.

$$
\begin{aligned}
& y^{\prime} \simeq \frac{3 y_{n-4}-20 y_{n-3}+60 y_{n-2}-120 y_{n-1}+65 y_{n}+12 y_{n+1}}{60 h}, \\
& y^{\prime \prime} \simeq \frac{y_{n-4}-6 y_{n-3}+14 y_{n-2}-4 y_{n-1}-15 y_{n}+10 y_{n+1}}{12 h^{2}}, \\
& y^{(3)} \simeq \frac{-y_{n-4}+7 y_{n-3}-22 y_{n-2}+34 y_{n-1}-25 y_{n}+7 y_{n+1}}{4 h^{3}}, \\
& y^{(4)} \simeq \frac{-y_{n-4}+6 y_{n-3}-14 y_{n-2}+16 y_{n-1}-9 y_{n}+2 y_{n+1}}{h^{4}} \\
& y^{(5)} \simeq \frac{-y_{n-4}+5 y_{n-3}-10 y_{n-2}+10 y_{n-1}-5 y_{n}+y_{n+1}}{h^{5}} .
\end{aligned}
$$

The data $y_{n-4}, y_{n-3}, y_{n-2}, y_{n-1}, y_{n}$ for the input points are the value of the numerical solution at $t_{n-4}, t_{n-3}, t_{n-2}, t_{n-1}, t_{n}$. The estimation for the $y_{n+1}$ at $t_{n+1}$ is determined by Milne-Simpson two-step formulae [157] as follows:

$$
y_{n+1}=y_{n-1}+\frac{h}{3}\left(f\left(t_{n-1}, y_{n-1}\right)+4 f\left(t_{n}, y_{n}\right)+f\left(t_{n+1}, y_{n+1}\right)\right)
$$

It is necessary that we make this approximation with a method that has a higher or the same order as the EF peer method. Therefore it is sufficient to choose Milne-Simpson's
two-step formulae. We only use the result for the calculation of the derivatives and not for the propagation of the solution.

Case $s=2$ :
If $t_{n}$ is a root of $y^{\prime \prime}(t)$, the algorithm $A 1$ is not defined, while $A 2$ is not defined when $t_{n}$ is a root of $y^{\prime}(t)$. In a very special case, when $t_{n}$ is a root of both $y^{\prime}(t)$ and $y^{\prime \prime}(t)$ EF algorithms are not suitable and so the classic $A 0$ Algorithm must be activated. In general, a logical way to choose between $A 1$ and $A 2$ involves comparing $\left|y^{\prime}(t)\right|$ and $\left|y^{\prime \prime}(t)\right|$. If $\left|y^{\prime}\left(t_{n}\right)\right|<\left|y^{\prime \prime}\left(t_{n}\right)\right|$ then $A 1$ is selected, otherwise $A 2$.

## Case $s=3$ :

In this case, if $t_{n}$ is a root of $y^{(3)}(t)$, the algorithm $A 1$ is not defined, whereas $A 2$ when $t_{n}$ is a root of $y^{\prime \prime}(t)$, not defined. It happens that both $y^{\prime \prime}(t)$ and $y^{(3)}(t)$ change the sign with the same time interval, neither the two EF algorithms are not suitable, so the classic $A 0$ should be enabled. In general, as in the previous case, there is a reasonable way to choose between $A 1$ and $A 2$ involves comparing $\left|y^{\prime \prime}(t)\right|$ and $\left|y^{(3)}(t)\right|$. If $\left|y^{\prime \prime}\left(t_{n}\right)\right|<\left|y^{(3)}\left(t_{n}\right)\right|$ then algorithm $A 1$ otherwise $A 2$ is selected.

### 5.4 Numerical experiments

In this section we present numerical experiments showing the behaviour of the new "optimal EF peer methods", with $Z$-dependent coefficients whose are computed for optimal $\mu$-values in (5.2.18)-(5.2.19). In the following examples, we apply the described optimal EF peer methods and the classic and EF peer methods to solve the test cases. We compare errors of the optimal EF implicit peer methods with errors of classic and EF implicit peer methods of [80] in Examples 4 and 5, and we also compare achieved results from Example 6 with reported results by Ixaru et al. in [157].

The error will be estimated as the infinite norm of the difference between the numerical solution and the exact solution at the endpoint and reported in the tables. In addition, we will use the following notation to represent the used numerical methods:

- $\mathrm{CL}=$ classic,
- $\mathrm{EF}=$ exponentially fitted,
- $\mathrm{IM} \mathrm{P} 2=$ implicit peer method of order 2 .

In the following examples, we use the notation reported in [80]. We consider $s=2$. In this case $K=0$ and $P=0$. We fix $c_{1}=0, c_{2}=1$. According to $Z=\mu^{2} h^{2}=-\omega^{2} h^{2}$,
the numerical values of $a_{i j}$ and $b_{i}$ are computed either for real or imaginary $\mu$-values. The corresponding optimal EF IM peer method and EF IM peer method are:

$$
\left.\begin{array}{l}
B=\left[\begin{array}{ll}
0 & 1 \\
0 & 1
\end{array}\right], R=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] \\
A=\left[\begin{array}{cc}
0 & \frac{1-1}{Z \eta_{0}(Z)}+1
\end{array} \frac{\eta_{-1}(Z)}{Z \eta_{0}(Z)}\left(\eta_{0}(Z)-1-\left(Z \eta_{0}(Z)-\eta_{-1}(Z)\right)\right)+\eta_{0}(Z)-1\right.
\end{array}\right] .
$$

Example 4. Let us consider the Prothero-Robinson problem

$$
\begin{align*}
& y^{\prime}(t)=\lambda(y(t)-\sin (51 t))+(51) \cos (51 t), \quad t \in\left[0, \frac{\pi}{2}\right],  \tag{5.4.20}\\
& y(0)=0
\end{align*}
$$

whose exact solution is

$$
y(t)=\sin (51 t)=\sin (50 t) \cos (t)+\cos (50 t) \sin (t) .
$$

The oscillating behavior of the exact solution leads us to utilize the EF methods with the parameter $\mu$ characterizing the functions belonging to the fitting space equal to $\mu=\mathrm{i} \omega$. So the problem is integrated by the EF peer methods, where the parameter $\omega$ is chosen equal to the frequency of the exact solution, i. e. $\omega=50$.

We also consider the case in which the oscillatory frequency $\omega$ is not known exactly. Therefore by finding the frequency from the formulae (5.2.18)-(5.2.19) and denoting with $\omega_{o p}$, we employ the EF peer methods whose coefficients are computed in correspondence of a frequency $\omega_{o p}$ and $\mu=i \omega_{o p}$ value.

We used the initial conditions and carried out with CL, EF IM peer methods, and optimal EF IM peer methods, whose algorithms are constructed by the procedure described in Algorithm 1. We consider interval [0, $\frac{\pi}{2}$ ] with different grid points $N=320,640,1280$. Tables 5.2, 5.3 represent the absolute errors from the considered methods, for $\lambda=-1$ (non stiff case) and $\lambda=-10^{6}$ (stiff case). We see that the optimal EF IM peer method works much better than CL and is close to EF IM peer methods, irrespective of whether the problem is stiff or non-stiff.
For additional confirmation, we present some graphs for both cases $\lambda=-1$ and $\lambda=$ $-10^{6}$. In Fig. 5.1, we depict the variation of $\omega_{o p}$ at each integration point for the problem when the A2 algorithm is chosen. It is seen from Figs. 5.2, (as expected) the obtained $\omega_{o p}$ is close to $\omega=50$. It is instructive to mention that Fig. 5.2 shows the efficiency curve for this problem obtained by the CL IM, EF IM, and optimal EF IM peer methods.


Figure 5.1: Plot of calculated $\omega_{o p}$ for problem (5.4.20) with $\lambda=-1$ (up), $\lambda=-10^{6}$ (below), $N=320$ grid point for Example 4.

|  |  | $\mathbf{N}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Methods | $\omega$ | 320 | 640 | 1280 |
| CL IM P2 | -- | $3.78 e-02$ | $9.33 e-03$ | $2.31 e-03$ |
| EF IM P2 | 50 | $1.45 e-03$ | $3.62 e-04$ | $8.98 e-05$ |
| Optimal EF IM P2 | $\omega_{o p}$ | $7.89 e-04$ | $6.23 e-05$ | $5.83 e-06$ |

Table 5.2: Comparison of errors for the problem (5.4.20) with $\lambda=-1, N$ grid points and fixed and optimal frequency $\omega$ for Example 4.

|  |  | $\mathbf{N}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Methods | $\omega$ | 320 | 640 | 1280 |
| CL IM P2 | -- | $2.16 e-7$ | $2.55 e-8$ | $3.15 e-09$ |
| EF IM P2 | 50 | $9.73 e-10$ | $1.36 e-10$ | $1.22 e-10$ |
| Optimal EF IM P2 | $\omega_{o p}$ | $9.49 e-09$ | $3.08 e-10$ | $9.62 e-12$ |

Table 5.3: Comparison of errors for the problem (5.4.20) with $\lambda=-10^{6}, N$ grid points and fixed and optimal frequency $\omega$ for Example 4.


Figure 5.2: Plots of errors of the considered methods (5.4.20) with $\lambda=-1$ (left), $\lambda=-10^{6}$ (right), $N$ grid points and fixed and optimal frequency $\omega$ for Example 4.

Example 5. Consider the Prothero-Robinson problem

$$
\begin{align*}
& y^{\prime}(t)=\lambda(y(t)-\sin (101 t))+(101) \cos (101 t), \quad t \in\left[0, \frac{\pi}{2}\right]  \tag{5.4.21}\\
& y(0)=0
\end{align*}
$$

where exact solution is

$$
y(t)=\sin (101 t)=\sin (100 t) \cos (t)+\cos (100 t) \sin (t)
$$

The oscillating behavior of the exact solution leads us to utilize the EF methods with the parameter $\mu=\mathrm{i} \omega$. This system is integrated by the EF peer methods, where the parameter $\omega$ is chosen equal to the frequency of the exact solution, i. e. $\omega=100$. In this example, we also consider the case in which the oscillatory frequency $\omega$ is not known exactly and we integrate the system by the optimal EF peer methods with $\omega_{o p}$. In detail, we utilized the initial conditions and performed the experiments with CL and EF IM peer methods, as well as optimal EF IM peer methods, whose algorithms are constructed in the process outlined in Algorithm 1. We examine the interval $\left[0, \frac{\pi}{2}\right]$ with various grid points $N=320,640,1280$. The absolute errors from the considered approaches are listed in the tables 5.4, 5.5 for $\lambda=-1$ (non-stiff case) and $\lambda=-10^{6}$ (stiff case).

Whether the problem is stiff or non-stiff, the optimal EF IM peer methods perform much better than CL IM and are close to EF IM peer methods. We offer some graphs for both scenarios $\lambda=-1$ and $\lambda=-10^{6}$ for extra validation. In Fig. 5.4, we depict the variation of $\omega_{\text {op }}$ at each integration point for the problem when the A2 algorithm is chosen. As predicted, it is obvious from Fig. 5.4, the obtained $\omega_{o p}$ is close to $\omega=100$. It is instructive to mention that Fig. 5.3 shows the efficiency curve for this problem obtained by the CL, EF, and optimal EF IM peer methods.

|  |  | $\mathbf{N}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Methods | $\omega$ | 320 | 640 | 1280 |
| CL IM P2 | -- | $1.31 e-01$ | $3.45 e-02$ | $8.81 e-03$ |
| EF IM P2 | 100 | $2.53 e-03$ | $6.77 e-04$ | $1.73 e-04$ |
| Optimal EF IM P2 | $\omega_{o p}$ | $8.41 e-03$ | $4.96 e-05$ | $1.93 e-05$ |

Table 5.4: Comparison of errors for the problem (5.4.21) with $\lambda=-1, N$ grid points and fixed and optimal frequency $\omega$ for Example 5.

|  |  | $\mathbf{N}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Methods | $\omega$ | 320 | 640 | 1280 |
| CL IM P2 | -- | $2.16 e-7$ | $7.51 e-08$ | $4.90 e-08$ |
| EF IM P2 | 100 | $5.78 e-08$ | $7.52 e-09$ | $9.48 e-10$ |
| Optimal EF IM P2 | $\omega_{o p}$ | $4.61 e-07$ | $1.27 e-08$ | $5.78 e-10$ |

Table 5.5: Comparison of errors for the problem (5.4.21) with $\lambda=-10^{6}, N$ grid points and fixed and optimal frequency $\omega$ for Example 5.


Figure 5.3: Plots of errors of the considered methods on problem (5.4.21) with $\lambda=$ $-1,-10^{6}, N$ grid points and different values for the frequency $\omega$ for Example 5.


Figure 5.4: Plot of calculated $\omega_{o p}$ for problem (5.4.21) with $\lambda=-1(u p),-10^{6}$ (below), $N=320$ grid point for Example 5.

Example 6. Consider the following test case

$$
\begin{equation*}
y^{\prime}=1-t+\frac{1}{2} t^{2}, \quad t>0, \quad y(0)=1 \tag{5.4.22}
\end{equation*}
$$

with the exact solution

$$
y(t)=1+t-\frac{1}{2} t^{2}+\frac{1}{6} t^{3}
$$

This is a simple differential equation, and it helps to illustrate some exciting aspects when (5.4.22) is approached by optimal EF IM peer methods (with Z-dependent coefficients whose are computed for optimal $\mu$-values) introduced in this work. We can construct the optimal $\mu$ value for both $A 1$ and $A 2$ algorithms by using formulae (5.2.18) and (5.2.19). For instance, when $s=2$, by using formulae (5.2.18) the optimal $\mu$ value for $A 1$ is the constant representation

$$
\varphi_{1}(t)=\mu^{2}=\frac{y^{(4)}\left(t_{n}\right)}{y^{\prime \prime}\left(t_{n}\right)}=0
$$

while by using formulae (5.2.19) the optimal $\mu^{2}$ value for $A 2$ is

$$
\varphi_{2}(t)=\mu^{2}=\frac{y^{(3)}\left(t_{n}\right)}{y^{\prime}\left(t_{n}\right)}=\frac{1}{1-t+\frac{t^{2}}{2}}
$$

It follows that by using the A1 algorithm when $s=2$, we don't have all of the data to construct the optimal $\mu$ value. For this reason, in this test case, we construct the solution by the A2 algorithm along with the whole interval. In Fig. 5.5, we depict the variation of optimal $\mu^{2}$ at each integration point for the problem. As predicted, it is evident from Fig. 5.5, $\mu^{2} \simeq 0.024$ when $t=10, s=2, h=0.0125$, as the theoretically expected value 0.024 is also given from $\varphi_{2}(10)$.
This test case has been employed by Ixaru et al. in [157]. They used EF multistep methods for Eq. (5.4.22). In Table 5.6, we report the absolute errors at $t=1, t=5$ and $t=10$, with the fixed stepsize $h=0.0500,0.0250$ and $h=0.0125$ by optimal $E F$ IM peer methods and compare them with reported results in [157]. From this table, we observe that for $s=2$, the optimal EF IM peer methods have the same accuracy behavior concerning with EF multistep methods [157].


Figure 5.5: Plot of calculated optimal $\mu^{2}$ value for problem (5.4.22) for $s=2, h=0.0125$ for Example 6.

| $\mathbf{t = 1}$ |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $h=0.0500$ | $h=0.0250$ | $h=0.0125$ |
| Classical A0 [157] | $-8.15 e-04$ | $-2.06 e-04$ | $-5.18 e-05$ |
| EF multistep [157] | $-1.61 e-05$ | $-2.08 e-06$ | $-2.73-07$ |
| optimal EF IM P2 | $4.86 e-04$ | $5.78 e-05$ | $7.06 e-06$ |
| $\mathbf{t}=\mathbf{5}$ |  |  |  |
|  | $h=0.0500$ | $h=0.0250$ | $h=0.0125$ |
| Classical A0 [157] | $-4.15 e-03$ | $-1.04 e-03$ | $2.60 e-04$ |
| EF multistep [157] | $1.68 e-05$ | $1.80 e-06$ | $2.16 e-07$ |
| optimal EF IM P2 | $4.14 e-04$ | $5.25 e-05$ | $6.62 e-06$ |
| $\mathbf{t}=\mathbf{1 0}$ |  |  |  |
|  | $h=0.0500$ | $h=0.0250$ | $h=0.0125$ |
| Classical A0 [157] | $-8.31 e-3$ | $-2.08 e-03$ | $-5.21 e-04$ |
| EF multistep [157] | $2.53 e-05$ | $2.87 e-06$ | $3.49 e-07$ |
| optimal EF IM P2 | $4.01 e-04$ | $5.11 e-05$ | $6.46 e-06$ |

Table 5.6: Comparison of errors for the problem (5.4.22) for Example 6.

### 5.5 Conclusion

In this chapter, we applied EF peer methods for the numerical solution of first-order ODEs and examined the problem of how the frequencies should be tuned to obtain the maximal benefit from the exponential fitting versions. To answer this question, we analyzed the error behavior of EF peer methods. We have succeeded in proposing formulae for optimal $\mu$ values. Under this condition and with the determination of optimal $\mu$ values, we achieved the "optimal EF peer methods". The introduced methods were tested on some examples, and the efficiency of optimal EF peer methods was shown.

## Part II

Numerical solution of Volterra integral equations

## Chapter 6

## Numerical solution of delay Volterra functional integral equations with variable bounds

In recent decades, the numerical treatment of integral equations has attracted considerable interest. VIEs are significant in modeling phenomena in many applicable fields, including engineering, mechanics, physics, chemistry, astronomy, biology, economics, potential theory, and electrostatics, among others [24, 32, 222].

Since it is typically challenging to solve VIEs analytically, numerical approaches are employed. In the numerical computation of integral and differential equations, spectral methods have grown in popularity [46, 52, 67, 68, 274]. Various numerical approaches based on spectral methods and orthogonal polynomials have been employed to solve VIEs [127, 248, 222, 307]. When the solution to the problem is infinitely smooth, spectral methods have excellent error characteristics and provide exponential rates of convergence.

This chapter proposes a new numerical method to solve delay VIEs of the form

$$
\begin{equation*}
\sum_{k=0}^{m_{1}} P_{k}(x) y\left(\alpha_{k} x+\beta_{k}\right)=f(x)+\sum_{r=0}^{m_{2}} \lambda_{r} \int_{u_{r}(x)}^{v_{r}(x)} K_{r}(x, t) \mathcal{F}\left(y\left(\mu_{r} t+\gamma_{r}\right)\right) d t \tag{6.0.1}
\end{equation*}
$$

where $P_{k}(x), f(x), K_{r}(x, t), u_{r}(x)$ and $v_{r}(x)$ are continuous functions on the interval $[a, b], a \leqslant u_{r}(x) \leqslant v_{r}(x) \leqslant b$ and $\alpha_{k}, \beta_{k}, \lambda_{k}, \mu_{k}$ and $\gamma_{k}$ are appropriate constants. $\mathcal{F}\left(y\left(\mu_{r} t+\gamma_{r}\right)\right)$ is a function of unknown function of $y(x)$.

The classical orthogonal polynomials belong to the discrete/continuous orthogonal polynomials category. The idea of using discrete orthogonal polynomials is due to the projection approach. Examples of discrete polynomials include Charlier, Meixner, Krwtchouk, and Hahn. The chapter focuses on using Hahn polynomials $\mathcal{H}_{n}[x, \alpha, \beta, N]$,
which are discrete orthogonal polynomials, to solve Volterra integral equations (VIEs). The Hahn polynomials, invented by W. Hahn [131] in 1949, are discrete orthogonal polynomials of degree $n$ on the interval $[0, N]$ in the variable $x$ with parameters $\alpha, \beta>-1$.

The chapter is organized as follows: Section 6.1 introduces the Hahn polynomials and some of their characteristics. Section 6.2 examines the Hahn coefficients and provides proof of their spectral accuracy and convergence. In Section 6.3, the operational matrix of integration, derivation, and product for the Hahn polynomials has been derived. Section 6.4 proposes a collocation approach based on Hahn polynomials and their associated operational matrices to solve VIEs (6.0.1). The numerical experiments in Section 6.5 validate the correctness of the approach. Finally, the chapter concludes in Section 6.6 with a discussion of the results. The use of Hahn polynomials in this chapter is based on the collocation approach and has been referred to as the HPs approach. The chapter aims to demonstrate the effectiveness of Hahn polynomials in solving VIEs.

### 6.1 Hahn polynomials and properties

This section briefly describes Hahn polynomials, including their formulae and characteristics. The Hahn polynomials $\mathcal{H}_{n}[x, \alpha, \beta, N]$ were introduced in 1949 by W. Hahn [131]. They are discrete orthogonal polynomials of degree $n$ and $\alpha, \beta>-1$ on the range $[0, N]$ in the variable $x$. For further information about Hahn polynomials, please see [124, 171, 317].

Definition 6.1.1. For arbitary complex numbers $a_{i}, i=1,2,3$ and $b_{j} \neq 0, j=1,2$ the generalized hypergeometric series ${ }_{3} F_{2}\left(a_{1}, a_{2}, a_{3} ; b_{1}, b_{2} ; z\right)$ is defined as

$$
{ }_{3} F_{2}\left(a_{1}, a_{2}, a_{3} ; b_{1}, b_{2} ; z\right)=\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k}\left(a_{3}\right)_{k}}{\left(b_{1}\right)_{k}\left(b_{2}\right)_{k}} \cdot \frac{z^{k}}{k!}
$$

where

$$
\begin{align*}
& \left(a_{i}\right)_{0}=1 \\
& \left(a_{i}\right)_{k}=a_{i}\left(a_{i}+1\right) \ldots\left(a_{i}+k-1\right), \quad k \geqslant 1 . \tag{6.1.2}
\end{align*}
$$

The series terminates if one of the $a_{i}$ is zero or a negative integer.
Definition 6.1.2. The Hahn polynomials $\mathcal{H}_{n}(x)=\mathcal{H}_{n}(x ; \alpha, \beta, N), n=0,1, \ldots, N$ when $N$ is positive integer and for real $\alpha, \beta>-1$ are defined by

$$
\begin{equation*}
\mathcal{H}_{n}(x)={ }_{3} F_{2}(-n,-x, n+\alpha+\beta+1 ; \alpha+1,-N ; 1) . \tag{6.1.3}
\end{equation*}
$$

$\mathcal{H}_{n}(x)$ is a polynomials on the interval $[0, N]$ in the variable $x$ of degree $n$.
By using (6.1.3) and generalized hypergeometric series ${ }_{3} F_{2}$, the explicit formula of Hahn polynomials is as follows:

$$
\begin{equation*}
\mathcal{H}_{n}(x)=\sum_{k=0}^{n} \frac{(-n)_{k}(n+\alpha+\beta+1)_{k}(-x)_{k}}{(\alpha+1)_{k}(-N)_{k} k!}, \quad n=0,1, \ldots N \tag{6.1.4}
\end{equation*}
$$

Remark 3. Hahn polynomials are orthogonal on $[0, N]$. The orthogonality relation of these polynomials as follows:

$$
\begin{equation*}
\left\langle\mathcal{H}_{n}(x), \mathcal{H}_{n}(x)\right\rangle=\sum_{x=0}^{N} \mathcal{H}_{n}(x) \mathcal{H}_{n}(x) w(x)=\frac{(-1)^{n}(n+\alpha+\beta+1)_{N+1}(\beta+1)_{n} n!}{(2 n+\alpha+\beta+1)(-N)_{n}(\alpha+1)_{n} N!} \tag{6.1.5}
\end{equation*}
$$

and if $n \neq m$

$$
\left\langle\mathcal{H}_{n}(x), \mathcal{H}_{m}(x)\right\rangle=0
$$

where $w(x)$ is the weight function and defined as

$$
w(x)=\binom{\alpha+x}{x}\binom{\beta+N-x}{N-x}=\frac{\Gamma(\alpha+x+1) \Gamma(\beta+N-x+1)}{\Gamma(x+1) \Gamma(N-x+1) \Gamma(\alpha+1) \Gamma(\beta+1)} .
$$

By using of expansion of Hahn polynomials in terms of Taylor basis, relation (6.1.4) can be written the following form

$$
\mathcal{H}_{n}(x)=\sum_{k=0}^{n} a_{k, n} x^{k}, \quad n=0,1, \ldots N
$$

such that

$$
a_{k, n}=\sum_{i=k}^{n}(-1)^{i} \frac{(-n)_{i}(n+\alpha+\beta+1)_{i} S_{k}^{i}}{(\alpha+1)_{i}(-N)_{i} i!}
$$

where

$$
S_{k}^{i}=\frac{1}{i!} \sum_{r=0}^{i}(-1)^{i-r}\binom{i}{r} r^{k} .
$$

Remark 4. The polynomials solve the eigenvalue equation

$$
\begin{equation*}
\gamma_{n} \mathcal{H}_{n}(x)=B(x) \mathcal{H}_{n}(x+1)-[B(x)+D(x)] \mathcal{H}_{n}(x)+D(x) \mathcal{H}_{n}(x-1) \tag{6.1.6}
\end{equation*}
$$

with eigenvalues $\gamma_{n}=n(n+\alpha+\beta+1), B(x)=(x+\alpha+1)(x-N)$ and $D(x)=$ $x(x-\beta-N-1)$. By using the difference operators

$$
\triangle f(x):=f(x+1)-f(x), \nabla f(x):=f(x)-f(x-1)
$$

and their identities

$$
\begin{align*}
& \triangle f(x)=\nabla f(x+1) \\
& \triangle[f(x) g(x)]=f(x) \triangle g(x)+g(x+1) \triangle f(x)  \tag{6.1.7}\\
& \nabla[f(x) g(x)]=f(x-1) \nabla g(x)+g(x) \nabla f(x)
\end{align*}
$$

we can reshape equation (6.1.6) in the following self-adjoint form

$$
\begin{equation*}
\triangle\left[-D(x) w(x) \nabla \mathcal{H}_{n}(x)\right]+\gamma_{n} w(x) \mathcal{H}_{n}(x)=0 \tag{6.1.8}
\end{equation*}
$$

with weight function $w$.

## Function approximation:

Any function $f(x)$, defined over the interval [0, 1], may be approximated by the Hahn polynomials as follows:

$$
\begin{equation*}
f(x) \simeq \sum_{i=0}^{N} c_{i} \mathcal{H}_{i}(x)=C^{T} \Psi(x) \tag{6.1.9}
\end{equation*}
$$

such that

$$
\begin{equation*}
\Psi(x)=\left[\mathcal{H}_{0}(x), \mathcal{H}_{1}(x), \ldots, \mathcal{H}_{N}(x)\right]^{T}, \quad C^{T}=\left[c_{0}, c_{1}, \ldots, c_{N}\right]^{T} \tag{6.1.10}
\end{equation*}
$$

### 6.2 Convergence analysis

Covergence analysis and spectral accuracy of the Hahn polynomials expansion are investigated thoroughly in $[124,125]$. Spectral accuracy/convergence indicates that the $i$-th coefficient in the expansion of a smooth function decays to zero faster than any power of $i$. In this part, the behavior of the Hahn coefficients is examined. It is inaccurate to speak of spectral convergence in this context because all coefficients $c_{i}$ are either equal to zero for $i>N$ or are undefined. Consequently, we use the term spectral accuracy in the following sense: Accuracy is spectral if there exists an index $n_{1}$ such that the absolute values of $c_{i}, N \geqslant i>n_{1}$, decrease faster than any power of $i$. Nonetheless, we examine the interval $I=[0, N]$ using a $(N+1)$-equidistant grid. Transformation to any compact interval $[a, b]$ is conceivable and follows similarly. For Hahn polynomials, spectral accuracy derives immediately from Theorem 18.
Theorem 18. Let $\alpha, \beta>-1, m, N \in \mathbf{N}$ with $m \leqslant N, I=[0, N]$ and $f \in C^{\infty}([-1, N+$ 1]). $\mathcal{H}_{i}(x)$ are the normalized Hahn polynomials of degree $i$. The Hahn projection of $f$ with degree $m$ is given by

$$
P_{m} f(x)=\sum_{i=0}^{m} c_{i} \mathcal{H}_{i}(x)
$$

with the coefficient

$$
c_{i}=\left\langle\mathcal{H}_{i}, f\right\rangle_{w}
$$

and weight function $w$. It holds

$$
\begin{equation*}
\left|c_{i}\right| \leqslant \frac{1}{i^{2 k}}\left(\sum_{j=0}^{N} w(j)\left(\boldsymbol{L}_{\text {disk }} f(j)\right)^{2}\right)^{\frac{1}{2}} \tag{6.2.11}
\end{equation*}
$$

for all $k \in N 0$, where $\boldsymbol{L}_{\text {disk }}:=\frac{1}{w(j)} \triangle[-D(j) w(j) \nabla]$ is the discrete difference operatator. Proof. The proof follows directly from [[124], Theorem 3.1, page 4]
Remark 5. For fixed $N$ and $f \in C^{\infty}$, the sum $\frac{1}{i^{2 k}}\left(\sum_{j=0}^{N} w(j)\left(\boldsymbol{L}_{\text {disk }} f(j)\right)^{2}\right)^{\frac{1}{2}}$ is welldefined and independent of $i$. The decay behavior of $c_{i}$ is characterized by $\frac{1}{i^{2 k}}$ for $i \leqslant N$. If $i>N$ then $c_{i}$ is equal to zero.

The following Theorem provides conditions that ensure that the series expansion of a function by the discrete Hahn polynomials converges.

Theorem 19. The series expansion $\sum_{k=0}^{n} \frac{\left\langle f, \mathcal{H}_{k}\right\rangle}{\left\langle\mathcal{H}_{k}, \mathcal{H}_{k}\right\rangle} \mathcal{H}_{k}(x)$ of a function $f$ by the discrete Hahn polynomials converges pointwise, if the series expansion of the function $f$ by the Jacobi polynomials converges pointwise and if $\frac{n^{3+\alpha+\max \{1, \alpha\}}}{N} \longrightarrow 0$ as $n, N \longrightarrow \infty$.

Proof. The proof follows directly from [[125], Theorems 1.1, 2.1 and 2.2].

### 6.3 Operational matrices based on Hahn orthogonal polynomials

Here, we provide explicit formulae for the Hahn polynomials' ordinary differentiation and integration and delay product operational matrices. First, we assume that $\Psi(x)$ is the Hahn polynomials vector. For more details about operational matrices based on orthogonal polynomials, refer to [71, 213].

$$
\Psi(x)=\left[\mathcal{H}_{0}(x), \mathcal{H}_{1}(x), \ldots, \mathcal{H}_{N}(x)\right] .
$$

### 6.3.1 Ordinary integral matrix for Hahn polynomials

Lemma 6.3.1. Suppose that, for a positive real number s, the inner product of the $n$th Hahn polynomial $H_{n}(t)$ and $x^{s}$ is denoted by $\left.\lambda_{( } n, s\right)$. It can be derived as

$$
\begin{equation*}
\left.\lambda_{( } n, s\right)=\left\langle\mathcal{H}_{n}(x), x^{s}\right\rangle_{w}=\sum_{r=0}^{N} \sum_{k=0}^{n} \frac{a_{k, n} r^{s+k} \Gamma(\alpha+r+1) \Gamma(\beta+N-r+1)}{\Gamma(r+1) \Gamma(N-r+1) \Gamma(\alpha+1) \Gamma(\beta+1)} \tag{6.3.12}
\end{equation*}
$$

Proof. From the definition of the discrete inner product $\langle., .\rangle_{w}$ in (6.1.5), we have:

$$
\begin{align*}
& \left.\lambda_{( } n, s\right)=\sum_{r=0}^{N} \mathcal{H}_{n}(r) r^{s} w(r)=\sum_{r=0}^{N}\left(\sum_{k=0}^{n} a_{k, n} r^{k}\right) r^{s}\binom{\alpha+r}{r}\binom{\beta+N-r}{N-r}= \\
& \sum_{r=0}^{N} \sum_{k=0}^{n} \frac{a_{k, n} r^{s+k} \Gamma(\alpha+r+1) \Gamma(\beta+N-r+1)}{\Gamma(r+1) \Gamma(N-r+1) \Gamma(\alpha+1) \Gamma(\beta+1)} \tag{6.3.13}
\end{align*}
$$

Theorem 20. If $\Psi(x)$ is the Hahn polynomials vector, then the Ordinary integration of Hahn polynomial vector is given by

$$
\begin{equation*}
\mathcal{I} \Psi(x)=\mathcal{G} \Psi(x) \tag{6.3.14}
\end{equation*}
$$

where $\mathcal{G}$ is the $(N+1) \times(N+1)$ matrix. In fact, the $(i, j)$-th element of this matrix is obtained by:

$$
\mathcal{G}_{i, j}=\sum_{k=0}^{i-1} \frac{a_{k, i-1} \lambda(j, k+1)}{(k+1) \rho_{j}}, \quad i=1,2, \ldots, N+1, j=0, \ldots, N
$$

where

$$
\rho_{j}=(-1)^{j} \frac{(j+\alpha+\beta+1)_{N+1}(\beta+1)_{j} j!}{(2 j+\alpha+\beta+1)(\alpha+1)_{j}(-N)_{j} N!} .
$$

Proof. Assume that the $i$-th element of the vector $\Psi(x)$ is $\mathcal{H}_{i-1}(x)$. Applying the analytical form of $\mathcal{H}_{i-1}(x)$, the ordinary integration for this function can be written as

$$
\begin{equation*}
\mathcal{I H}_{i-1}(x)=\sum_{k=0}^{i-1} \frac{a_{k, i-1} x^{k+1}}{(k+1)} \tag{6.3.15}
\end{equation*}
$$

Now the term of $x^{k+1}$ by expanding exactly with Hahn polynomials as

$$
\begin{equation*}
x^{k+1}=\sum_{j=0}^{N} u_{k, j} \mathcal{H}_{j}(x) \tag{6.3.16}
\end{equation*}
$$

in which $u_{k, j}$ can be derived by using Lemma 6.3 .1 as

$$
\begin{equation*}
u_{k, j}=\frac{1}{\rho_{j}}\left\langle\mathcal{H}_{j}(x), x^{k+1}\right\rangle_{w}=\frac{\lambda(j, k+1)}{\rho_{j}} \tag{6.3.17}
\end{equation*}
$$

By putting Eqs. (6.3.16) and (6.3.17) in (6.3.15), we have:

$$
\mathcal{I H}_{i-1}(x)=\sum_{j=0}^{N}\left(\sum_{k=0}^{i-1} \frac{a_{k, i-1} \lambda(j, k+1)}{(k+1) \rho_{j}}\right) \mathcal{H}_{j}(x)
$$

therfore the desired result is derived.

### 6.3.2 Ordinary differentiation matrix for Hahn polynomials

Theorem 21. If $\Psi(x)$ is the Hahn polynomials vector, then the Ordinary differentiation of Hahn polynomial vector is given by

$$
\begin{equation*}
\mathcal{D} \Psi(x)=\Phi \mathcal{H}(x) \tag{6.3.18}
\end{equation*}
$$

where $\Phi$ is the $(N+1) \times(N+1)$ matrix. In fact, the $(i, j)$-th element of this matrix is obtained by:

$$
\Phi_{i, j}=\sum_{k=0}^{i-1} \frac{k a_{k, i-1} \lambda(j, k-1)}{\rho_{j}}, \quad i=1,2, \ldots, N+1, j=0, \ldots, N .
$$

where

$$
\rho_{j}=(-1)^{j} \frac{(j+\alpha+\beta+1)_{N+1}(\beta+1)_{j} j!}{(2 j+\alpha+\beta+1)(\alpha+1)_{j}(-N)_{j} N!} .
$$

Proof. Assume that the $i$-th element of the vector $\Psi(x)$ is $\mathcal{H}_{i-1}(x)$. Applying the analytical form of $\mathcal{H}_{i-1}(x)$, the ordinary differentiation for this function can be written as

$$
\mathcal{D} \mathcal{H}_{i-1}(x)=\left(\mathcal{D} \sum_{k=0}^{i-1} a_{k, i-1} x^{k}\right)
$$

Therefore

$$
\begin{equation*}
\mathcal{D} \mathcal{H}_{i-1}(x)=\sum_{k=0}^{i-1} a_{k, i-1} k x^{k-1} \tag{6.3.19}
\end{equation*}
$$

Now the term of $x^{k-1}$ by expanding exactly with Hahn polynomials as

$$
\begin{equation*}
x^{k-1}=\sum_{j=0}^{N} q_{k, j} \mathcal{H}_{j}(x) \tag{6.3.20}
\end{equation*}
$$

in which $q_{k, j}$ can be derived by using Lemma6.3.1 as

$$
\begin{equation*}
q_{k, j}=\frac{1}{\rho_{j}}\left\langle\mathcal{H}_{j}(x), x^{k-1}\right\rangle_{w}=\frac{\lambda(j, k-1)}{\rho_{j}} \tag{6.3.21}
\end{equation*}
$$

By putting Eqs. (6.3.20) and (6.3.21) in (6.3.19), we have:

$$
\begin{equation*}
\mathcal{D H}_{i-1}(x)=\sum_{j=0}^{N}\left(\sum_{k=0}^{i-1} \frac{k a_{k, i-1} \lambda(j, k-1)}{\rho_{j}}\right) \mathcal{H}_{j}(x), \tag{6.3.22}
\end{equation*}
$$

therfore the desired result is derived.
Remark 6. Let $\Psi(x)$ be the $(N+1)$ Hahn vector defined in (6.1.10) and $V$ be an arbitrary $(N+1)$ vector. Then, we can write

$$
\begin{equation*}
\Psi(x) \Psi^{T}(x) V=\tilde{V} \Psi(x) \tag{6.3.23}
\end{equation*}
$$

where $\tilde{V}$ is the $(N+1) \times(N+1)$ product operational matrix and its $(i, j)$ th element can be defined as

$$
\tilde{V}_{i+1, j+1}=\frac{1}{\rho_{j}} \sum_{k=0}^{N} V_{k}\left\langle\mathcal{H}_{k}(t) \mathcal{H}_{i}(x), \mathcal{H}_{j}(x)\right\rangle_{w}, \quad i, j=0,1, \ldots, N .
$$

### 6.4 Numerical approach

Consider the delay VIEs (6.0.1). First, we approximate $y(x), f(x)$ and $k(x, t)$ in terms of the HPs as follows

$$
\begin{equation*}
y(x) \simeq C^{T} \Psi(x)=\Psi^{T}(x) C \tag{6.4.24}
\end{equation*}
$$

Numerical solution of delay Volterra functional integral equations with variable

$$
\begin{gather*}
f(x) \simeq F^{T} \Psi(x)=\Psi^{T}(x) F  \tag{6.4.25}\\
P_{k}(x) \simeq P_{k}^{T} \Psi_{k}(x)=\Psi^{T}(x) P_{k}  \tag{6.4.26}\\
K_{r}(x, t) \simeq \Psi(x)^{T} \mathbf{K}_{r} \Psi(t)=\Psi(t)^{T} \mathbf{K}_{r}^{T} \Psi(x), \tag{6.4.27}
\end{gather*}
$$

where $C, P$ and $F$ are the HPs coefficient vectors and $\mathbf{K}_{r}$ is the HPs coefficient matrix that is obtained by the following relations:

$$
\mathbf{K}_{r}=\left[k_{i, j}^{r}\right], \quad k_{i, j}^{r}=\left\langle\mathcal{H}_{j}(x),\left\langle K_{r}(x, t), \mathcal{H}_{i}(t)\right\rangle\right\rangle \quad i, j=0,1,2, \ldots, N
$$

Hence, by using (6.4.24), the functions $y\left(\alpha_{k} x+\beta_{k}\right)$ and $\mathcal{F}\left(y\left(\mu_{r} t+\gamma_{r}\right)\right)$ can be derived as:

$$
y\left(\alpha_{k} x+\beta_{k}\right) \approx C^{T} \Psi\left(\alpha_{k} x+\beta_{k}\right)=\Psi^{T}\left(\alpha_{k} x+\beta_{k}\right) C
$$

and

$$
\mathcal{F}\left(y\left(\mu_{r} t+\gamma_{r}\right)\right) \approx Z^{T} \Psi(t)=\Psi^{T}(t) Z
$$

These delay function can be expanded as

$$
\begin{equation*}
y\left(\alpha_{k} x+\beta_{k}\right) \approx C^{T} \Omega_{k} \Psi(x)+V_{k}^{T} \Psi(x) \tag{6.4.28}
\end{equation*}
$$

where $V_{k}$ is known $(N+1)$ vector, whereas $\Omega_{k}$ is known $(N+1) \times(N+1)$ matrix which depends on the delay parameters $\alpha_{k}, \beta_{k}$, respectively. Substituting Eqs. (6.4.25)-(6.4.26)-(6.4.27) and (6.4.28) in the VIEs (6.0.1), we get

$$
\sum_{k=0}^{m_{1}} P_{k}^{T} \Psi(x) \Psi^{T}(x)\left(C \Omega_{k}^{T}+V_{k}\right)=F^{T} \Psi(x)+\sum_{r=0}^{m_{2}} \lambda_{r}\left(\int_{u_{r}(x)}^{v_{r}(x)} Z^{T} \Psi(t) \Psi^{T}(t) d t\right) \mathbf{K}_{r}^{T} \Psi(x)
$$

Now by applying product operation matrix for HPs defined in Remark 33, we have:

$$
\sum_{k=0}^{m_{1}} \Psi^{T}(x) \tilde{P}_{k}\left(C \Omega_{k}^{T}+V_{k}\right)=F^{T} \Psi(x)+\sum_{r=0}^{m_{2}} \lambda_{r}\left(\int_{u_{r}(x)}^{v_{r}(x)} \Psi^{T}(t) d t\right) \tilde{Z} \mathbf{K}_{r}^{T} \Psi(x)
$$

$\tilde{P}_{k}$ and $\tilde{Z}$ are the product operation matrices. Now by applying operational matrix of integration $\mathcal{Q}_{r}$ for HPs defined in Theorem 6.3.14, we have the residual function $R(x)$ for the VIE (6.0.1) can be derived as:

$$
\begin{equation*}
R(x)=\sum_{k=0}^{m_{1}}\left(\tilde{P}_{k}\left(C \Omega_{k}^{T}+V_{k}\right)-F^{T}-\sum_{r=0}^{m_{2}} \lambda_{r} \mathcal{Q}_{r} \tilde{Z} \mathbf{K}_{r}^{T}\right) \Psi(x) \tag{6.4.29}
\end{equation*}
$$

In order to approximate solution of the VIEs (6.0.1), we collocate the residual system (6.4.29) at the $N+1$ zeros of shifted Chebyshev polynomials in the interval $[0,1]$, as follow:

$$
\begin{equation*}
R\left(r_{j}\right)=0, \quad i=1,2 \ldots, N+1 \tag{6.4.30}
\end{equation*}
$$

Eqs. (6.4.30) generate a system of $N+1$ algebraic equations for $N+1$ unknown coefficients of the vector $C$. This system of algebraic equations can be solved for unknown coefficients of the vector $C$. For nonlinear cases, the Newton-Raphson method can be applied to solve the nonlinear system. Consequently, unknown function $y(x)$ can be obtained by substituting the vector $C$ in Eq. (6.4.24).

The accuracy of the approximate solutions is determined by substituting the solutions into the Eq. (6.0.1)

$$
\begin{equation*}
E_{N}(x)=\left|\sum_{k=0}^{m_{1}} P_{k}(x) y\left(\alpha_{k} x+\beta_{k}\right)-\left(f(x)+\sum_{r=0}^{m_{2}} \lambda_{r} \int_{u_{r}(x)}^{v_{r}(x)} K_{r}(x, t) \mathcal{F}\left(y\left(\mu_{r} t+\gamma_{r}\right)\right) d t\right)\right| \tag{6.4.31}
\end{equation*}
$$

We anticipate that $E_{N}(x)=0$ on the collocation points. Whenever $y(x) \simeq y_{N}(x)$ then $E_{N}(x) \simeq 0$. The accuracy of the approximate solutions may not provide any information about the absolute errors. Thus, we can estimate the absolute errors using the residual correction approach [65, 66, 226, 273].

We now will provide an error estimation for the HPs approach based on the residual function. Using the residual function, we have

$$
\begin{equation*}
R_{N}(x)=\sum_{k=0}^{m_{1}} P_{k}(x) y\left(\alpha_{k} x+\beta_{k}\right)-\left(f(x)+\sum_{r=0}^{m_{2}} \lambda_{r} \int_{u_{r}(x)}^{v_{r}(x)} K_{r}(x, t) \mathcal{F}\left(y\left(\mu_{r} t+\gamma_{r}\right)\right) d t\right) \tag{6.4.32}
\end{equation*}
$$

The error function $e_{N}(x)$ can be defined as $e_{N}(x)=y(x)-y_{N}(x)$, where $y(x)$ is the exact solution of problem6.0.1 and also $y_{N}(x)$ is the approximate solution. By adding Eq. (6.4.32) into the both side of Eq. (6.0.1), we have

$$
\begin{equation*}
-R_{N}=\sum_{k=0}^{m_{1}} P_{k}(x) e_{N}\left(\alpha_{k} x+\beta_{k}\right)-\sum_{r=0}^{m_{2}} \lambda_{r} \int_{u_{r}(x)}^{v_{r}(x)} K_{r}(x, t) \mathcal{F}\left(y\left(\mu_{r} t+\gamma_{r}\right)-y_{N}\left(\mu_{r} t+\gamma_{r}\right)\right) d t \tag{6.4.33}
\end{equation*}
$$

On the other hand, using the residual function described by $R_{N}(x)$, the solution's accuracy can be evaluated, and error can be estimated. If $R_{N}(x) \longrightarrow 0$ when $N$ is sufficiently large enough, then error decrease.
Using the error equation (6.4.33), we obtain the approximation $e_{N, M}(x)$ to $e_{N}(x),(M \geqslant$ N)

$$
e_{N, M}(x)=\sum_{k=0}^{M} a_{k} \mathcal{H}_{k}(x)
$$

where, $e_{N, M}(x)$ is the Hahn polynomial solution of the error equation (6.4.33). So, we establish the error function $e_{N}(x)=y(x)-y_{N}(x)$, the estimated error function $e_{N, M}(x)$ and the corrected Hahn polynomial solution is

$$
E_{N, M}(x)=e_{N}(x)-e_{N, M}(x)=y(x)-y_{N, M}(x) .
$$

### 6.5 Numerical experiments

In this section, five examples demonstrate how well Hahn polynomials perform in solving the linear and nonlinear delay VIEs. The accuracy of the numerical solution is examined using the Root Mean Squared Error (RMSE). Assume that the function $y(x)$ is approximated by $\tilde{y}(x)$. In the examples, actual absolute error is shown by $e_{N}(x)=\left|\tilde{y}(x)-y_{N}(x)\right|$, estimated absolute error is demonstrated by $e_{N, M}$ and corrected absolute error is defined by $E_{N, M}(x)$. All findings were calculated using Maple 17 with a precision of 16 digits and $\alpha=1, \beta=1$.

For this approximate function $\tilde{y}(t)$, the RMSE can be calculated as follows:

$$
\begin{equation*}
\|y-\tilde{y}\|_{2}=\sqrt{\frac{\sum_{i=1}^{m}\left|y\left(x_{i}\right)-\tilde{y}\left(x_{i}\right)\right|^{2}}{N}} . \tag{6.5.34}
\end{equation*}
$$

Example 7. Assume the following delay VIEs:

$$
\begin{equation*}
y(x)+x e^{-x} y\left(\frac{1}{2} x\right)-\int_{0}^{x} e^{x-t} y(t) d t=f(x), \tag{6.5.35}
\end{equation*}
$$

where $f(x)=(x+1) e^{x}+x e^{\frac{x}{2}}$. This equation has exact solution $\tilde{y}(x)=e^{x}$.

The presented HPs method has been used to solve this delay VIEs. Comparison between actual absolute errors with the estimated and corrected absolute errors for $x=0,0.2,0.4,0.6,0.8,1,1.1$ and different values of $N, M$ are listed in Table 6.1. The absolute errors acquired by the published results and our method are compared in Table 6.2. The numerical examples show that for different values of $N$, the approach outperforms all other methods, such as the Legendre collocation method, the Lagrange collocation method, the Chebyshev collocation method, the VIM method, and Taylor collocation method. In addition, Fig. 6.1 shows the comparison between absolute errors for different N. Fig. 6.2 shows the errors of approximation solution $y(x)$. From these results, we conclude that the presented method is an effective tool for solving the delay VIEs and that the RMSE of the approximate solutions significantly decreases as the number of basis functions increases. According to Fig. 6.2, numerical errors will decay at an exponential rate. The errors exhibit an exponential decrease, as expected because the error variations in this semi-log representation are practically linear versus the degrees of the polynomial. The elapsed CPU time (in second) for different values of $N$ is provided in Table 6.3.

| $x_{i}$ | Actual absolute errors $N=4, e_{4}\left(x_{i}\right)$ | Estimated absolute errors $N=4, M=6, e_{4,6}\left(x_{i}\right)$ | Corrected absolute errors $N=4, M=6, E_{4,6}\left(x_{i}\right)$ |
| :---: | :---: | :---: | :---: |
|  | HPs [127] | HPs [127] | HPs [127] |
| 0.0 | $0 \quad 0$ | $0 \quad 0$ | 0 0 |
| 0.2 | $0.356494 e-5 \quad 0.161717 e-4$ | $0.352973 e-5 \quad 0.161129 e-4$ | $0.352052 e-9 \quad 0.588529 e-7$ |
| 0.4 | $0.183943 e-40.175270 e-4$ | $0.184318 e-4 \quad 0.175071 e-4$ | $0.375707 e-9 \quad 0.199332 e-7$ |
| 0.6 | $0.315997 e-4 \quad 0.258794 e-3$ | $0.315600 e-40.258772 e-3$ | $0.397138 e-9 \quad 0.221217 e-7$ |
| 0.8 | $0.459194 e-80.949598 e-3$ | $0.500791 e-8 \quad 0.949614 e-3$ | $0.415973 e-9 \quad 0.163145 e-7$ |
| 1.0 | $0.265482 e-4 \quad 0.137166 e-2$ | $0.265931 e-40.137166 e-2$ | $0.449127 e-9 \quad 0.248660 e-6$ |
| 1.1 | $0.342140 e-3 \quad 0.896502 e-3$ | $0.343941 e-3 \quad 0.896502 e-3$ | $0.180041 e-5 \quad 0.598131 e-7$ |
| $x_{i}$ | Actual absolute errors$N=5, e_{5}\left(x_{i}\right)$ | Estimated absolute errors$N=5, M=7, e_{5,7}\left(x_{i}\right)$ | Corrected absolute errors$N=5, M=7, E_{5,7}\left(x_{i}\right)$ |
|  |  |  |  |
|  | HPs [127] | HPs [127] | HPs [127] |
| 0.0 | $\begin{array}{cc}0 & 0\end{array}$ | 0 | , |
| 0.2 | $0.874173 e-8 \quad 0.288997 e-5$ | $0.874657 e-8 \quad 0.288713 e-5$ | $0.483213 e-110.284325 e-8$ |
| 0.4 | $0.676526 e-8 \quad 0.320749 e-5$ | $0.676478 e-8 \quad 0.320842 e-5$ | $0.481330 e-120.927994 e-9$ |
| 0.6 | $0.468135 e-8 \quad 0.630605 e-4$ | $0.468085 e-8 \quad 0.630614 e-4$ | $0.504941 e-120.834475 e-9$ |
| 0.8 | $0.116701 e-50.433426 e-3$ | $0.116757 e-50.433428 e-3$ | $0.557997 e-110.165510 e-8$ |
| 1.0 | $0.178320 e-50.249601 e-2$ | $0.178458 e-50.249602 e-2$ | $0.138734 e-10 \quad 0.683476 e-8$ |
| 1.1 | $0.268999-40.512460 e-2$ | $0.270031 e-4 \quad 0.512466 e-2$ | $0.103263 e-8 \quad 0.608253 e-7$ |

Table 6.1: Comparison of numerical results for different $N, M$, Example 7.

|  | $N=3$ | $N=4$ | $N=5$ |
| :---: | :---: | :---: | :---: |
| $[20]$ | $4.60 e-004$ | $7.30 e-007$ | $1.10 e-007$ |
| $[32]$ | $2.20 e-004$ | $9.20 e-006$ | $4.10 e-007$ |
| $[127]$ | $1.00 e-004$ | $3.00 e-007$ | $5.80 e-008$ |
| $H P s$ | $3.48 e-004$ | $6.868 e-007$ | $4.03 e-008$ |

Table 6.2: Comparison RMSE for different values of N, Example 7.


Figure 6.1: Comparison of absolute errors for different N, Example 7


Figure 6.2: The errors of approximation solution $\mathrm{y}(\mathrm{x})$ for Example 7

| $N$ |  |  |  |
| :---: | :---: | :---: | :---: |
|  | 4 | 6 | 8 |
| W all clock time $(s)$ | 0.906 | 1.047 | 1.031 |

Table 6.3: CPU times for different $N$ of Example 7.

Example 8. Consider the following delay VIEs:

$$
\begin{equation*}
x^{2} y(x)+e^{x} y(2 x)-\int_{0}^{2 x} e^{x+t} y(t) d t+\int_{0}^{1} e^{x-2 t} y(2 t) d t=f(x) \tag{6.5.36}
\end{equation*}
$$

where
$f(x)=-\frac{e^{x}}{4}-\frac{1}{4} e^{x-2} \cos 2+\frac{1}{2} e^{3 x} \cos 2 x-\frac{1}{4} e^{x-2} \sin 2-\frac{1}{2} e^{3 x} \sin 2 x+x^{2} \sin x+e^{x} \sin 2 x$.
This equation has exact solution $\tilde{y}(x)=\sin (x)$.
The proposed HPs method has been employed to solve this delay VIEs. The absolute errors acquired by the published results and our method are compared in Table 6.4. The method provides a better approximation than all other methods, including the Legendre collocation method, the Lagrange collocation method, the Chebyshev collocation method, the VIM method, and Taylor collocation method for different values of $N$, as can be seen from the numerical examples. Additionally, Table 6.5 displays the comparison of the actual absolute errors with the estimated and corrected absolute errors for $x=$ $0,0.2,0.4,0.6,0.8,1$ and different values of $N, M$. Fig. 6.3 compares absolute errors for different N. In summary, the results show that the proposed method is a useful tool for solving the delay VIEs and that the RMSE of the approximations drops noticeably
with the number of basis functions. Furthermore, in Fig. 6.4, we exhibit the numerical errors for various values of $N$ to demonstrate the high accuracy and convergence of the proposed method. These results illustrate that our method provides a good approximation and produces an exponential rate of convergence. The elapsed CPU time (in second) for different values of $N$ is provided in Table 6.6.

|  | $N=2$ | $N=5$ | $N=8$ | $N=9$ |
| :---: | :---: | :---: | :---: | :---: |
| $[127]$ | ----- | $1.40 e-004$ | $7.40 e-009$ | $2.40 e-010$ |
| $[196]$ | ----- | $2.93 e-005$ | $3.94 e-008$ | $2.29 e-009$ |
| $[196]$ | $3.41 e-002$ | $3.68 e-004$ | $1.24 e-005$ | $3.46 e-007$ |
| $[308]$ | $7.87 e-002$ | $6.23 e-005$ | $1.89 e-008$ | $2.35 e-008$ |
| $[309]$ | $7.87 e-002$ | $6.23 e-005$ | $1.77 e-007$ | $7.21 e-006$ |
| HPs | $3.87 e-002$ | $4.90 e-005$ | $5.07 e-009$ | $3.60 e-010$ |

Table 6.4: Comparison RMSE for different values of N, Example 8.


Figure 6.3: Comparison of absolute errors for different N, Example 8
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Figure 6.4: The errors of approximation solution $y(x)$ for Example 8

| $x_{i}$ | Actual absolute errors$N=8, e_{8}\left(x_{i}\right)$ |  | Estimated absolute errors |  | Corrected absolute errors |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $N=8, M$ | $=$ | $N=8, M$ |  |
|  |  |  | $10, e_{8,10}\left(x_{i}\right)$ |  | $10, E_{8,10}\left(x_{i}\right)$ |  |
|  | HPs | [127] | HPs | [127] | HPs | [127] |
| 0.0 | $0.786197 e-10$ | $0.166857 e-4$ | $0.787897 e-10$ | $0.166840 e-4$ | $0.170019 e-12$ | $0.173027 e-8$ |
| 0.2 | $0.649202 e-10$ | $0.677028 e-6$ | $0.647776 e-10$ | $0.675149 e-6$ | $0.142549 e-12$ | $0.187909 e-8$ |
| 0.4 | $0.300124 e-10$ | $0.253054 e-4$ | $0.298293 e-10$ | $0.253029 e-4$ | $0.183106 e-12$ | $0.245143 e-8$ |
| 0.6 | $0.570982 e-10$ | $0.203764 e-4$ | $0.572993 e-10$ | 0.203731e-4 | $0.201106 e-12$ | $0.327117 e-8$ |
| 0.8 | $0.5861108 e-10$ | 0.351658e-4 | $0.587918 e-10$ | $0.351610 e-4$ | $0.180781 e-12$ | $0.478454 e-8$ |
| 1.0 | $0.278791 e-10$ | $0.557315 e-4$ | $0.276729 e-10$ | $0.557239 e-4$ | $0.206177 e-12$ | $0.762705 e-8$ |
|  | Actual absolute errors$N=9, e_{9}\left(x_{i}\right)$ |  | Estimated absolute errors |  | Corrected absolute errors |  |
| $x_{i}$ |  |  | $N=9, M$ |  | $\begin{aligned} & N=9, M \\ & 11, E_{9,11}\left(x_{i}\right) \end{aligned}$ |  |
|  | HPs | [127] | HPs | [127] | HPs | [127] |
| 0.0 | $0.5094913 e-11$ | $0.252523 e-5$ | 0.5104291e-11 | $0.252528 e-5$ | $0.937864 e-14$ | $0.435909 e-10$ |
| 0.2 | $0.519600 e-11$ | $0.400632 e-5$ | 0.519755e-11 | $0.400637 e-5$ | $0.154924 e-14$ | $0.537286 e-10$ |
| 0.4 | $0.529117 e-11$ | $0.433152 e-5$ | $0.528033 e-11$ | $0.433158 e-5$ | 0.108388 e - 13 | $0.686267 e-10$ |
| 0.6 | $0.209963 e-11$ | $0.637944 e-5$ | $0.208680 e-11$ | $0.637953 e-5$ | $0.1282759 e-13$ | $0.928910 e-10$ |
| 0.8 | $0.382958 e-11$ | $0.893953 e-5$ | $0.383205 e-11$ | $0.893966 e-5$ | $0.246816 e-14$ | $0.134946 e-9$ |
| 1.0 | $0.400643 e-11$ | $0.144296 e-4$ | $0.402344 e-11$ | $0.144298 e-4$ | $0.170102 e-13$ | $0.214906 e-9$ |

Table 6.5: Comparison of numerical results for different $N, M$, Example 8.

| $N$ |  |  |  |
| :---: | :---: | :---: | :---: |
|  | 4 | 6 | 8 |
| Wall clock time $(s)$ | 1.000 | 1.062 | 1.156 |

Table 6.6: CPU times for different $N$ of Example 8.

Example 9. Consider the delay VIEs:

$$
\begin{equation*}
y(x)+e^{-x} y(0.8 x)+\int_{-1}^{1} e^{x-t} y(t) d t=f(x) \tag{6.5.37}
\end{equation*}
$$

where $f(x)=3 e^{-x}+e^{3-0.8 x}$. This equation has exact solution $\tilde{y}(x)=e^{x}$.
This delay VIEs has been resolved using the suggested HPs approach. The comparison of the actual absolute errors with the estimated and corrected absolute errors for $x=-1,-0.6,-0.2,0,0.2,0.6,1$ and different values of $N, M$ is also shown in Table 6.7. The absolute error comparison for various $N$ is shown in Fig. 6.5. In conclusion, the findings demonstrate that the suggested approach is a helpful tool for resolving delay VIEs and that the RMSE of the approximations decreases significantly with the number of basis functions. These outcomes show that our approach yields accurate approximations and an exponential convergence rate. The elapsed CPU time (in second) for different values of $N$ is provided in Table 6.8.


Figure 6.5: Comparison of absolute errors for different N, Example 9

Example 10. Consider the nonlinear delay VIEs:

$$
\begin{equation*}
y(x)-\int_{0}^{x} 2 e^{-x} y^{2}(t) d t=f(x) \tag{6.5.38}
\end{equation*}
$$
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| $x_{i}$ | Actual absolute errors$N=10, e_{10}\left(x_{i}\right)$ |  | Estimated absolute errors |  | Corrected absolute errors |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $N=10, M$ | $M=$ | $\begin{aligned} & N=10, M \\ & 10, E_{10,12}\left(x_{i}\right) \end{aligned}$ | $M=$ |
|  |  |  | 10, $e_{10,12}\left(x_{i}\right)$ |  |  |  |
|  | HPs | [127] | HPs | [127] | HPs | [127] |
| -1.0 | $0.0213245 e-5$ | $0.364 e-7$ | $0.209132 e-5$ | $0.367 e-7$ | $0.411295 e-90$ | $0.147 e-12$ |
| -0.6 | $0.102876 e-10$ | $0.542 e-9$ | $0.535040 e-11$ | $0.741 e-10$ | $0.493721 e-110$ | $0.436 e-14$ |
| -0.2 | $0.110353 e-8$ | $0.818 e-9$ | 0.1.10352e-8 | $0.427 e-9$ | $0.340561 e-140$ | $0.325 e-13$ |
| 0.0 | $0.155889 e-8$ | $0.100 e-8$ | $0.155889 e-8$ | $0.600 e-9$ | $0.860343 e-190$ | $0.476 e-13$ |
| 0.2 | $0.215293 e-8$ | $0.137 e-8$ | $0.215293 e-8$ | $0.828 e-9$ | $0.751331 e-190$ | $0.671 e-13$ |
| 0.6 | $0.660083 e-8$ | $0.247 e-8$ | $0.388293 e-8$ | $0.166 e-9$ | $0.432497 e-190$ | $0.135 e-13$ |
| 1.0 | $0.278791 e-8$ | $0.563 e-7$ | $0.660083 e-8$ | $0.555 e-7$ | $0.873861 e-19 \quad 0$ | $0.227 e-12$ |
|  | Actual absolute errors |  | Estimated absolute errors |  | Corrected absolute errors |  |
| $x_{i}$ | $N=14, e_{14}\left(x_{i}\right)$ |  | $N=14, M$ |  | $16, E_{14,16}\left(x_{i}\right)$ |  |
|  | HPs | [127] | HPs | [127] | HPs | [127] |
| -1.0 | $0.307047 e-11$ | $0.100 e-9$ | $0.295285 e-11$ | $0.130 e-11$ | $0.117622 e-120$ | $0.460 e-18$ |
| -0.6 | $0.374663 e-13$ | $0.150 e-10$ | $0.370333 e-13$ | $0.570 e-14$ | $0.433044 e-150$ | $0.350 e-19$ |
| -0.2 | $0.121881 e-12$ | $0.220 e-10$ | 0.1.21881e-12 | $0.130 e-13$ | $0.350602 e-190$ | $0.640 e-19$ |
| 0.0 | $0.172013 e-12$ | $0.750 e-10$ | $0.172013 e-12$ | $0.190 e-13$ | $0.110900 e-250$ | $0.910 e-19$ |
| 0.2 | $0.237523 e-12$ | $0.160 e-9$ | $0.237523 e-12$ | $0.260 e-13$ | $0.487724 e-24 \quad 0$ | $0.120 e-18$ |
| 0.6 | $0.428388 e-12$ | $0.400 e-9$ | $0.428388 e-12$ | $0.490 e-13$ | $0.450163 e-24 \quad 0$ | $0.210 e-18$ |
| 1.0 | $0.728241 e-12$ | $0.490 e-9$ | $0.728241 e-12$ | $0.160 e-11$ | $0.272505 e-24 \quad 0$ | $0.440 e-18$ |

Table 6.7: Comparison of numerical results for different $N, M$, Example 9.

| $N$ |  |  |  |
| :---: | :---: | :---: | :---: |
|  | 4 | 6 | 8 |
| Wall clock time $(s)$ | 0.844 | 0.891 | 1.063 |

Table 6.8: CPU times for different $N$ of Example 9.
where $f(x)=-e^{-x}$. This equation has exact solution $\tilde{y}(x)=e^{x}$.
The suggested HPs technique has been used to resolve this nonlinear delay VIEs. Table 6.9 compares the actual absolute errors with the estimated and corrected absolute errors for $x=0,0.2,0.4,0.6,0.8,1$ and various values of $N, M$. Fig. 6.6 displays the absolute error comparison for various $N$. The results show that the recommended strategy is a valuable tool for resolving delay VIEs and that the RMSE of the approximations dramatically lowers with the number of basis functions. Furthermore, CPU times have been given to show the efficiency of the method. The elapsed CPU time (in second) for different values of $N$ is provided in Table 6.10.


Figure 6.6: Comparison of absolute errors for different N, Example 10

| $x_{i}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Errors | 0 | 0.2 | 0.4 | 0.6 | 0.8 | 1 |
| $e_{5}\left(x_{i}\right)$ | 0 | $1.7932 e-7$ | $1.1893 e-8$ | $8.7149 e-7$ | $3.0828 e-4$ | $5.2387 e-3$ |
| $e_{5,7}\left(x_{i}\right)$ | 0 | $1.7872 e-7$ | $1.1697 e-8$ | $8.7090 e-7$ | $2.9883 e-6$ | $4.8023 e-5$ |
| $E_{5,7}\left(x_{i}\right)$ | 0 | $5.9496 e-10$ | $1.96268 e-10$ | $5.9405 e-10$ | $9.4489 e-8$ | $4.3641 e-4$ |
| $e_{9}\left(x_{i}\right)$ | 0 | $6.9560 e-10$ | $1.3780 e-9$ | $1.7720 e-9$ | $4.3584 e-8$ | $9.1656 e-4$ |
| $e_{9,11}\left(x_{i}\right)$ | 0 | $6.7893 e-10$ | $1.0892 e-9$ | $1.0614 e-9$ | $1.7477 e-8$ | $4.3370 e-7$ |
| $E_{9,11}\left(x_{i}\right)$ | 0 | $1.6668 e-11$ | $2.8881 e-10$ | $7.1054 e-10$ | $6.1062 e-8$ | $8.7319 e-4$ |

Table 6.9: Numerical results for different $N, M$ for Example 10.

| $N$ |  |  |  |
| :---: | :---: | :---: | :---: |
|  | 4 | 6 | 8 |
| Wall clock time $(s)$ | 0.906 | 0.922 | 1.297 |

Table 6.10: CPU times for different $N$ of Example 10.
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Example 11. Consider the nonlinear delay VIEs:

$$
\begin{equation*}
y(x)-\int_{0}^{x} y^{3}(t) d t=f(x) \tag{6.5.39}
\end{equation*}
$$

where $f(x)=e^{x}-\frac{1}{3} e^{3 x}+\frac{1}{3}$. This equation has exact solution $\tilde{y}(x)=e^{x}$.
This nonlinear delay VIEs has been solved using the indicated HPs approach. For $x=0,0.2,0.4,0.6,0.8,1$ and various values of $N, M$, Table 6.11 compares the actual absolute errors with the estimated and corrected ones. The absolute error comparison for different $N$ is shown in Fig. 6.7. The findings demonstrate that the suggested approach is a valuable tool for resolving nonlinear delay VIEs and that the number of basis functions significantly impacts the approximations' accuracy. In addition, CPU times have been given to show the efficiency of the method. The elapsed CPU time (in second) for different values of $N$ is provided in Table 6.12.


Figure 6.7: Comparison of absolute errors for different N, Example 11

| $x_{i}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Errors | 0 | 0.2 | 0.4 | 0.6 | 0.8 | 1 |
| $e_{5}\left(x_{i}\right)$ | 0 | $2.2991 e-7$ | $2.4853 e-7$ | $1.5468 e-4$ | $1.1769 e-4$ | $4.7640 e-3$ |
| $e_{5,7}\left(x_{i}\right)$ | 0 | $2.2975 e-10$ | $2.4849 e-10$ | $1.5467 e-6$ | $1.1750 e-6$ | $4.7595 e-5$ |
| $E_{5,7}\left(x_{i}\right)$ | 0 | $1.6036 e-10$ | $4.0380 e-11$ | $8.4491 e-11$ | $1.8949 e-9$ | $4.5005 e-8$ |
| $e_{8}\left(x_{i}\right)$ | 0 | $1.4907 e-8$ | $3.7929 e-8$ | $3.9737 e-8$ | $1.5273 e-7$ | $4.1273 e-7$ |
| $e_{8,10}\left(x_{i}\right)$ | 0 | $1.4902 e-8$ | $3.7903 e-8$ | $3.9683 e-8$ | $1.5268 e-7$ | $4.1120 e-7$ |
| $E_{8,10}\left(x_{i}\right)$ | 0 | $4.7886 e-12$ | $2.5968 e-11$ | $5.3967 e-11$ | $5.5293 e-11$ | $1.5385 e-9$ |

Table 6.11: Numerical results for different $N, M$ for Example 11.

| $N$ |  |  |  |
| :---: | :---: | :---: | :---: |
|  | 4 | 6 | 8 |
| Wall clock time $(s)$ | 1.515 | 2.985 | 7.890 |

Table 6.12: CPU times for different $N$ of Example 11.

### 6.6 Conclusion

In this chapter, a direct numerical method based on discrete orthogonal polynomials is proposed to approximate the solution of delay VIEs (linear and nonlinear). By using the properties of proposed polynomials, explicit formulations for their integration and product operational matrices were derived. A numerical approach was suggested to solve delay VIEs using collocation methods and these matrices. An instrument for residual correction is also provided to calculate the estimated and corrected absolute errors. The current method is applied to several problems that were previously studied in the literature and the error analysis is carried out. Several illustrative examples were considered to confirm the accuracy of the proposed method. The method has advantages such as:

- The presented method is accurate and effective for the numerical solution of linear and nonlinear delay VIEs. we can calculate the approximate solutions and absolute errors in a short time.
- Application of discrete Hahn polynomials is less time-consuming and less complex in comparison with continuous polynomials. As these polynomials are orthogonal with respect to a discrete norm, the implementation of the proposed numerical method is more efficient and less complex in comparison to similar methods in which continuous polynomials are used. The complexity and required CPU time of continuous polynomials increase significantly as the number of basis functions increases.
- Tables and figures have shown that the error decreases when $N$ and $M$ increase.
- Furthermore, CPU times have been given to show the efficiency of the method.
- As a result, the technique can be applied to a particular type of mathematical models, such as differential functional integral equations with delay, nonlinear differential functional integral equations with delay, and fractional Volterra integro-differential equations, but some modifications are required.


## Chapter 7

## Optimal control of system governed by nonlinear Volterra integral and derivative equations

Optimal Control (OC) is used in various engineering fields such as aerospace, mechanics, robotics, electronics, chemical processes, medical engineering, and sub-branches. The OC was first introduced by Newton and Leibniz. They could express dynamic processes by defining concepts such as differential and integral in the 17th century. But the OC in its present form has been considered since the 1950s. In the 1970s, with the significant development of software and hardware of digital computers and numerical algorithms, it became possible to provide very complex methods based on numerical calculations to solve optimal control problems. Several applications of optimal control problems in different scientific fields will be mentioned in the following.

Medical Engineering: The human body is highly complex and nonlinear, yet has highly regulated and adaptive physiological control systems. Therefore, there is a close relationship between control theory and physiology. Effective preventive measures and controlling the spread of infectious diseases are among the most important concerns worldwide. The control strategy in modeling the control of the spread of infectious diseases is vaccination (provided that the vaccine is readily available in the market).

Cancer tumor treatment: The simulation of the problem of treating a cancer tumor is studied to check the efficiency of optimal control in diseased tissue. The population of different cells as effective species, the effect of immune cells, chemotherapy drugs, and some important factors have been considered. After choosing the model, presenting a treatment program that can suggest a suitable process to reduce the number of cancer cells and, at the same time, cause the least damage to the patient's body is one of the issues raised in the field of optimal control. In this regard, it is important to consider various biological limitations, including the need to limit the dose of the injected drug and maintain the healthy cell population of a tissue.

Rehabilitation of disabled patients: The process of strengthening the muscles to bring them to normal values (rehabilitation) is a time-consuming task and requires high cost and precision. There are many exercise machines for rehabilitation purposes. Most of these machines are used in a limited and special way for various reasons. An optimal algorithm for designing an intelligent system for rehabilitating human lower limbs can be done using a parallel robot. Due to their high stiffness and fast reactions, parallel robots have recently attracted the attention of many researchers for medical applications and low-cost pharmaceutical activities. These robots generally have two circular plates of fixed and movable shape, connected using several flexible and removable links. The length of the links is controlled to reach the desired position and direction. Estimation and optimization of control parameters using neural networks and genetic algorithms. The use of the neural network in the control of rehabilitation robots arose from the fact that the results of experiments have shown that there are training centers in the spinal cord of adult mammals that activate and control the motor neurons responsible for walking. In the genetic algorithm, quantitative coding is used for chromosomes, and classical optimal control strategies can be used to find the least deviation from the desired path.

Car control systems: By using anti-lock brakes and slip and stability control, the safety of cars has been transformed by control technology. The invention of mechanical control for car suspension led to victory in car racing for the first time. Also, collision avoidance systems are used in air traffic management based on control and estimation algorithms. Also, optimal control has been used to design and solve various problemsdescribed in this section.

Optimal Control Problems (OCPs) are widely used in several fields, such as aerospace, economy and finance, medical engineering, automotive systems, etc.

They are essentially related to identifying state trajectories for a dynamical system over a time interval that optimizes a specific performance index by achieving the best possible outcome through endogenous control of a parameter within a mathematical model of the system itself. The associated problem is characterized by a cost or objective function, depending on the state and control variables, and by a group of constraints. There are two essential types of OCPs, respectively, subjected to differential equations and integral equations. The classical optimal control theory was initially conceived to solve systems of controlled ordinary differential equations, referring to the first type. However, the second type of OCPs recently gained significant success for handling a broad class of phenomena and mathematical models, such as, for example, technological, physical, economic, biological, and network control problems, as reported in Figure 7.1.


Figure 7.1: Some applications of optimal control problem in real life

OCPs are typically nonlinear and hence do not admit analytic solutions, especially when they are ruled by Volterra integral or Volterra integral derivative systems (second type). To overcome the difficulties related to obtaining an analytical solution to these problems, several authors have suggested different techniques to provide a numerical solution.

Belbas described iterative methods with their convergence by assuming some conditions on the kernel of the integral equations involved to solve optimal control of nonlinear Volterra integral equations (VIEs) [27]. Also, he discovered a technique to solve OCPs for VIEs based on approximating the controlled VIEs by systems of controlled ordinary differential equations $[28,29]$. The existence and uniqueness of solutions for OCPs governed by VIEs can be found in [11].

In addition, orthogonal functions have been leveraged to find the solution OCPs for VIEs. An iterative numerical method for solving optimal control using triangular functions is described in [198]. Maleknejad and Ebrahimzadeh introduced a collocation approach based on rationalized Legendre wavelets to approximate optimal control and state variables in [199]. In [296], Tohidi and Samadi investigated the use of Lagrange polynomials in solving OCPs for systems governed by VIEs and also analyzed the convergence of their proposed solution, characterized by a significant efficiency, mainly for problems characterized by smooth solutions. Hybrid functions consisting of block-pulse functions and a Bernoulli polynomial method for OCPs described by integro-differential equations has been investigated by Mashayekhi et al. in [205]. In [241], the authors proposed hybrid approaches leveraging the steepest descent and two-step Newton methods for achieving optimal control and the associated optimal state. Some other methods have been described in [106, 185, 200].

In a recent paper, Khanduzi et al. [174] proposed a novel revised method based on teaching-learning-based optimization (MTLBO) to gain an approximate solution of OCPs subjected to nonlinear Volterra integro-differential systems.

As said, the OCPs, which is the minimization of a performance index subject to the dynamical system is one of the most practical subjects in science and engineering. As a generalization of the classical OCPs and Fractional Optimal Control Problems (FOCPs) involve the minimization of a performance index subject to dynamical systems in which fractional derivatives or integrals are used (See [214] and references therein). Even if fractional calculus is almost as old as normal integer order calculus, its application in various fields of science has gained increasing attention in the last three decades. In related literature, considerable attention has been paid to fractional calculus to have a better description of the behavior of the natural processes [23, 225, 261, 289].

Centered on the approach reported in $[174,199]$ and considering the interest in fractional calculus that has grown over the past few years, the main aim of this analysis is to establish a new computational method for solving the OCPs ruled by Nonlinear Volterra Integro-Fractional Differential systems (NVIFs):

$$
\begin{equation*}
\min \mathcal{J}=\int_{0}^{1} \mathcal{L}(t, y(t), u(t)) d t \tag{7.0.1}
\end{equation*}
$$

subjected to the NVIFs

$$
\begin{align*}
& D^{\alpha} y(t)+a(t) y(t)-b(t) u(t)-c(t) \int_{0}^{t} \mathcal{G}(t, s, \varphi(s)) d s=0, \quad 0<\alpha \leqslant 1,  \tag{7.0.2}\\
& y(0)=y_{0} .
\end{align*}
$$

where $y(t)$ and $u(t)$ are the state and control functions, $D^{\alpha} y(t)$ denotes the fractional derivative of $y(t)$ in the Caputo sense, $a(t), b(t)$ and $c(t)$ are functions and $\varphi$ is a linear or nonlinear function. Moreover, $\mathcal{L}$ and $\mathcal{G}$ are continuously differentiable operators.

This chapter considers a new type of orthogonal polynomial, which Chelyshkov has described for the first time. First, the $D^{\alpha}(y)$ is expanded using Chelyshkov polynomials vector with unknown coefficients. The fractional integral operational matrix is employed to find the approximate solution of OCPs (7.0.1) subject to the dynamic system (7.0.2). By increasing the number of basis functions, the accuracy of numerical results is enhanced.

The novelty of this work is that in the dynamic system (7.0.2), we have considered the order as a fractional, while in the reported works (see [173, 174, 199] and references therein), the order of the dynamic system is considered $\alpha=1$. We have proposed a new formulation for OCPs subject to nonlinear Volterra integral equations. One of the big advantages of this approach is that by setting $\alpha=1$, our scheme can easily be applied
to OCPs for NVIFs considered for examples in the work of Khanduzi et al. [174] and Maleknejad et al.[199], and to other similar methods. To verify this notable inference, the new technique is compared with MTLBO, TLBO, Legendre wavelet methods, and GWO and local methods $[173,174,199]$ when $\alpha=1$. Comparing the results of this work with the other relevant ones available in the related literature, as those reported by [173, 174, 199], revealed that the newly proposed formulation provides better performances concerning the previous ones.

The chapter aims to comprehensively analyze Chelyshkov polynomials and their applications in solving NVIFs. Section 7.1 describes the Chelyshkov polynomials and highlights their essential properties. The integration matrix, which plays a crucial role in solving these differential systems, is evaluated in Section 7.2. Section 7.3 proposes a computational optimization approach that can efficiently solve NVIFs. The accuracy of the proposed method is demonstrated through three numerical examples in Section 7.4. Finally, the chapter concludes with a summary of the key points and insights in Section 7.5.

### 7.1 Chelyshkov polynomials

In this section, we will report the definition and some properties of Chelyshkov polynomials. These polynomials were introduced in 2006 by Chelyshkov [69]. They constitute a family of new orthogonal polynomials defined by:

$$
\begin{equation*}
\chi_{n}(t)=\sum_{j=0}^{N-n} \gamma_{j, n} t^{n+j}, \quad n=0,1, \ldots N \tag{7.1.3}
\end{equation*}
$$

in which

$$
\begin{equation*}
\gamma_{j, n}=(-1)^{j}\binom{N-n}{j}\binom{N+n+j+1}{N-n} . \tag{7.1.4}
\end{equation*}
$$

Moreover, the orthogonality condition for these polynomials is described as follow:

$$
\int_{0}^{1} \chi_{p}(t) \chi_{q}(t) d t=\frac{\delta_{p q}}{p+q+1}
$$

where $\delta_{p q}$ represents Kronecker delta.

Remark 7. By paying attention to the definition of the Chelyshkov polynomials, we conclude that the main difference between the these polynomials and other orthogonal polynomials in the interval $[0,1]$, where the $n$-th polynomial has a degree $n$.

## Function approximation

Any function $\mathfrak{f}(t)$ which is integrable on $[0,1)$ can be approximated by applying the Chelyshkov polynomials as

$$
\begin{equation*}
\mathfrak{f}(t) \simeq \sum_{i=0}^{N} c_{i} \chi_{i}(t)=C^{T} \Upsilon(t) \tag{7.1.5}
\end{equation*}
$$

where $\Upsilon(t)$ and $C$ are $(N+1)$ vectors given by

$$
\begin{equation*}
C=\left[c_{0}, c_{1}, \ldots, c_{N}\right]^{T}, \quad \Upsilon(t)=\left[\chi_{0}(t), \chi_{1}(t), \ldots, \chi_{N}(t)\right]^{T} \tag{7.1.6}
\end{equation*}
$$

and the coefficients $c_{i}, i=0,1, \ldots N$ can be derived by means of the expression:

$$
\begin{equation*}
c_{i}=\frac{\left\langle\mathfrak{f}(t), \chi_{i}(t)\right\rangle_{*}}{\left\langle\chi_{i}(t), \chi_{i}(t)\right\rangle_{*}}=\frac{\int_{0}^{1} \chi_{i}(t) \mathfrak{f}(t) d t}{\int_{0}^{1} \chi_{i}(t) \chi_{i}(t) d t}=(2 i+1) \int_{0}^{1} \chi_{i}(t) \mathfrak{f}(t) d t \tag{7.1.7}
\end{equation*}
$$

### 7.2 Operational matrices

This section concerns processing operational matrices of the Chelyshkov polynomials vector $\Upsilon(t)$. In the following, some explicit formulations for the fractional integration operational matrix in the Riemann-Liouville sense and the product operational matrix for the Chelyshkov polynomials vectors will be given.

Theorem 22. The fractional integration of order $\alpha$ of Chelyshkov polynomials vector can be obtained by

$$
\begin{equation*}
I^{\alpha} \Upsilon(t) \simeq \Omega^{(\alpha)} \Upsilon(t) \tag{7.2.8}
\end{equation*}
$$

where $\Upsilon(t)$ is $(N+1)$ Chelyshkov polynomials vector, $\Omega^{(\alpha)} \in \mathbb{R}^{N+1}$ is the fractional integration operational matrix of $\Upsilon(t)$ and each element of this matrix can be computed as

$$
\Omega_{i, j}^{(\alpha)}=\sum_{r=0}^{N-i+1} \sum_{s=0}^{N-j} \frac{(2 j+1) \Gamma(i+r) \gamma_{r, i-1} \gamma_{s, j}}{(\alpha+r+i+j+s) \Gamma(i+r+\alpha)}, \quad i=1,2 \ldots, N+1, j=0, \ldots, N .
$$

Proof. Let us consider the $i$-th element of the vector $\Upsilon(t)$. The fractional integral of order $\alpha$ for $\chi_{i-1}(t)$, can be obtained as

$$
\begin{equation*}
I^{\alpha} \Upsilon_{i}(t)=\mathcal{I}^{\alpha} \chi_{i-1}(t)=I^{\alpha} \sum_{r=0}^{N-i+1} \gamma_{r, i-1} t^{r+i-1}=\sum_{r=0}^{N-i+1} \frac{\Gamma(i+r) \gamma_{r, i-1}}{\Gamma(i+r+\alpha)} t^{\alpha+r+i-1} \tag{7.2.9}
\end{equation*}
$$

we expand by using the Chelyshkov polynomials the expression $t^{\alpha+r+i-1}$, then we have

$$
\begin{equation*}
t^{\alpha+r+i-1} \simeq \sum_{j=0}^{N} \theta_{r, j} \chi_{j}(t) \tag{7.2.10}
\end{equation*}
$$

where $\theta_{r, j}$ can be obtained as

$$
\begin{gather*}
\theta_{r, j}=(2 j+1) \int_{0}^{1} \chi_{j}(t) t^{\alpha+r+i-1} d t \\
=(2 j+1) \sum_{s=0}^{N-j} \gamma_{s, j} \int_{0}^{1} t^{\alpha+r+i+j+s-1} d t=(2 j+1) \sum_{s=0}^{N-j} \frac{\gamma_{s, j}}{\alpha+r+i+j+s} . \tag{7.2.11}
\end{gather*}
$$

Now, by substituting (9.2.11) and (9.2.12) in (7.2.9) we have:

$$
I^{\alpha} \Upsilon_{i}(t) \simeq \sum_{j=0}^{N}\left(\sum_{s=0}^{N-j} \sum_{r=0}^{N-i+1} \frac{(2 j+1) \Gamma(i+r) \gamma_{r, i-1} \gamma_{s, j}}{(\alpha+r+i+j+s) \Gamma(i+r+\alpha)}\right) \chi_{j}(t)
$$

Therefore the desired outcome is extracted.
Theorem 23. Let $Y \in \mathbb{R}^{N \times 1}$ be an arbitrary vector.

$$
\begin{equation*}
\Upsilon(t) \Upsilon^{T}(t) Y=\tilde{Y} \Upsilon(t) \tag{7.2.12}
\end{equation*}
$$

where $\Upsilon(t) \in \mathbb{R}^{N+1}$ is the Chelyshkov polynomial vector introduced in (7.1.6) and the $(i, j)$-th element of the product operational matrix $\tilde{Y}$ can be obtained as:

$$
\tilde{Y}_{i, j}=\sum_{k=1}^{N} Y_{k} \int_{0}^{1} \Upsilon_{k}(t) \Upsilon_{i}(t) \Upsilon_{j}(t) d t, \quad i, j=1,2, \ldots, N+1
$$

Proof. Consider two Chelyshkov polynomial vectors $\Upsilon(t)$ and $\Upsilon^{T}(t)$. The product of these two vectors is a matrix described as follows:

$$
\Upsilon(t) \Upsilon^{T}(t)=\left[\begin{array}{cccc}
\chi_{0}(t) \chi_{0}(t) & \chi_{0}(t) \chi_{1}(t) & \cdots & \chi_{0}(t) \chi_{N}(t) \\
\chi_{1}(t) \chi_{0}(t) & \chi_{1}(t) \chi_{1}(t) & \cdots & \chi_{1}(t) \chi_{N}(t) \\
\vdots & \vdots & \ddots & \vdots \\
\chi_{N}(t) \chi_{0}(t) & \chi_{N}(t) \chi_{1}(t) & \cdots & \chi_{N}(t) \chi_{N}(t)
\end{array}\right]_{(N+1) \times(N+1)}
$$

As a consequence, the relation (7.2.12) can be represented as:

$$
\begin{equation*}
\sum_{k=0}^{N} \chi_{k}(t) \chi_{i}(t) Y_{k+1}=\sum_{k=0}^{N} \chi_{k}(t) \tilde{Y}_{i+1, k+1}, \quad i=0,1, \ldots, N . \tag{7.2.13}
\end{equation*}
$$

By multiplying $\chi_{j}(t)$ on both sides of the relation (7.2.13) and integrating results over $[0,1]$, we have:

$$
\sum_{k=0}^{N} Y_{k} \int_{0}^{1} \chi_{k}(t) \chi_{i}(t) \chi_{j}(t) d t=\sum_{k=0}^{N} \tilde{Y}_{i, k} \int_{0}^{1} \chi_{k}(t) \chi_{j}(t) d t, \quad i, j=0,1, \ldots, N
$$

Finally, the $(i, j)$-th element of product operational matrix $\tilde{Y}$ provided by

$$
\tilde{Y}_{i, j}=\sum_{k=0}^{N} Y_{k} \int_{0}^{1} \chi_{k}(t) \chi_{i}(t) \chi_{j}(t) d t, \quad i, j=0,1, \ldots, N .
$$

### 7.3 Description of the proposed numerical method

Consider the NVIFs (7.0.1) with initial conditions (7.0.2). First of all, all functions involved in NVIFs are approximated as follows:

$$
\begin{gather*}
D_{t}^{\alpha} y(t) \simeq Y^{T} \Upsilon(t)  \tag{7.3.14}\\
y_{0}(t) \simeq D^{T} \Upsilon(t), \quad \varphi(s) \simeq \varepsilon^{T} \Upsilon(s),  \tag{7.3.15}\\
a(t) \simeq A^{T} \Upsilon(t), \quad b(t) \simeq B^{T} \Upsilon(t), \quad c(t) \simeq C^{T} \Upsilon(t), \tag{7.3.16}
\end{gather*}
$$

where $\Upsilon(t)$ is a vector defined as in relation (7.1.6). Moreover, $O, A, B$ and $C$ are known coefficient vectors that can be determined as described in (7.1.5) and $Y$ represents the unknown vector to be determined. By (2.1.7) we have:

$$
\begin{equation*}
I^{\alpha} D_{t}^{\alpha} y(t)=y(t)-y_{0}(t) \tag{7.3.17}
\end{equation*}
$$

Moreover, from Eq. (7.2.8) along with Eq. (7.3.14), we also have:

$$
\begin{equation*}
I^{\alpha} D_{t}^{\alpha} y(t) \simeq Y^{T} \mathcal{Q}^{\alpha} \Upsilon(t) \tag{7.3.18}
\end{equation*}
$$

where $\mathcal{Q}^{\alpha}$ is the fractional derivative operational matrix.
In virtue of Eqs. (7.3.17)-(7.3.18), we get

$$
\begin{equation*}
y(t) \simeq Y^{T} \mathcal{Q}^{\alpha} \Upsilon(t)+O^{T} \Upsilon(t) \tag{7.3.19}
\end{equation*}
$$

Applying of Eqs. (11.3.2), (7.3.15), (7.3.16) and (7.3.19) in relation (7.0.2), we have:

$$
\begin{array}{r}
u(t) \simeq \frac{1}{B^{T} \Upsilon(t)}\left(Y^{T} \Upsilon(t)+A^{T} \Upsilon(t)\left(Y^{T} \mathcal{Q}^{\alpha} \Upsilon(t)+O^{T} \Upsilon(t)\right)\right. \\
\left.-C^{T} \Upsilon(t) \int_{0}^{t} \mathcal{G}\left(t, s, \varepsilon^{T} \Upsilon(s)\right) d s\right)
\end{array}
$$

Continuing, we can re-write $u(t)$ in the following format by using the Gauss-Legendre quadrature formula on $[0,1]$ :

$$
\begin{array}{r}
u(t) \simeq \frac{1}{B^{T} \Upsilon(t)}\left(Y^{T} \Upsilon(t)+A^{T} \Upsilon(t)\left(Y^{T} \mathcal{Q}^{\alpha} \Upsilon(t)+O^{T} \Upsilon(t)\right)-\left(C^{T} \Upsilon(t)\right)\right. \\
\left.\left.\left(\frac{t}{2} \sum_{k=1}^{M} w_{k} \mathcal{G}\left(t, \frac{t}{2} s_{k}+\frac{t}{2}, \varepsilon^{T} \Upsilon\left(\frac{t}{2} s_{k}+\frac{t}{2}\right)\right)\right)\right)\right) \tag{7.3.20}
\end{array}
$$

where $s_{k}$ and $w_{k}$ are Gauss-Legendre quadrature weights and nodes, respectively. Therefore, the performance index (7.0.1) is approximated as follows:

$$
\mathcal{J}\left[y_{0}, y_{1}, \ldots, y_{N}\right] \simeq \int_{0}^{1} \Psi(t, Y) d t
$$

where

$$
\begin{array}{r}
\Psi(t, Y)=L\left(t, Y^{T} \mathcal{Q}^{\alpha} \Upsilon(t)+O^{T} \Upsilon(t), \frac{1}{B^{T} \Upsilon(t)}\left(Y^{T} \Upsilon(t)+A^{T} \Upsilon(t)\left(Y^{T} \mathcal{Q}^{\alpha} \Upsilon(t)\right.\right.\right. \\
\left.\left.\left.O^{T} \Upsilon(t)\right)-C^{T} \Upsilon(t)\left(\frac{t}{2} \sum_{k=1}^{M} w_{k} \mathcal{G}\left(t, \frac{t}{2} s_{k}+\frac{t}{2}, \varepsilon^{T} \Upsilon\left(\frac{t}{2} s_{k}+\frac{t}{2}\right)\right)\right)\right)\right)
\end{array}
$$

Additionally, the performance indicator $\mathcal{J}\left[y_{0}, y_{1}, \ldots, y_{N}\right]$ can be approximated by implementing the Gauss-Legendre quadrature formula on $[0,1]$, as follows:

$$
\begin{equation*}
\mathcal{J}\left[y_{0}, y_{1}, \ldots, y_{N}\right] \simeq \sum_{k=1}^{M} \mathbf{w}_{k} \Psi\left(t_{k}, Y\right) \tag{7.3.21}
\end{equation*}
$$

where $\mathbf{w}_{k}$ and $t_{k}$ are Gauss-Legendre quadrature nodes and weights, respectively. Ultimately, the conditions required for the optimal performance indicator are:

$$
\begin{equation*}
\frac{\partial \mathcal{J}}{\partial y_{i}}=0, \quad i=0,1, \ldots, N \tag{7.3.22}
\end{equation*}
$$

We solve the algebraic equation systems for the unknown vector $Y$ to determine the optimal coefficient values $y_{i}$ with $i=0,1, \ldots, N$. Next, we use Newton's iterative method to evaluate the coefficients of this modified problem, which is an algebraic equation system for the unknown vector $Y$. By identifying the vector $Y$ and inserting vector $Y$ in Eqs. (7.3.19) and (7.3.20), the state and control functions $y(t)$ and $u(t)$ can be approximated, respectively.

### 7.4 Numerical experiments

In this section, to investigate the proposed method's effectiveness, the numerical results based on three examples are exhibited. In these examples, the exact solutions are compared with the numerical solutions. Moreover, the obtained results are compared with the results of the method suggested in [173, 174, 199]. All the algorithms have been implemented using Maple 17 with 16 digits and $M$ (number of Gauss-Legendre quadrature nodes and weights).

Example 12. Consider the following NVIFs: minimize the performance indicator

$$
\min \mathcal{J}=\int_{0}^{1}\left(\left(y(t)-e^{t^{2}}\right)^{2}+(u(t)-(1+2 t))^{2}\right) d t
$$

subjected to the initial dynamical system

$$
\begin{aligned}
& D^{\alpha} y(t)+y(t)-u(t)-\int_{0}^{t}\left(t(1+2 t) e^{s(t-s)} y(s)\right) d s=0 \\
& y(0)=1
\end{aligned}
$$

For $\alpha=1, \tilde{y}(t)=e^{t^{2}}, \tilde{u}(t)=1+2 t$ are the exact solutions. Hence, the solution of these NVIFs using the presented Chelyshkov polynomials-based approach for various values of $N$ and $\alpha$ has been approximated. As it can be seen from Figure 7.2 the approximate solutions (for $N=8, M=N+2$ and $\alpha=0.45,0.55,0.65,0.75,0.85,0.95,1$ ) have been determined. The absolute errors of the numerical solution for $y(t)$ and $u(t)$ for $\alpha=1, N=10$ are also shown in Figure 7.3.

Table 7.1 summarizes the results obtained using the presented method and the ones reported in other papers [174, 199] with various values of $N$, where $\alpha=1$ and $M=$ $N+2$. In addition, as a approaches 1 , the numerical solutions converge to the exact one and agree well with it. As the fractional order $\alpha$ approaches 1 , the optimal performance indicator $J$ gets close to the optimal value $(J=0)$ of the integer-order $\alpha=1$. Based on the results, it can be concluded that the approach has successfully solved the above problem and outperformed the other analyzed techniques.

Table 7.1: Comparison between indicator $\mathcal{J}$ of the obtained numerical solutions and other reported results for various value of $N$ and $\alpha=1$ in Example 12.

|  |  | $\mathbf{N}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Methods | 2 | 4 | 6 | 8 |
| our method | $2.68 e-02$ | $2.11 e-07$ | $2.23 e-10$ | $2.48 e-14$ |
| MTLBO[174] | $3.59 e-05$ | $1.24 e-06$ | $3.29 e-09$ | $3.40 e-13$ |
| TLBO[174] | $1.94 e-04$ | $8.40 e-05$ | $4.50 e-08$ | $1.32 e-12$ |
| Legendr wavelet [199] | $9.33 e-03$ | $5.19 e-04$ | $7.46 e-08$ | $4.57 e-12$ |




Figure 7.2: Numerical results for various values of $\alpha$ and $N=8$ for $\mathrm{y}(\mathrm{t})$ and $\mathrm{u}(\mathrm{t})$ in Example 12.


Figure 7.3: The absolute errors of numerical results for $\mathrm{y}(\mathrm{t})$ and $\mathrm{u}(\mathrm{t})$ for $\alpha=1, N=10$ Example 12.

Example 13. Consider the following NVIFs: minimize the performance indicator

$$
\min \mathcal{J}=\int_{0}^{1}\left((y(t)-t)^{2}+\left(u(t)-\left(1-t e^{t^{2}}\right)\right)^{2}\right) d t
$$

subjected to the initial dynamical system

$$
\begin{aligned}
& D^{\alpha} y(t)-y(t)-u(t)+2 \int_{0}^{t}\left(t s e^{-y^{2}(s)}\right) d s=0 \\
& y(0)=0
\end{aligned}
$$

where $\tilde{y}(t)=t, \tilde{u}(t)=1-t e^{t^{2}}$ are the exact solutions. The resulting plot of the approximate solutions (related to $N=8, M=N+2$ and $\alpha=0.45,0.55,0.65,0.75,0.85,0.95,1$ ) considering both state and control functions together is shown in Figure 7.4, whereas the absolute errors for $\alpha=1$ and $N=10$ are plotted in Figure 7.5. The solution of these NVIFs using the presented Chelyshkov polynomials approach for various values of $N$ and $\alpha$ has been approximated. A comparison between the obtained optimal performance indicator $J$ results obtained with the presented method and the others referred to in [174, 199] with different values of $N$, where $\alpha=1$ and $M=N+2$ are reported in Table 7.2.
Based on the numerical findings presented in these Tables, the utility of the method for solving NVIFs is obvious. In contrast to other approaches, the implementation of Chelyshkov polynomials is effective and accurate. In addition, as a approaches 1, the numerical solutions converge to the exact one and agree well with it. That is, as the fractional order $\alpha$ approaches 1 , the optimal performance indicator $J$ get close to the optimal value $(J=0)$ of the integer-order $\alpha=1$. From the outcome of our investigation, it is possible to conclude that also this experiment has given good results.

Table 7.2: Comparison between indicator $\mathcal{J}$ of the obtained numerical solutions and other reported results for various value of $N$ and $\alpha=1$ in Example 13.

|  |  | $\mathbf{N}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Methods | 2 | 4 | 6 | 8 |
| our method | $7.29 e-22$ | $4.68 e-23$ | $1.68 e-23$ | $2.00 e-24$ |
| MTLBO[174] | $5.02 e-16$ | $1.05 e-16$ | $8.98 e-17$ | $9.25 e-18$ |
| TLBO[174] | $3.72 e-13$ | $7.51 e-15$ | $5.26 e-16$ | $1.41 e-17$ |
| Legendr wavelet [199] | $3.94 e-06$ | $5.98 e-10$ | $2.47 e-14$ | $8.67 e-17$ |




Figure 7.4: Numerical results for various values of $\alpha$ and $N=8$ for $\mathrm{y}(\mathrm{t})$ and $\mathrm{u}(\mathrm{t})$ in Example 13.


Figure 7.5: The absolute errors of numerical results for $\mathrm{y}(\mathrm{t})$ and $\mathrm{u}(\mathrm{t})$ for $\alpha=1, N=10$ Example 13.

Example 14. Now, consider the following NVIFs: minimize the performance indicator

$$
\min \mathcal{J}=\int_{0}^{1}\left(\left(y(t)-e^{t}\right)^{2}+\left(u(t)-e^{3 t}\right)^{2}\right) d t
$$

subjected to the initial dynamical system

$$
\begin{aligned}
& D^{\alpha} y(t)-\frac{3}{2} y(t)+\frac{1}{2} u(t)-\int_{0}^{t}\left(e^{(t-s)} y^{3}(s)\right) d s=0, \\
& y(0)=1
\end{aligned}
$$

where $\tilde{y}(t)=e^{t}, \tilde{u}(t)=e^{3 t}$ are the exact solutions. The approximate solutions (related to $N=6, M=N+2$ and $\alpha=0.45,0.55,0.65,0.75,0.85,0.95,1$ ) are shown in Figure 7.6 for both state and control functions. The absolute errors of the numerical solution for $y(t)$ and $u(t)$ for $\alpha=1, N=10$ are also shown in Figure 7.7.
Hence, the solution of these NVIFs using the suggested Chelyshkov polynomials approach for various values of $N$ and $\alpha$ has been approximated. A comparison between the obtained optimal performance indicator $J$ obtained with the suggested method and the other ones reported in [174, 199] with different values of $N$, where $\alpha=1$ and $M=N+2$ is reported in Tables 7.3.
Based on the presented results, the utility of the method for solving NVIFs is obvious, and in contrast to other approaches, the implementation of Chelyshkov polynomials is efficient and accurate. In addition, as a approaches 1 , the numerical solutions converge to the exact one and agree well with it. That is, as the fractional order $\alpha$ approaches 1 , the optimal performance indicator $J$ get close to the optimal value $(J=0)$ of the integer-order $\alpha=1$. The findings of our research are quite convincing, and thus it is possible to assert that the method is accurate and successful.

Table 7.3: Comparison between indicator $\mathcal{J}$ of the obtained numerical solutions and other reported results for various value of $N$ and $\alpha=1$ in Example 14.

|  |  | $\mathbf{N}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Methods | 2 | 4 | 6 | 8 |
| our method | $8.43 e-05$ | $1.25 e-09$ | $1.49 e-15$ | $3.04 e-22$ |
| MTLBO[174] | $9.09 e-05$ | $1.39 e-07$ | $8.02 e-09$ | $1.95 e-15$ |
| TLBO[174] | $2.39 e-04$ | $1.80 e-07$ | $8.45 e-09$ | $6.10 e-14$ |
| Legendre wavelet [199] | $1.05 e-02$ | $1.98 e-07$ | $1.17 e-11$ | $2.73 e-12$ |

In the end, a comparison between the obtained optimal performance indicator $J$ with the suggested method and the other ones reported in [173] for $N=7$, where $\alpha=1$ and $M=N+2$ is reported in Table 7.4 (for Examples 1, 2 and 3). As can be seen, the superiority of the method for solving NVIFs is clear, and the implementation of Chelyshkov polynomials is efficient and accurate.



Figure 7.6: Numerical results for various values of $\alpha$ and $N=8$ for $\mathrm{y}(\mathrm{t})$ and $\mathrm{u}(\mathrm{t})$ in Example 14


Figure 7.7: The absolute errors of numerical results for $\mathrm{y}(\mathrm{t})$ and $\mathrm{u}(\mathrm{t})$ for $\alpha=1, N=10$ Example 14.

Table 7.4: Comparison between indicator $\mathcal{J}$ of the obtained numerical solutions and other reported results for $N=7, \alpha=1$ in Examples 12, 13, 14.

| Methods | Our method | GWO algorithm[173] | Local method[173] |
| :---: | :---: | :---: | :---: |
| Example12 | $1.70 e-12$ | $7.40 e-12$ | $1.29 e-11$ |
| Example13 | $8.15 e-17$ | $2.12 e-14$ | $8.84 e-14$ |
| Example14 | $1.65 e-23$ | $7.74 e-12$ | $4.17 e-11$ |

### 7.5 Conclusion

In this chapter, a practical approach was introduced in order to approximate solutions of systems of Volterra fractional integral equations. The essential characteristic of the proposed method is based on new polynomials named Chelyshkov polynomials and their fractional operational matrix and it helps reduce the Volterra fractional integral equations system into systems of algebraic equations to obtain approximate solutions. Three Examples illustrating the usefulness and precision of the suggested method have been presented. In addition, a summary of our numerical findings and the numerical solutions obtained with some other methods already show that the Chelyshkov method of polynomials is more precise than other approaches. The obtained results by the proposed Chelyshkov polynomials emphasized that:

- The main contribution is that a new type of polynomials is applied to obtain numerical solutions.
- Chelyshkov polynomials are efficient and successful in solving NVIFs.
- Application of Chelyshkov polynomials is accurate, and the results, as $\alpha$ approach to 1 , are better than other reported results.
- The current strategy has ended well and with good results.


## Chapter 8

## Collocation methods or nonlinear Volterra integral equations with oscillatory kernel

Numerous mathematical problems in physics, biology, and engineering can be solved utilizing integral equations. These equations cannot often be solved analytically. Thus, numerically solving integral equations has attracted considerable interest [36, 67, 143, $144,188]$. In this chapter, we consider VIEs with a highly oscillatory kernel. Due to the oscillation factor, standard techniques may be costly. Therefore, specific numerical approaches are needed to discretize the highly oscillatory integral of the VIEs. For example, the steepest descent approach [145], the Filon type method [153], the exponential fitting method [158], the Levin type method [183], and other works [88, 191, 228, 318].

Some research has been reported on numerical approaches for VIEs with periodic solutions. The mixed collocation method, which differs from the polynomial collocation approach, is one of them. It includes additional trigonometric functions for approximating solutions. The mixed collocation approach was developed by Brunner [37] to solve problems with periodic solutions. Cardone et al. also developed the Exponential Fitting (EF) approach, which solved these VIEs using the EF quadrature formula [54]. Zhao et al. propose and demonstrate the EF collocation method for VIEs and global convergence based on EF interpolation [333].

In actuality, numerical solutions to integral equations with highly oscillatory kernels are the subject of very few publications. Xiang et al. studied VIEs with a Bessel kernel [319] by employing analytical expressions and a Filon-type technique. The author in [309] obtained a numerical solution by using a Filon-type method directly to the integral problem. In [186], the authors employed an improved Levin approach for solving Fredholm oscillatory integral equations.

There exists a category of numerical methods whose error acts asymptotically like a negative frequency power $\omega$. Such methods have asymptotic order $\alpha$ if their error
is $O\left(\omega^{-\alpha}\right)$ for $\omega \gg 1$, where $\alpha$ can be any positive number. Xiang et al. presented linear collocation techniques based on the Filon method for weakly singular VIEs of the second class with Bessel kernel in [320]. They confirmed that the methods have an asymptotic order. Asymptotic order is desirable for highly oscillatory problems. Zhao et al. proposed collocation methods based on the Filon method for the second kind VIEs with an oscillatory kernel in [335]. Based on an asymptotic solution analysis, they studied the convergence of the technique. For other schemes based on the Filon-type technique, please refer to [139, 192] and the references therein. Notably, the focus of the abovementioned articles is mainly on the asymptotic order , i.e., on the relationship between the error and the frequency. Less focus has been on the exact relationship between error and step size.

In this chapter, we consider second-kind Nonlinear Volterra Integral Equations (NVIEs) with a highly oscillatory kernel having the form

$$
\begin{equation*}
u(t)=f(t)+\int_{0}^{t} K(t, s, u(s)) e^{i \omega g(t, s)} d s, \quad(\omega \gg 1), t \in I=[0, T](T<\infty) \tag{8.0.1}
\end{equation*}
$$

where $u(t)$ is the unknown function and $f(t)$ is a given continuous function on $I$. The function $K=K(t, s, u)$ is assumed to be defined and continuous on $\Omega_{B}:=\{(t, s, y)$ : $(t, s) \in D, u \in \mathbb{R}|u-f(t)| \leqslant B$,$\} , where D:=\{(t, s): 0 \leqslant s \leqslant t \leqslant T\}$. The oscillating frequency $\omega$ is a real positive fixed parameter. Brunner $[38,39]$ has studied the oscillatory behavior of solutions for separable oscillators, i.e., $g(t, s)=g_{0}(t)-g_{0}(s)$. In this chapter, we are concerned with the NVIEs for $g(t, s)=s$.

Following the approach of [36] and based on a similar strategy extended to solve VIEs with the oscillatory kernel in [335], we employ the conventional collocation approach with predetermined collocation points for (3.1.1) to develop approaches for such highly oscillatory cases. The oscillatory integrals in the exact collocation are then discretized using a Filon-type method to produce an utterly discrete scheme. The theoretical part examines the asymptotic property and derivative of the solution. The error estimates for exact and discrete collocation are then calculated. Our results demonstrate the combined influence of step size $h$ and frequency on error. The approach converges with step size $h$, and adding collocation points enhances the classical order. The approach has an asymptotic order if the frequency is substantial. Numerous cases in the numerical part support the theoretical results.

This chapter is structured into four sections. Section 8.1 describes the collocation approach for NVIEs of the second kind and applies the Filon technique for NVIEs. Section 8.2 contains theorems and lemmas that are useful for analyzing the solution's asymptotic property and the approach's convergence. Section 8.3 illustrates numerical experiments. In the final, Section 8.4 discusses conclusions.

### 8.1 Collocation method for second kind of NVIE

The exact collocation method and its fully discrete version are presented in this section. The first description is based on Brunner's classical approach [36]. The integrals in the exact collocation are then discretized using a Filon-type technique. Just for simplicity, we will use a uniform mesh. Discretize the interval $I=[0, T]$ by

$$
\begin{equation*}
I_{h}:=\left\{t_{n}:=n h, n=0, \ldots, N, h \geqslant 0, N h=T\right\} . \tag{8.1.2}
\end{equation*}
$$

Let $\sigma_{n}:=\left(t_{n}, t_{n+1}\right]$. Define the collocation points

$$
\begin{equation*}
T_{h}:=\left\{t=t_{n, j}:=t_{n}+c_{j} h, 0 \leqslant c_{1} \leqslant \ldots \leqslant c_{m} \leqslant 1(0 \leqslant n \leqslant N-1)\right\} . \tag{8.1.3}
\end{equation*}
$$

with $c_{j}$ being collocation parameters. Now, we aim to identify a collocation solution for (8.0.1) in the space of piecewise polynomials.

$$
\begin{equation*}
S_{m-1}^{(-1)}\left(I_{h}\right):=\left\{P(s):\left.P(s)\right|_{\sigma_{n}} \in \pi_{m-1}(0 \leqslant n \leqslant N-1)\right\}, \tag{8.1.4}
\end{equation*}
$$

where $\pi_{m-1}$ represents the space of all polynomials of degree less than or equal to $m-1$. Brunner discusses how selecting $c_{1}=0$ and $c_{m}=1$ would result in a continuous numerical solution on the $I$ [36].

### 8.1.1 The exact collocation scheme

The collocation solution $u_{h}$, for (8.0.1) is specifically defined:

$$
\begin{equation*}
u_{h}(t)=f(t)+\int_{0}^{t} K\left(t, s, u_{h}(s)\right) e^{i \omega s} d s \tag{8.1.5}
\end{equation*}
$$

From another point of view, if we consider $U_{n, i}:=u_{h}\left(t_{n, i}\right)$, the collocation $u_{h}(t)$ on $\sigma_{n}$ could also be expressed as

$$
\begin{equation*}
u_{h}(t)=u_{h}\left(t_{n}+s h\right)=\sum_{j=1}^{m} L_{j}(s) U_{n, j}, \quad s \in(0,1] \tag{8.1.6}
\end{equation*}
$$

where $L_{j}(s)$ represents the Lagrange basis functions.

$$
\begin{equation*}
L_{j}(s):=\prod_{k \neq j}^{m} \frac{s-c_{k}}{c_{j}-c_{k}} . \tag{8.1.7}
\end{equation*}
$$

For $t=t_{n, j}$ the collocation equation (8.1.5) could be expressed as follows:

$$
\begin{align*}
& u_{h}(t)=f(t)+\int_{0}^{t_{n}+c_{j} h} K\left(t, s, u_{h}(s)\right) e^{i \omega s} d s \\
& =f(t)+\sum_{l=0}^{n-1} \int_{t_{l}}^{t_{l+1}} K\left(t, s, u_{h}(s)\right) e^{i \omega s} d s+\int_{t_{n}}^{t_{n}+c_{j} h} K\left(t, s, u_{h}(s)\right) e^{i \omega s} d s  \tag{8.1.8}\\
& =f(t)+\sum_{l=0}^{n-1} h e^{i \omega t_{l}} \int_{0}^{1} K\left(t, t_{l}+s h, u_{h}\left(t_{l}+s h\right)\right) e^{i \omega s h} d s \\
& +h e^{i \omega t_{n}} \int_{0}^{c_{j}} K\left(t, t_{n}+s h, u_{h}\left(t_{n}+s h\right)\right) e^{i \omega s h} d s
\end{align*}
$$

Putting the local representation (8.1.6) of $u_{h}$ into (8.1.8) and expressing it in terms of $U_{n, j}$ yields

$$
\begin{align*}
& U_{n, j}=f\left(t_{n, j}\right)+\sum_{l=0}^{n-1} h e^{i \omega t_{l}} \int_{0}^{1} K\left(t_{n, j}, t_{l}+s h, \sum_{k=1}^{m} L_{k}(s) U_{l, k}\right) e^{i \omega s h} d s+  \tag{8.1.9}\\
& h e^{i \omega t_{n}} \int_{0}^{c_{j}} K\left(t_{n, j}, t_{n}+s h, \sum_{k=1}^{m} L_{k}(s) U_{n, k}\right) e^{i \omega s h} d s
\end{align*}
$$

### 8.1.2 The fully discrete scheme

Due to the highly oscillatory integrals, the scheme in the last section could not always be applicable in practice. We need a fully discrete system ready to utilize for numerical simulation from a computational viewpoint. In order to deal with the highly oscillatory integral, we use a Filon-type technique. We recommend citing for additional information about oscillatory quadrature $[118,145,153,318,333]$. The new collocation equation supposes

$$
\begin{equation*}
\hat{u}_{h}(t)=f(t)+\int_{0}^{t_{n}+c_{j} h} K\left(t, s, \hat{u}_{h}(s)\right) e^{i \omega s} d s, \quad t \in T_{h} \tag{8.1.10}
\end{equation*}
$$

where $\hat{u}_{h}(t) \in S_{m-1}^{(-1)}\left(I_{h}\right)$ is the fully discrete collocation solution and $\int_{0}^{t} K\left(t, s, \hat{u}_{h}(s)\right) e^{i \omega s} d s$ is the Filon-type approximation of $u_{h}(t)=f(t)+\int_{0}^{t_{n}+c_{j} h} K\left(t, s, u_{h}(s)\right) e^{i \omega s} d s$. In fact, we use

$$
\begin{equation*}
\sum_{j=1}^{m} w_{j}(\nu) K\left(t, t_{n}+\nu c_{j} h, u_{h}\left(t_{n}+\nu c_{j} h\right)\right) \tag{8.1.11}
\end{equation*}
$$

for the integrals

$$
\begin{equation*}
\int_{0}^{\nu} K\left(t, t_{n}+s h, u_{h}\left(t_{n}+s h\right)\right) e^{i \omega s h} d s \tag{8.1.12}
\end{equation*}
$$

where $w_{j}(\nu):=\nu \int_{0}^{1} e^{i \omega \nu s h} d s$ could be found using the incomplete Gamma function [153]. Replace the integrals in (8.1.8) with the previous quadrature approximations and disregard the quadrature errors to obtain the appropriate fully discrete collocation equation. The local representation of $\hat{u}_{h}$ on $\sigma_{h}$ that is identical to (8.1.6) is

$$
\begin{equation*}
\hat{u}_{h}\left(t_{n}+s h\right)=\sum_{j=1}^{m} L_{j}(s) \hat{U}_{n, j}, \quad s \in(0,1] \tag{8.1.13}
\end{equation*}
$$

with $\hat{U}_{n, j}:=\hat{u}_{h}\left(t_{n, j}\right)$. Therefore, the fully discrete version is

$$
\begin{align*}
& \hat{U}_{n, j}=f\left(t_{n, j}\right)+\sum_{l=0}^{n-1} h e^{i \omega t_{l}} \sum_{k=1}^{m} w_{k}(1) K\left(t_{n, j}, t_{l}+c_{k} h, \sum_{k=1}^{m} L_{k}\left(c_{k}\right) \hat{U}_{l, k}\right)+  \tag{8.1.14}\\
& h e^{i \omega t_{n}} \sum_{l=1}^{m} w_{l}\left(c_{j}\right) K\left(t_{n, j}, t_{n}+c_{l} c_{j} h, \sum_{k=1}^{m} L_{k}\left(c_{l} c_{j}\right) \hat{U}_{n, k}\right)
\end{align*}
$$

### 8.2 Convergence analysis

The existence and uniqueness of the solution for NVIEs (8.0.1), are indicated within the taking after lemma and theorem which can be found in [36].

Lemma 8.2.1. Suppose that $z, g \in C(I), k \in C(I)$ and let $I:=[0, T]$ with $k(t) \geqslant 0$. If $z$ satisfies the inequality

$$
\begin{equation*}
z(t) \leqslant g(t)+\int_{0}^{t} k(s) z(s) d s, \quad t \in I . \tag{8.2.15}
\end{equation*}
$$

Then

$$
\begin{equation*}
z(t) \leqslant g(t)+\int_{0}^{t} k(s) g(s) \cdot \exp \left(\int_{0}^{t} k(\nu) d \nu\right) d s, \quad \text { for all } t \in I \tag{8.2.16}
\end{equation*}
$$

If $g$ is non-decreasing on $I$ the above inequality reduces to

$$
\begin{equation*}
z(t) \leqslant g(t) \cdot \exp \left(\int_{0}^{t} k(s) d s\right), \quad \text { for all } t \in I \tag{8.2.17}
\end{equation*}
$$

Theorem 24. Set $\Omega_{B}:=\{(t, s, u):(t, s) \in D, u \in \mathbb{R}$ and $|u-f(t)| \leqslant B\}$ and $M_{B}:=$ $\max \left\{|k(t, s, u)|:(t, s, u) \in \Omega_{B}\right\}$. Assume:
a) $f \in C(I)$
b) $k \in C\left(\Omega_{B}\right)$
c) $K$ satisfies the Lipschitz condition for all $(t, s, u),(t, s, z) \in \Omega_{B}$

Then

- The Picard iterates $u_{n}(t)$ exist for all $n \geqslant 1$. They are continuous on the interval $I_{0}:=\left[0, \sigma_{0}\right]$, where

$$
\sigma_{0}:=\min \left\{T, \frac{T}{M_{B}}\right\}
$$

and they converge uniformly on $I_{0}$ to a solution $u \in C\left(I_{0}\right)$ of the NVIEs (8.0.1).

- This solution $u$ is the unique continuous solution on $I_{0}$.

Proof. Uniqueness: Assume that (8.0.1) possesses two continuous solutions $u_{1}$ and $u_{2}$ on the interval $I_{0}$. Thus, by (c),

$$
\begin{align*}
& \left|u_{1}(t)-u_{2}(t)\right| \leqslant \int_{0}^{t}\left|k\left(t, s, u_{1}(s)\right)-k\left(t, s, u_{2}(s)\right)\right| d s  \tag{8.2.18}\\
& \leqslant L_{B} \int_{0}^{t}\left|u_{1}(s)-u_{2}(s)\right| d s, \quad t \in I_{0}
\end{align*}
$$

It follows from the continuity of $\left|u_{1}-u_{2}\right|$ and from Lemma 8.2.1 that

$$
\begin{equation*}
\left|u_{1}(t)-u_{2}(t)\right| \leqslant 0 \cdot \exp \left(L_{B} t\right)=0, \quad \text { for all } t \in I_{0} \tag{8.2.19}
\end{equation*}
$$

Hence, $\left\|u_{1}-u_{2}\right\|_{0, \infty}:=\operatorname{maxt}_{t \in I_{0}}\left|u_{1}(t)-u_{2}(t)\right|=0$, implying that the two solutions are identical on $I_{0}$.

Existence: The Picard iterates defined in (8.0.1) satisfy

$$
\begin{equation*}
\left|u_{n}(t)-f(t)\right| \leqslant M_{B} t \leqslant B, \quad \text { for all } t \in I_{0} \tag{8.2.20}
\end{equation*}
$$

Since this statement is definitely true for $n=0$, suppose it is true for $n$. This means that $k\left(t, s, u_{n}(s)\right) \in \Omega_{B}$ when $t \in I_{0}$. Hence, $k\left(t, s, u_{n}(s)\right)$ is well defined and we have

$$
\begin{equation*}
\left|k\left(t, s, u_{n}(s)\right)\right| \leqslant M_{B}, \quad \text { for }(t, s) \in D \tag{8.2.21}
\end{equation*}
$$

This gives results

$$
\begin{equation*}
\left|u_{n}(t)-f(t)\right| \leqslant\left|\int_{0}^{t} k\left(t, s, u_{n}(s)\right) d s\right| \leqslant M_{B} t \leqslant B, \quad \text { for } t \in I_{0} \tag{8.2.22}
\end{equation*}
$$

Therefore, $u_{n+1}(t)$ is defined on $I_{0}$, and results from the continuity of $f$ and $k$ on $I$ and $\Omega_{B}$ that $u_{n+1} \in C\left(I_{0}\right)$.

The sequence $\left\{u_{n}(t)\right\}$ defined by Picard iteration (8.0.1) is a Cauchy sequence on $I_{0}$. Hence, let $z_{n}(t):=u_{n+1}(t)-u_{n}(t)$. It is easily verified that

$$
\begin{equation*}
\left|z_{n}(t)\right| \leqslant \frac{M_{B} L_{B} t^{n+1}}{(n+1)!}, \quad t \in I_{0}(n \geqslant 0) \tag{8.2.23}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
u_{n+m}(t)-u_{n}(t)=\sum_{j=0}^{m-1}\left[u_{n+j+1}(t)-u_{n+j}(t)\right] \tag{8.2.24}
\end{equation*}
$$

implies that, for all $t \in I_{0}$,

$$
\begin{equation*}
\left|u_{n+m}(t)-u_{n}(t)\right| \leqslant\left|z_{n+j}(t)\right| \leqslant M_{B} \sum_{j=0}^{m-1} \frac{L_{B}^{n+j} t^{n+j+1}}{(n+j+1)!}=M_{B} \sum_{j=n+1}^{n+m} \frac{L_{B}^{j-1} t^{j}}{(j)!} \tag{8.2.25}
\end{equation*}
$$

Thus, $\lim _{n \rightarrow \infty} u_{n}(t)=: u(t)$ uniformly on $I_{0}$, with limit $u \in C\left(I_{0}\right)$. Using the Lipschitz condition for $k(t, s, u)$ with respect to $u$ (assuming $(c)$ ), we obtain

$$
\begin{equation*}
\left|\int_{0}^{t} k\left(t, s, u_{n}(s)\right)-k(t, s, u(s)) d s\right| \leqslant L_{B} \int_{0}^{t}\left|u_{n}(s)-u(t)\right| \longrightarrow 0, \quad t \in I_{0} \tag{8.2.26}
\end{equation*}
$$

as $n \rightarrow \infty$. This allows us to do the last step of proving existence, that is, to show that $u$ solves the nonlinear integral equation (8.0.1) in $I_{0}$ :

$$
\begin{align*}
& \left|\int_{0}^{t} k\left(t, s, u_{n}(s)\right)-k(t, s, u(s)) d s\right| \leqslant L_{B} \int_{0}^{t}\left|u_{n}(s)-u(t)\right|  \tag{8.2.27}\\
& =f(t)+\int_{0}^{t} k\left(t, s, \lim _{n \rightarrow \infty} u_{n-1}(s)\right)=f(t)+\int_{0}^{t} k(t, s, u(s)) d s, \quad t \in I_{0}
\end{align*}
$$

The proof is now complete.

We now introduce some lemmas that are used to estimate highly oscillating integrals.
Lemma 8.2.2. [293] Suppose $q(t)$ is real-valued and smooth in $(a, b)$, and that $\left|q^{(k)}(t)\right| \geqslant$ 1 for all $t \in(a, b)$. Then

$$
\begin{equation*}
\left|\int_{a}^{b} e^{i \omega q(t)}\right| \leqslant c(k) \omega^{-1 / k} \tag{8.2.28}
\end{equation*}
$$

holds when:

- 1) $k \geqslant 2$, or
- 2) $k=1$ and $q^{\prime}(t)$ is monotonic.

The bound $c(k)$ is independent of $q$ and $\omega$ and $c(k)=5 \cdot 2^{k-1}-2$.
Lemma 8.2.3. [293] Under the assumptions on $q(t)$ in Lemma 8.2.2, we can conclude that

$$
\begin{equation*}
\left|\int_{a}^{b} e^{i \omega q(t)} \phi(t) d x\right| \leqslant c(k) \omega^{-1 / k}\left[|\phi(b)|+\int_{a}^{b}\left|\phi^{\prime}(t)\right| d t\right] . \tag{8.2.29}
\end{equation*}
$$

Following the idea of [318], the following theorem is proposed for oscillating integrals with a specific $\phi(t)$, i.e., $\phi(t)$ has some zero points.

Theorem 25. Suppose $\phi(t) \in C^{1}, q(t)$ satisfies the assumptions in Lemma 8.2.3 and there exists a point $t_{0} \in[a, b]$ making $\phi\left(t_{0}\right)=0$. Then we have

$$
\begin{equation*}
\left|\int_{a}^{b} e^{i \omega q(t)} \phi(t) d t\right| \leqslant 2 c(k) \frac{\left\|\phi^{\prime}(t)\right\|_{\infty}}{\omega^{1 / k}}(b-a) \tag{8.2.30}
\end{equation*}
$$

Moreover, if $\phi(t) \in C^{2}, q(t) \in C^{3}$ with $k=1$ and $\phi(a)=\phi(b)=0$, it can be concluded that

$$
\begin{equation*}
\left|\int_{a}^{b} e^{i \omega q(t)} \phi(t) d t\right| \leqslant \min \left\{C_{1} \frac{b-a}{\omega^{2}}, C_{2} \frac{(b-a)^{2}}{\omega},\right\} \tag{8.2.31}
\end{equation*}
$$

where $C_{1}=6\left\|\left(\frac{\phi(t)}{u^{\prime}(t)}\right)^{\prime \prime}\right\|_{\infty}, C_{2}=3\left\|\phi^{\prime \prime}(t)\right\|_{\infty}$.
Proof. With the constant $t$ in $[a, b]$, we consider

$$
\begin{equation*}
\psi(x)=\phi(t)-\frac{\phi(t)}{t-t_{0}}\left(x-t_{0}\right) . \tag{8.2.32}
\end{equation*}
$$

Clearly, $\psi(x) \in C^{1}$ and it satisfies $\psi(t)=\psi\left(t_{0}\right)=0$. Pursuant to Rolle's theorem, there exists a $\eta \in(a, b)$ such that

$$
\begin{equation*}
\psi^{\prime}(\eta)=\phi^{\prime}(\eta)-\frac{\phi(t)}{t-t_{0}}=0 \tag{8.2.33}
\end{equation*}
$$

Collocation methods or nonlinear Volterra integral equations with oscillatory

That means $\phi(t)=\phi^{\prime}(\eta)\left(t-t_{0}\right)$. Then, by Lemma 8.2.3, we get

$$
\begin{align*}
& \left|\int_{a}^{b} e^{i \omega q(t)} \phi(t) d t\right| \leqslant c(k) \omega^{-1 / k}\left[|\phi(b)|+\int_{a}^{b}\left|\phi^{\prime}(t)\right| d t\right] \\
& \leqslant \frac{c(k)}{\omega^{1 / k}}\left(\left|\phi^{\prime}(\eta)\right|(b-a)+\left\|\phi^{\prime}(t)\right\|_{\infty}(b-a)\right)  \tag{8.2.34}\\
& \leqslant 2 c(k) \frac{\left\|\phi^{\prime}(t)\right\|_{\infty}}{\omega^{1 / k}}(b-a)
\end{align*}
$$

This complete the first part.
For the second part, the result is very similar to [318]. Integration by parts produces

$$
\begin{equation*}
\int_{a}^{b} e^{i \omega q(t)} \phi(t) d t=-\frac{1}{i \omega} \int_{a}^{b}\left(\frac{\phi(t)}{q^{\prime}(t)}\right)^{\prime} e^{i \omega q(t)} d t \tag{8.2.35}
\end{equation*}
$$

where $\phi(a)=\phi(b)=0$. According to Rolle's theorem, there exists at least one $c$ in $(a, b)$ such that $\left.\left(\phi(t) / q^{\prime}(t)\right)^{\prime}\right|_{t=c}=0$. Like the procedure of the first part, the inequality

$$
\begin{equation*}
\left|\int_{a}^{b} e^{i \omega q(t)} \phi(t) d t\right|=\frac{1}{\omega}\left|\int_{a}^{b}\left(\frac{\phi(t)}{q^{\prime}(t)}\right)^{\prime i \omega q(t)} d t\right| \leqslant C_{1} \frac{b-a}{\omega^{2}} \tag{8.2.36}
\end{equation*}
$$

holds for $k=1$, where $C_{1}:=6\left\|\left(\frac{\phi(t)}{q^{\prime}(t)}\right)^{\prime \prime}\right\|_{\infty}$.
In other words,

$$
\begin{align*}
& \left|\int_{a}^{b} e^{i \omega q(t)} \phi(t) d t\right| \leqslant c(1) \omega^{-1}\left[|\phi(b)|+\int_{a}^{b}\left|\phi^{\prime}(t)\right| d t\right] \\
& =\frac{c(1)}{\omega} \int_{a}^{b}\left|\phi^{\prime}(t)\right| d t  \tag{8.2.37}\\
& \leqslant C_{2} \frac{(b-a)^{2}}{\omega}
\end{align*}
$$

where $C_{2}:=3\left\|\phi^{\prime \prime}(t)\right\|_{\infty}$. Finally, the combination of (8.2.36) and (8.2.37) results (8.2.31).

### 8.2.1 Convergence of collocation solution $u_{h}$

Suppose $1 \leqslant d \leqslant m$ and $y \in C^{d}(I)$. According to Peano's Theorem [36], on $\sigma_{n}$

$$
\begin{equation*}
u\left(t_{n}+s h\right)=\sum_{j=1}^{m} L_{j}(s) u\left(t_{n, j}\right)+h^{d} R_{d, n}(s), \quad s \in(0,1], \tag{8.2.38}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{d, n}(s):=\int_{0}^{1} K_{d}(s, z) u^{(d)}\left(t_{n}+z h\right) d z \tag{8.2.39}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{d}(s, z)=\frac{1}{(d-1)!}\left[(s-z)_{+}^{d-1}-\sum_{j=1}^{m} L_{j}(s)\left(c_{j}-z\right)_{+}^{d-1}\right], \quad z \in(0,1], \tag{8.2.40}
\end{equation*}
$$

$(s-z)_{+}^{p}=0$ for $s<z$ and $(s-z)_{+}^{p}=(s-z)^{p}$ for $s \geqslant z$. Therefore, the error $e_{h}:=u-u_{h}$ has the local representation for the exact collocation solution

$$
\begin{equation*}
e_{h}\left(x_{n}+s h\right)=\sum_{j=1}^{m} L_{j}(s) \varepsilon_{n, j}+h^{d} R_{d, n}(s), \tag{8.2.41}
\end{equation*}
$$

at $t=t_{n, j}$

$$
\begin{align*}
& e_{h}\left(t_{n, j}\right)=\int_{0}^{t_{n, j}} K\left(t_{n, j}, s, u(s)\right) e^{i \omega s} d s-\int_{0}^{t_{n, j}} K\left(t_{n, j}, s, u_{h}(s)\right) e^{i \omega s} d s \\
& =\int_{0}^{t_{n}} K\left(t_{n, j}, s, u(s)\right) e^{i \omega s} d s+\int_{t_{n, j}}^{t_{n, j}} K\left(t_{n, j}, s, u(s)\right) e^{i \omega s} d s \\
& -\int_{0}^{t_{n}} K\left(t_{n, j}, s, u_{h}(s)\right) e^{i \omega s} d s-\int_{t_{n}}^{t_{n}} K\left(t_{n, j}, s, u_{h}(s)\right) e^{i \omega s} d s \\
& =\sum_{l=0}^{n-1} h e^{i \omega t_{l}} \int_{0}^{1}\left(K\left(t_{n, j}, t_{l}+s h, u\left(t_{l}+s h\right)\right)-K\left(t_{n, j}, t_{l}+s h, u_{h}\left(t_{l}+s h\right)\right)\right) e^{i \omega s h} d s \\
& +h e^{i \omega t_{n}} \int_{0}^{c_{j}}\left(K\left(t_{n, j}, t_{n}+s h, u\left(t_{n}+s h\right)\right)-K\left(t_{n, j}, t_{n}+s h, u_{h}\left(t_{n}+s h\right)\right)\right) e^{i \omega s h} d s \tag{8.2.42}
\end{align*}
$$

As to $u_{h}=u-e_{h}$, we can write it in the form

$$
\begin{align*}
& e_{h}\left(t_{n, j}\right)=\sum_{l=0}^{n-1} h e^{i \omega t_{l}} \int_{0}^{1} K_{u}\left(t_{n, j}, t_{l}+s h, z_{l}(s)\right) e_{h}\left(t_{l}+s h\right) e^{i \omega s h} d s \\
& +h e^{i \omega t_{n}} \int_{0}^{c_{j}}\left(K_{u}\left(t_{n, j}, t_{n}+s h, z_{n}(s)\right) e_{h}\left(t_{n}+s h\right) e^{i \omega s h} d s\right. \\
& =\sum_{l=0}^{n-1} h e^{i \omega t_{l}} \int_{0}^{1} K_{u}\left(t_{n, j}, t_{l}+s h, z_{l}(s)\right)\left(\sum_{k=1}^{m} L_{k}(s) \varepsilon_{l, k}+h^{d} R_{d, l}(s)\right) e^{i \omega s h} d s  \tag{8.2.43}\\
& +h e^{i \omega t_{n}} \int_{0}^{c_{j}}\left(K_{u}\left(t_{n, j}, t_{n}+s h, z_{n}(s)\right)\left(\sum_{k=1}^{m} L_{k}(s) \varepsilon_{n, k}+h^{d} R_{d, n}(s)\right) e^{i \omega s h} d s\right.
\end{align*}
$$

assuming $K_{u}(t, s,$.$) is continuous and bounded. The functions z_{l}(l \leqslant n)$ are the arguments arising in the Taylor remainder terms.

Then $\varepsilon_{n, j}:=u\left(t_{n, j}\right)-u_{h}\left(t_{n, j}\right)$ implies that

$$
\begin{align*}
& \varepsilon_{n, j}-h e^{i \omega t_{n}} \sum_{k=1}^{m} \int_{0}^{c_{j}} K_{u}\left(t_{n, j}, t_{n}+s h, z_{n}(s)\right) L_{k}(s) e^{i \omega s h} d s \varepsilon_{n, k} \\
& =\sum_{l=0}^{n-1} h e^{i \omega t_{l}} \sum_{k=1}^{m} \int_{0}^{1} K_{u}\left(t_{n, j}, t_{l}+s h, z_{l}(s)\right) L_{k}(s) e^{i \omega s h} d s \varepsilon_{l, k}  \tag{8.2.44}\\
& +\sum_{l=0}^{n-1} h^{d+1} e^{i \omega t_{l}} \sum_{k=1}^{m} \int_{0}^{1} K_{u}\left(t_{n, j}, t_{l}+s h, z_{l}(s)\right) R_{d, l}(s) e^{i \omega s h} d s \\
& +h^{d+1} e^{i \omega t_{n}} \int_{0}^{c_{j}} K_{u}\left(t_{n, j}, t_{n}+s h, z_{n}(s)\right) R_{d, n}(s) e^{i \omega s h} d s
\end{align*}
$$

for $j=1, \ldots, m$. Define the matrices

$$
\begin{equation*}
B_{n}^{l}:=\left(\sum_{k=1}^{m} \int_{0}^{1} K_{u}\left(t_{n, j}, t_{l}+s h, z_{l}(s)\right) L_{k}(s) e^{i \omega s h} d s\right)_{j, k=1, \ldots, m} \quad, \quad(0 \leqslant l<n \leqslant N-1), \tag{8.2.45}
\end{equation*}
$$

$$
\begin{gather*}
B_{n}:=\left(\sum_{k=1}^{m} \int_{0}^{c_{j}} K_{u}\left(t_{n, j}, t_{n}+s h, z_{n}(s)\right) L_{k}(s) e^{i \omega s h} d s\right)_{j, k=1, \ldots, m}  \tag{8.2.46}\\
\rho_{n}^{l}:=\left(e^{i \omega t_{l}} \sum_{k=1}^{m} \int_{0}^{1} K_{u}\left(t_{n, j}, t_{l}+s h, z_{l}(s)\right) R_{d, l}(s) e^{i \omega s h} d s\right)_{j=1, \ldots, m}^{T}, \quad(l<n), \tag{8.2.47}
\end{gather*}
$$

and

$$
\begin{equation*}
\rho_{n}:=\left(e^{i \omega t_{n}} \int_{0}^{c_{j}} K_{u}\left(t_{n, j}, t_{n}+s h, z_{n}(s)\right) R_{d, n}(s) e^{i \omega s h} d s\right)_{j=1, \ldots, m}^{T} \tag{8.2.48}
\end{equation*}
$$

and let $\xi_{n}:=\left(\varepsilon_{n, 1}, \ldots, \varepsilon_{n, m}\right)^{T}$. The Eq. (8.2.44) then assume the form

$$
\begin{equation*}
\left[I_{m}-h e^{i \omega t_{n}} B_{n}\right] \xi_{n}=\sum_{l=0}^{n-1} h e^{i \omega t_{l}} B_{n}^{l} \xi_{l}+\sum_{l=0}^{n-1} h^{d+1} \rho_{n}^{l}+h^{d+1} \rho_{n}, \quad 0 \leqslant N-1 \tag{8.2.49}
\end{equation*}
$$

Here, $I_{m}$ denotes the identity matrix.
If the kernel function $K(t, s,$.$) is continuous, we can ensure that each element in$ the matrices $B_{n}$ is bounded. According to the Neumann Lemma [232], the inverse of the matrix $I_{m}-h e^{i \omega t_{n}} B_{n}$ exists whenever $h\left\|e^{i \omega t_{n}} B_{n}\right\|<1$ for some matrix norm. This holds when h is small enough. In other words, for any mesh $I_{h}$ with $h \in(0, \bar{h})$ where $\bar{h}$ is suitably small, each matrix $I_{m}-h e^{i \omega t_{n}} B_{n}$ has uniformly bounded inverse. Then,

$$
\begin{equation*}
\left\|I_{m}-h e^{i \omega t_{n}} B_{n}\right\|_{1} \leqslant D_{0} \tag{8.2.50}
\end{equation*}
$$

for sufficient small $h$ and $0 \leqslant n \leqslant N-1$. Also, we suppose $\left\|B_{n}^{(l)}\right\|_{1} \leqslant D_{1}$ for $l<n \leqslant N-1$.

Paying attention to $R_{d, l}\left(c_{1}\right)=\ldots=R_{d, l}\left(c_{m}\right)=0$ gives

$$
\begin{equation*}
\left|\int_{0}^{1} K_{u}\left(t_{n, j}, t_{l}+s h, z_{l}(s)\right) R_{d, l}(s) e^{i \omega s h} d s\right| \leqslant C \frac{M_{d}}{\omega h} \tag{8.2.51}
\end{equation*}
$$

given $a=0, b=1, q(t)=t$ in Theorem 25, where $M_{d}:=\left\|u^{(d)}(t)\right\|_{\infty}$. From now on, we apply $C$ to represent a constant that may have different values in different places, but does not depend on $h$ and $\omega$. In addition, if $d \geqslant 2$ and $c_{1}=0, c_{m}=1$ which means that $R_{d, l}(0)=\ldots=R_{d, l}(1)=0$, then we have

$$
\begin{equation*}
\left|\int_{0}^{1} K_{u}\left(t_{n, j}, t_{l}+s h, z_{l}(s)\right) R_{d, l}(s) e^{i \omega s h} d s\right| \leqslant C M_{d} \min \left\{\frac{1}{\omega^{2} h^{2}}, \frac{1}{\omega h}\right\} \tag{8.2.52}
\end{equation*}
$$

We can deduce in a similar way

$$
\begin{equation*}
\left|\int_{0}^{c_{j}} K_{u}\left(t_{n, j}, t_{n}+s h, z_{n}(s)\right) R_{d, n}(s) e^{i \omega s h} d s\right| \leqslant C \frac{M_{d}}{\omega h} \tag{8.2.53}
\end{equation*}
$$

and, for $d \geqslant 2$ and $c_{1}=0$,

$$
\begin{equation*}
\left|\int_{0}^{c_{j}} K_{u}\left(t_{n, j}, t_{n}+s h, z_{n}(s)\right) R_{d, n}(s) e^{i \omega s h} d s\right| \leqslant C M_{d} \min \left\{\frac{1}{\omega^{2} h^{2}}, \frac{1}{\omega h}\right\} . \tag{8.2.54}
\end{equation*}
$$

Then we have the estimate

$$
\begin{align*}
& \left\|\rho_{n}^{(l)}\right\|_{1} \leqslant \sum_{j=1}^{m}\left|\int_{0}^{1} K_{u}\left(t_{n, j}, t_{l}+s h, z_{l}(s)\right) R_{d, l}(s) e^{i \omega s h} d s\right| \\
& \leqslant C M_{d} \begin{cases}\min \left\{\frac{1}{\omega^{2} h^{2}}, \frac{1}{\omega h}\right\}, & \text { for } d \geqslant 2 \text { and } c_{1}=0, c_{m}=1 \\
\frac{1}{\omega h} & \text { otherwise }\end{cases} \tag{8.2.55}
\end{align*}
$$

For $\left\|\rho_{n}\right\|_{1}$, we have

$$
\left\|\rho_{n}\right\|_{1} \leqslant C M_{d}\left\{\begin{array}{l}
\min \left\{\frac{1}{\omega^{2} h^{2}}, \frac{1}{\omega h}\right\}, \quad \text { for } d \geqslant 2 \text { and } c_{1}=0  \tag{8.2.56}\\
\frac{1}{\omega h} \quad \text { otherwise }
\end{array}\right.
$$

Then, (8.2.49) gives

$$
\begin{equation*}
\left\|\varepsilon_{n}\right\|_{1} \leqslant D_{0} D_{1} \sum_{l=0}^{n-1} h\left\|\varepsilon_{l}\right\|_{1}+D_{0}\left(\sum_{l=0}^{n-1} h^{d+1}\left\|\rho_{n}^{(l)}\right\|_{1}+h^{d+1}\left\|\rho_{n}\right\|_{1}\right) \tag{8.2.57}
\end{equation*}
$$

With the discrete Gronwall inequality in general [36], we estimate

$$
\begin{align*}
& \left\|\varepsilon_{n}\right\|_{1} \leqslant D_{0}\left(\sum_{l=0}^{n-1} h^{d+1}\left\|\rho_{n}^{(l)}\right\|_{1}+h^{d+1}\left\|\rho_{n}\right\|_{1}\right) \exp \left(D_{0} D_{1} T\right) \\
& \leqslant C M_{d}\left\{\begin{array}{l}
\frac{h^{d-1}}{\omega} \min \left\{\frac{1}{\omega h}, 1\right\}, \quad \text { for } d \geqslant 2 \text { and } c_{1}=0, c_{m}=1, \\
\frac{h^{d-1}}{\omega}
\end{array}\right. \tag{8.2.58}
\end{align*}
$$

In other words, we have

$$
\begin{align*}
& \left\|\rho_{n}^{(l)}\right\|_{1} \leqslant \sum_{j=1}^{m}\left|e^{i \omega t_{l}} \int_{0}^{1} K_{u}\left(t_{n, j}, t_{l}+s h, z_{l}(s)\right) R_{d, l}(s) e^{i \omega s h} d s\right| \\
& \leqslant \sum_{j=1}^{m} \int_{0}^{1}\left|K_{u}\left(t_{n, j}, t_{l}+s h, z_{l}(s)\right) R_{d, l}(s)\right| d s  \tag{8.2.59}\\
& \leqslant m \bar{K} k_{d} M_{d}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|\rho_{n}\right\|_{1} \leqslant m \bar{K} k_{d} M_{d}, \tag{8.2.60}
\end{equation*}
$$

where $k_{d}:=\max _{s \in[0,1]} \int_{0}^{1}\left|K_{d}(s, z)\right| d z$ and $\bar{K}:=\max _{t \in I} \int_{0}^{t}\left|K_{u}(t, s,).\right| d s$. Taking them into (8.2.57) leads

$$
\begin{equation*}
\left\|\varepsilon_{n}\right\|_{1} \leqslant C M_{d} h^{d} \tag{8.2.61}
\end{equation*}
$$

To conclude this subsection, we summarize the above analysis in the following theorem.

Collocation methods or nonlinear Volterra integral equations with oscillatory

Theorem 26. Assume the functions $f(t)$ and $K(t, s,.) \in C^{d}$ in (8.0.1) with $1 \leqslant d \leqslant m$. Then numerical solution defined by (8.1.14) is estimated by

$$
\begin{align*}
& \max _{t \in X_{h}}\left|u(t)-u_{h}(t)\right| \\
& \leqslant C M_{d}\left\{\begin{array}{lc}
\min \left\{h^{d}, \frac{h^{d-1}}{\omega}, \frac{h^{d-2}}{\omega^{2}}\right\}, & \text { for } d \geqslant 2 \text { and } c_{1}=0, c_{m}=1, \\
\min \left\{h^{d}, \frac{h^{d-1}}{\omega}\right\} & \text { otherwise }
\end{array}\right. \tag{8.2.62}
\end{align*}
$$

with $M_{d}:=\left\|u^{(d)}(t)\right\|_{\infty}$.
Proof. Pursuant to Theorem 24, we infer that $u(t) \in C^{d}$. Thus, the regularity condition for $u(t)$ at the begin of this subsection is satisfied and the above method can be done successfully. Combining (8.2.58) and (8.2.61) completes the proof.

### 8.2.2 Convergence of collocation solution $\hat{u}_{h}$

By taking the quadrature error of (8.1.11), we have

$$
\begin{equation*}
E_{n}^{l}(t, \nu):=\int_{0}^{\nu} K\left(t, t_{n}+s h, u_{h}\left(t_{l}+s h\right)\right) e^{i \omega s h} d s-\sum_{j=1}^{m} w_{j}(\nu) K\left(t, t_{n}+\nu c_{j} h, u_{h}\left(t_{n}+\nu c_{j} h\right)\right) \tag{8.2.63}
\end{equation*}
$$

By reducing (8.1.11) from (8.1.12) for fixed $\nu>0$, we have

$$
\begin{align*}
& E_{n}^{l}(t, \nu) \\
& :=\nu \int_{0}^{1}\left(K\left(t, t_{n}+\nu s h, u_{h}\left(t_{l}+\nu s h\right)\right)-\sum_{j=1}^{m} w_{j}(\nu) K\left(t, t_{n}+\nu c_{j} h, u_{h}\left(t_{n}+\nu c_{j} h\right)\right)\right) e^{i \omega s h} d s . \tag{8.2.64}
\end{align*}
$$

In (8.2.64), the expression in the brackets is the interpolation error for $p(s):=K\left(t, t_{n}+\right.$ $\left.\nu s h, u_{h}\left(t_{n}+\nu s h\right)\right)$.Thus, by Peano's Theorem, we have

$$
\begin{equation*}
E_{n}^{l}(t, \nu)=\nu h^{d} \int_{0}^{1} \hat{R}_{d, n}(s) e^{i \omega s h} d s \tag{8.2.65}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{R}_{d, n}(s):=\nu h^{d} \int_{0}^{1} \hat{K}_{d}(s, z) p^{(d)}\left(t_{n}+z h\right) d z . \tag{8.2.66}
\end{equation*}
$$

Then, we have $\left|E_{n}^{l}(t, \nu)\right| \leqslant C h^{d}$. Furthermore, it holds $\hat{R}_{d, n}\left(c_{1}\right)=\ldots=\hat{R}_{d, n}\left(c_{m}\right)=0$. Similar to (8.2.51) and (8.2.52), quadrature error (8.2.65) has the estimate

$$
\left|E_{n}^{l}(t, \nu)\right| \leqslant C\left\{\begin{array}{lc}
\min \left\{h^{d}, \frac{h^{d-1}}{\omega}, \frac{h^{d-2}}{\omega^{2}}\right\}, & \text { for } d \geqslant 2 \text { and } c_{1}=0, c_{m}=1  \tag{8.2.67}\\
\min \left\{h^{d}, \frac{h^{d-1}}{\omega}\right\} & \text { otherwise }
\end{array}\right.
$$

where the same idea of the last subsection is applied. For $\nu=0$, the above result is obvious.

Theorem 27. Assume that the given functions $f(t)$ and $K(t, s, u) \in C^{d}$ in (8.0.1) with $1 \leqslant d \leqslant m$. Then the numerical solution defined by (8.1.14) has an estimate

$$
\begin{align*}
& \max _{t \in T_{h}}\left|u(t)-\hat{u}_{h}(t)\right| \\
& \leqslant C \gamma_{d}\left\{\begin{array}{lc}
\min \left\{h^{d}, \frac{h^{d-1}}{\omega}, \frac{h^{d-2}}{\omega^{2}}\right\}, & \text { for } d \geqslant 2 \text { and } c_{1}=0, c_{m}=1, \\
\min \left\{h^{d}, \frac{h^{d-1}}{\omega}\right\} & \text { otherwise }
\end{array}\right. \tag{8.2.68}
\end{align*}
$$

with $\gamma_{d}:=\max \left\{M_{d}, 1\right\}$.

Proof. Due to

$$
\begin{equation*}
\left|u(t)-\hat{u}_{h}(t)\right| \leqslant\left|u(t)-u_{h}(t)\right|+\left|u_{h}(t)-\hat{u}_{h}(t)\right| . \tag{8.2.69}
\end{equation*}
$$

The result is conducted in a way that is similar to the last subsection, then we estimate $\left|u_{h}(t)-\hat{u}_{h}(t)\right|$.
Let $z_{h}(t):=u_{h}(t)-\hat{u}_{h}(t)$. Then, on $\sigma_{n}$,

$$
\begin{equation*}
z_{h}\left(t_{n}+s h\right):=u_{h}\left(t_{n}+s h\right)-\hat{u}_{h}\left(t_{n}+s h\right)=\sum_{j=1}^{m} L_{j}(s) Z_{n, j} \tag{8.2.70}
\end{equation*}
$$

with $Z_{n, j}:=U_{n, j}-\hat{U}_{n, j}$. Due to the (8.1.9) and (8.1.14), we have

$$
\begin{align*}
& Z_{n, j}=\sum_{l=0}^{n-1} h e^{i \omega t_{l}} \sum_{k=1}^{m} \int_{0}^{1} K_{u}\left(t_{n, j}, t_{l}+s h, z_{l}(s)\right) L_{k}(s) Z_{l, k} e^{i \omega s h} d s+  \tag{8.2.71}\\
& h e^{i \omega t_{n}} \sum_{l=1}^{m} \int_{0}^{c_{j}} K_{u}\left(t_{n, j}, t_{n}+s h, z_{n}(s)\right) L_{k}(s) Z_{n, k} e^{i \omega s h} d s+\epsilon_{n}\left(t_{n, j}\right),
\end{align*}
$$

where

$$
\epsilon_{n}\left(t_{n, j}\right):=\sum_{l=0}^{n-1} h e^{i \omega t_{l}} E_{n}^{l}(t, 1)+h e^{i \omega t_{n}} E_{n}^{n}\left(t, c_{j}\right)
$$

and the functions $z_{l}(l \leqslant n)$ are the arguments arising in the Taylor remainder terms.
Recalling the definition of $B_{n}^{l}$ and $B_{n}$ in the last section, the system can be written as

$$
\begin{equation*}
\left[I_{m}-h e^{i \omega t_{n}} B_{n}\right] \mathbf{Z}_{n}=\sum_{l=0}^{n-1} h e^{i \omega t_{l}} B_{n}^{l} \mathbf{Z}_{l}+\chi_{n} \tag{8.2.72}
\end{equation*}
$$

where $\mathbf{Z}:=\left(Z_{n, 1}, \ldots, Z_{n, m}\right)^{T}$ and $\chi_{n}:=\left(\epsilon_{n, 1}, \ldots, \epsilon_{n, m}\right)^{T}$. This structure is as the same structure (8.2.49) but different from the term inhomogeneous. It therefore leads to
similar inequality as follow (8.2.57). For $\chi_{n}$, we have

$$
\begin{align*}
& \left\|\chi_{n}\right\|_{1}=\sum_{j=1}^{m}\left|\sum_{l=0}^{n-1} h e^{i \omega t_{l}} E_{n}^{l}\left(t_{n, j}, 1\right)+h e^{i \omega t_{n}} E_{n}^{n}\left(t_{n, j}, c_{j}\right)\right| \\
& \leqslant \sum_{j=1}^{m}\left(\sum_{l=0}^{n-1} h\left|E_{n}^{l}\left(t_{n, j}, 1\right)\right|+h\left|E_{n}^{n}\left(t_{n, j}, c_{j}\right)\right|\right)  \tag{8.2.73}\\
& \leqslant C\left\{\begin{array}{lr}
\min \left\{h^{d}, \frac{h^{d-1}}{\omega}, \frac{h^{d-2}}{\omega^{2}}\right\}, & \text { for } d \geqslant 2 \text { and } c_{1}=0, c_{m}=1, \\
\min \left\{h^{d}, \frac{h^{d-1}}{\omega}\right\}, & \text { otherwise } .
\end{array}\right.
\end{align*}
$$

Therefore, the following inequality is established

$$
\left\|\mathbf{Z}_{n}\right\|_{1} \leqslant C\left\{\begin{array}{lc}
\min \left\{h^{d}, \frac{h^{d-1}}{\omega}, \frac{h^{d-2}}{\omega^{2}}\right\}, & \text { for } d \geqslant 2 \text { and } c_{1}=0, c_{m}=1  \tag{8.2.74}\\
\min \left\{h^{d}, \frac{h^{d-1}}{\omega}\right\}, & \text { otherwise }
\end{array}\right.
$$

Combination of inequality (8.2.69), Theorem 26 and (8.2.74) give us Theorem 27.
The method converges for a fixed $\omega$ as the step length $h$ approaches 0 . This theorem demonstrates that our strategy may produce superior results compared to the classical collocation method. If $M_{d}$ is bounded by $\omega$, our technique will have asymptotic order 1, and it may reach 2 if $d \geqslant 2$ and $c_{1}=0, c_{m}=1$. As $\omega$ increases, numerical findings will become more accurate under such conditions. In conformity with Theorem $24, d=1$ will yield a technique with one asymptotic order.

### 8.3 Numerical experiments

As demonstrated in the previous section, Filon's approaches are practical for solving NVIEs with highly oscillatory kernels. According to Theorem 27, the errors generated by these approaches decrease significantly as the frequency increases. This section focuses on two examples to illustrate the effectiveness of the strategy. In our experiments, we always take $T=1$. We fix the parameters $\omega=100$ and $N=64,128,256,512,1024$ and plot figures to show the corresponding classical orders. We can get that the asymptotic order of the error eh is $\alpha$ if the absolute error is scaled by $\omega^{\alpha}$, i.e., $\omega^{\alpha}\left|e_{h}\right|$ is bounded as $\omega \longrightarrow \infty$. $N=3$ is used to plot the asymptotic orders. Moreover, the following notation will be used to denote the numerical approach employed:

- $\mathrm{CC}=$ classical collocation method,
- $\mathrm{CF}=$ proposed method,

Example 15. Consider the NVIE

$$
\begin{equation*}
u(t)=e^{t}-\frac{1}{(i \omega+2)}\left(e^{(i \omega+2) t}-1\right)+\int_{0}^{t} e^{i \omega s}(u(s))^{2} d s \tag{8.3.75}
\end{equation*}
$$

such that the exact solution is $u(t)=e^{t}$.

For this example, we want to illustrate that the classical order is 1 when $m=2$. For parameters $c_{1}=\frac{1}{3}, c_{2}=1$ and $c_{1}=0, c_{2}=1$, the right pictures of Figures 8.1 and 8.2 indicate that the classical order is 1 . We fix the parameters $\omega=100$, and $N=64,128,256,512,1024$. These figures show the corresponding classical orders along with the slope line. By taking $d=1$, to demonstrate the asymptotic order behaviour for parameters $c_{1}=\frac{1}{3}, c_{2}=1$, we investigate the left picture of Figure 8.1. In the left picture of Figure 8.1, the absolute errors scaled by $\omega$ are bounded, confirming that the asymptotic order is 1 , which is consistent well with Theorem 27. For parameters $c_{1}=0, c_{2}=1$, Theorem 27 predicts that the asymptotic order could be reached to 2 with $d \geqslant 2$. Here, $g$ is continuous and dependent on $\omega$, so the solution $y=y(t, \omega)$ behaves like $u(t)-f(t)=O(\omega)$ as $\omega \longrightarrow \infty$, so $\left\|u^{(2)}(t)\right\|_{\infty}=O(\omega)$. In the left picture of Figure 8.2, the absolute errors scaled by $\omega$ are bounded, confirming that the asymptotic order is 1 . Our method could be easily adapted to solve the equation. This match well with Theorem 27. A large sample of numerical findings from the Figures demonstrates that these approaches are more effective and accurate as frequency increases.

The boundedness of the errors scaled by $\omega$ in the figures indicates that it is 1 for the asymptotic order. To confirm the effectiveness, we compare CF with the CC method in [36] and the numerical findings are compared in Table 8.1 for $\omega=20$. One can observe that the method converges concerning h. Figure 8.3 shows the superiority of the $C F$ method in comparison with the CC method. However, our strategy improves the conventional one with the same settings for collocation. The absolute errors are displayed in Tables 8.2 and 8.3. The data in Tables 8.2 and 8.3 indicate that our technique is convergent concerning $h$. The numerical findings show the scheme's effectiveness, and our theoretical analysis is precise. They inform us that the proposed approach suits oscillatory NVIEs, particularly $\omega \gg 1$.

Collocation methods or nonlinear Volterra integral equations with oscillatory



Figure 8.1: The asymptotic order and the classical order with $c_{1}=\frac{1}{3}, c_{2}=1$ for Example 15


Figure 8.2: The asymptotic order and the classical order with $c_{1}=0, c_{2}=1$ for Example 15

Table 8.1: Comparison of absolute errors with $\omega=20$ for Example 15.

| N |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameters | Methods | 64 | 128 | 256 | 512 | 1024 |
| $c_{1}=\frac{1}{3}, c_{2}=1$ | CC | $7.63 e-03$ | 3.81e-03 | $1.91 e-03$ | $9.54 e-04$ | $4.74 e-04$ |
|  | CF | $7.66 e-04$ | $3.80 e-04$ | $1.90 e-04$ | $9.51 e-05$ | $4.75 e-05$ |
| $c_{1}=0, c_{2}=1$ | CC | $2.22 e-02$ | $1.13 e-02$ | $5.69 e-03$ | $2.85 e-03$ | $1.43 e-03$ |
|  | CF | $2.23 e-03$ | $1.13 e-03$ | $5.67 e-04$ | $2.84 e-04$ | $1.42 e-04$ |



Figure 8.3: Comparison of absolute errors with $\omega=100$ for Example 15

Table 8.2: The absolute errors with $c_{1}=\frac{1}{3}, c_{2}=1$ for Example 15.

| $\mathbf{N}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega$ | 64 | 128 | 256 | 512 | 1024 |  |
| 50 | $2.57 e-04$ | $1.23 e-04$ | $6.09 e-05$ | $3.04 e-05$ | $1.52 e-05$ |  |
| 100 | $1.56 e-04$ | $6.61 e-05$ | $3.14 e-05$ | $1.55 e-05$ | $7.74 e-06$ |  |
| 200 | $2.24 e-04$ | $4.22 e-05$ | $1.77 e-05$ | $8.39 e-06$ | $4.14 e-06$ |  |
| 400 | $5.04 e-03$ | $6.27 e-05$ | $1.23 e-05$ | $5.11 e-06$ | $2.42 e-06$ |  |

Table 8.3: The absolute errors with $c_{1}=0, c_{2}=1$ for Example 15.

| $\mathbf{N}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega$ | 64 | 128 | 256 | 512 | 1024 |
| 50 | $7.16 e-04$ | $3.61 e-04$ | $1.81 e-04$ | $9.08 e-05$ | $4.55 e-05$ |
| 100 | $3.74 e-04$ | $1.84 e-04$ | $9.25 e-05$ | $4.63 e-05$ | $2.32 e-05$ |
| 200 | $3.87 e-04$ | $1.01 e-04$ | $4.96 e-05$ | $2.47 e-05$ | $1.23 e-05$ |
| 400 | $5.04 e-03$ | $1.05 e-04$ | $2.95 e-05$ | $1.44 e-05$ | $7.13 e-06$ |

To test its performance for some equations with oscillatory solutions, we also report the following examples.

Example 16. Consider the NVIE

$$
\begin{equation*}
u(t)=\sqrt{t}-e^{i \omega t}\left(\frac{t}{i \omega}+\frac{1}{\omega^{2}}\right)+\frac{1}{\omega^{2}}+\int_{0}^{t} e^{i \omega s}(u(s))^{2} d s \tag{8.3.76}
\end{equation*}
$$

such that the exact solution is $u(t)=\sqrt{t}$.
For this example, we want to demonstrate that the classical order is 1 when $m=2$. For parameters $c_{1}=\frac{1}{3}, c_{2}=1$ and $c_{1}=0, c_{2}=1$, the right pictures of Figures 8.1 and 8.2 tell that the classical order is 1 . These figures show the corresponding classical orders along with the slope line for fixing the parameters $\omega=100$ and $N=64,128,256,512,1024$. By taking $d=1$ in Theorem 27, the asymptotic order of the method is 1 for $c_{1}=\frac{1}{3}$ and $c_{2}=1$ as well, and it is confirmed by the left picture of Figure 8.4. Noticing $M_{2}:=\left\|u^{(2)}(t)\right\|_{\infty}=O(\omega)$, Theorem 27 predicts that the asymptotic order is 1 with $c_{1}=0$ and $c_{2}=1$ and it is confirmed by the left picture of Figure 8.5. The findings confirm that the method is more efficient and accurate as the frequency increases.

We also compare the CF and CC approaches to investigate superiority. The numerical results are given in Table 8.4 for $\omega=20$. It can be seen that the method converges concerning $h$. To verify the superiority, Figure 8.6 shows the CF method's superiority compared to the CC method. However, our method outperforms the classical one with the same collocation parameters. The absolute errors are presented in Tables 8.5 and 8.6. Tables 8.5 and 8.6 describe the convergence of the procedure concerning $h$ and the order 2 is verified by the right pictures of Figures 8.4 and 8.5. The numerical results demonstrate the scheme's effectiveness, and our theoretical analysis is incisive. They inform us that the approach shown here is suited for oscillatory NVIEs, particularly $\omega \gg 1$.


Figure 8.4: The asymptotic order and the classical order with $c_{1}=\frac{1}{3}, c_{2}=1$ for Example 16

Table 8.4: Comparison of absolute errors with $\omega=20$ for Example 16.

| $\mathbf{N}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameters | Methods | 64 | 128 | 256 | 512 | 1024 |  |
| $c_{1}=\frac{1}{3}, c_{2}=1$ | CC | $2.73 e-03$ | $1.36 e-03$ | $6.82 e-04$ | $3.40 e-04$ | $1.70 e-04$ |  |
|  | CF | $1.53 e-04$ | $7.62 e-05$ | $3.81 e-04$ | $1.90 e-05$ | $9.52 e-06$ |  |
| $c_{1}=0, c_{2}=1$ | CC | $8.11 e-03$ | $4.07 e-03$ | $2.04 e-03$ | $1.02 e-03$ | $5.11 e-04$ |  |
|  | CF | $4.54 e-04$ | $2.28 e-04$ | $1.14 e-04$ | $5.71 e-05$ | $2.85 e-05$ |  |



Figure 8.5: The asymptotic order and the classical order with $c_{1}=0, c_{2}=1$ for Example 16

Table 8.5: The absolute errors with $c_{1}=\frac{1}{3}, c_{2}=1$ for Example 16.

| $\mathbf{N}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega$ | 64 | 128 | 256 | 512 | 1024 |
| 50 | $1.36 e-05$ | $4.49 e-06$ | $3.21 e-06$ | $1.60 e-06$ | $7.99 e-07$ |
| 100 | $1.70 e-05$ | $7.16 e-06$ | $3.41 e-06$ | $1.67 e-06$ | $8.36 e-07$ |
| 200 | $1.58 e-06$ | $8.40 e-06$ | $3.51 e-06$ | $1.66 e-06$ | $8.21 e-07$ |
| 400 | $2.06 e-03$ | $1.21 e-05$ | $3.66 e-06$ | $1.52 e-06$ | $7.22 e-07$ |



Figure 8.6: Comparison of absolute errors with $\omega=100$ for Example 16

Table 8.6: The absolute errors with $c_{1}=0, c_{2}=1$ for Example 16.

| $\mathbf{N}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega$ | 64 | 128 | 256 | 512 | 1024 |  |
| 50 | $3.81 e-05$ | $1.90 e-05$ | $9.56 e-06$ | $4.79 e-06$ | $2.41 e-06$ |  |
| 100 | $4.09 e-05$ | $2.02 e-05$ | $1.01 e-05$ | $5.01 e-06$ | $2.50 e-06$ |  |
| 200 | $3.19 e-05$ | $2.02 e-05$ | $9.87 e-06$ | $4.91 e-06$ | $2.45 e-06$ |  |
| 400 | $2.06 e-03$ | $2.08 e-05$ | $8.81 e-06$ | $4.29 e-06$ | $2.14 e-06$ |  |

### 8.4 Conclusion

This chapter presented efficient collocation methods using the Filon-type method for NVIEs with an oscillatory kernel. Based on the solution's asymptotic analysis, the method's convergence has been achieved by applying the inequalities shown here. The theorem demonstrates that the approach has a classical order and, for high-frequency values, an asymptotic order. In addition, by increasing the number of collocation parameters, the classical order could be raised, and in some cases, the asymptotic order 2 can be reached. The theoretical analysis and numerical tests confirmed that these methods are efficient and become more accurate as the frequency increases.

## Part III

Numerical solution of fractional integral/differential equations

## Chapter 9

## A Galerkin approach for fractional delay differential equations using Hybrid Chelyshcov basis functions

Fractional derivatives and integrals have been practical tools for characterizing memory and hereditary properties in various materials and processes. For instance, fractional differential equations are employed to explain a range of natural phenomena in physics, chemistry, fluid mechanics, and mathematics [243].

Unlike ODEs, Delay Differential Equations (DDEs) incorporate addition derivatives from earlier-time, making the mathematical model closer to real-world occurrence. Biology, economics, medicine, chemistry, control, and electrodynamics are only a few of the topics where delay differential equations have been widely used for analysis, and prediction $[221,4]$. As a generalization, Fractional Delay Differential Equations (FDDEs) deal with differential equations governed by fractional differential operators. In the last two decades, numerical approaches based on orthogonal polynomials have been commonly used to approximate the solution of fractional differential and integral equations. The primary characteristic of these methods is that they convert fractional problems to a system of algebraic equations that can be solved more conveniently using the orthogonal properties of polynomials and typical spectral methods.

Several numerical methods have been applied to solve DDEs. For instance, Chebyshev polynomials [272], Bernoulli polynomials [295], variational iteration method [324], one-leg $\theta$-method [310], Adomian decomposition method [110], hybrid of block-pulse functions and Taylor series [204], Legendre wavelet [257], etc. However, not many studies focus on finding numerical solutions to FDDEs. Some of these works are Hermite wavelet method [258], spectral-collocation method [322], Legendre pseudospectral method [172], Adams-Bashforth-Moulton method, and the linear interpolation method [311], finite difference method [209] and Bernoulli wavelets method [246].

This chapter developed a novel idea for an efficient numerical method to approximate the solution to the FDDEs presented below, using a combination of block-pulse functions and Chelyshkov polynomials. Consider

$$
\begin{align*}
& \left\{\begin{array}{lc}
D^{\alpha} q(t)=p(t, q(t), q(t-\tau)), & 0 \leqslant t \leqslant 1, r-1<\alpha \leqslant r, 0<\tau<1, \\
q^{(i)}(0)=\lambda_{i}, & i=0,1, \ldots, r-1, \\
q(t)=\xi(t), & t<0 .
\end{array}\right.  \tag{9.0.1}\\
& \begin{cases}D^{\alpha} q(t)=p(t, q(t), q(t \tau)), & 0 \leqslant t \leqslant 1, r-1<\alpha \leqslant r, 0<\tau<1, \\
q^{(i)}(0)=\mu_{i}, & i=0,1, \ldots, r-1,\end{cases} \tag{9.0.2}
\end{align*}
$$

where $p$ is an analytical function, $\tau$ is delay, $\lambda_{i}, \mu_{i}, i=0,1, \ldots, r-1$, are real constants, $\xi(t)$ is an arbitrary known function, $q$ is the solution to be determined, and $D^{\alpha},(r-1<\alpha \leqslant r)$ is the fractional derivative in the Caputo sense [246, 261]. The goal of this work is to get a direct numerical method that is based on hybrid Chelyshkov orthogonal polynomials for solving a system of FDDEs (9.0.1) and (9.0.2).

Initially, to solve FDDEs, we shall discuss hybrid Chelyshkov polynomials and the properties of these polynomials. After that, the Galerkin method was applied to solve FDDEs utilizing the fractional integration operational matrix of the hybrid Chelyshkov polynomials. The most notable benefit of using hybrid Chelyshkov orthogonal polynomials and the Galerkin technique for the problem of solving FDDEs is the ability to convert the problem to a set of algebraic equations with unknown coefficients. Numerical examples demonstrate that the provided numerical method is accurate and efficient.

The components of this chapter are organized as follows: In Section 9.1, an overview of the hybrid Chelyshkov polynomial is presented. Three subsections make up Section 9.5. First, we are given an overview of the definition of Chelyshkov polynomials. The second is linked to the hybrid Chelyshkov functions (HCFs) and the transformation and fractional operational matrices for HCFs. A numerical method for solving FDDEs will be presented in Section 9.3, and it will be based on HCFs and the operational matrices of the problem. In Section 9.4, the proposed approach based on HCFs is applied to the resolution of specific numerical cases. We will provide some concluding remarks in Section 9.5.

### 9.1 Hybrid of the Chelyshkov polynomials and blockpulse Functions

This section will focus on the fundamental definition of HCFs and some of the aspects associated with them. These polynomials are part of a family of orthogonal polynomials and were introduced by Vladimir. S. Chelyshkov [69]. The Chelyshkov orthogonal polynomials are very significant in the performance of HCFs. The previous chapter
discussed the general features of these polynomials, including the fundamental definition, formulation, and explicit formulas for operational matrices. After introducing the Chelyshkov orthogonal polynomials, HCFs will be built by mixing these orthogonal polynomials with block-pulse functions [206]. The procedure for using Chelyshkov orthogonal polynomials is described in detail in Section 7.1 and Section 7.2 of Chapter 7.

Chelyshkov polynomials are defined explicitly by

$$
\begin{equation*}
\rho_{M, k}(t)=\sum_{j=k}^{M} \mathbf{z}_{k, j}^{M} t^{j}, \quad k=0,1, \ldots M, \quad \mathbf{z}_{k, j}^{M}=(-1)^{j-k}\binom{M-k}{j-n}\binom{M+j+1}{M-k} \tag{9.1.3}
\end{equation*}
$$

The hybrid of Chelyshkov polynomials and block pulse functions, $\phi_{n m}(t), n=1,2, \ldots, N$, $m=0,1,2, \ldots, M$ are defined on the interval $[0,1]$ as

$$
\phi_{n m}(t)=\left\{\begin{array}{lc}
\sqrt{N} \rho_{N, m}(N t-n+1) & t \in\left[\frac{n-1}{N}, \frac{n}{N}\right]  \tag{9.1.4}\\
0 & \text { otherwise }
\end{array}\right.
$$

where $\rho_{N, m}$ denotes the Chelyshkov polynomials of degree $m$ defined in (9.1.3).

## Function approximation:

The set of $\left\{\phi_{n m}(t), n=1,2, \ldots, N, m=0,1,2, \ldots, M\right\}$ constitutes an orthogonal basis over $[0,1)$ and every square inegrable function $p(t)$ in interval $[0,1)$ may be enlarged as

$$
\begin{equation*}
p(t) \simeq \sum_{n=1}^{N} \sum_{m=0}^{M} c_{n m} \phi_{n m}(t)=C^{T} \Phi(t) \tag{9.1.5}
\end{equation*}
$$

where
$\left.\Phi(t)=\left[\phi_{10}(t), \phi_{20}(t), \ldots, \phi_{N 0}(t), \phi_{11}(t), \phi_{21}(t), \ldots, \phi_{N 1}(t), \ldots, \phi_{1 M}(t), \phi_{2 M}(t), \ldots, \phi_{N M}(t)\right]^{\top} 9,1.6\right)$

$$
\begin{equation*}
C=\left[c_{10}, c_{20}, \ldots, c_{N 0}, c_{11}, c_{21}, \ldots, c_{N 1}, \ldots, c_{1 M}, c_{2 M}, \ldots, c_{N M}\right]^{T} \tag{9.1.7}
\end{equation*}
$$

The vectors $\Phi(t)$ and $C$ in series (9.1.5) can be rewritten as

$$
p(t) \simeq \sum_{i=1}^{\hat{m}} c_{i} \phi_{n m}(t)=C^{T} \Phi(t)
$$

where

$$
\begin{equation*}
\Phi(t)=\left[\phi_{1}(t), \phi_{2}(t), \ldots, \phi_{\hat{m}}(t)\right] \tag{9.1.8}
\end{equation*}
$$

and

$$
C=\left[c_{1}, c_{2}, \ldots, c_{\hat{m}}\right] .
$$

Also $c_{i}=c_{n m}, \phi_{i}(t)=\phi_{n m}(t), i=(n-1)(M+1)+m+1, \hat{m}=(M+1) N$.

### 9.2 Operational matrices

The solution of variable-order fractional differential or integral equations is accomplished using an operational matrix technique. The primary idea behind this part is to generate the operational integration matrix using hybrid Chelyshkov functions.

Theorem 28. [71, 213, 113] Given that $\Psi(t)$ represents the Chelshkov polynomial vectors, the Riemann-Liouville fractional integral of order $\alpha$ of the Chelyshkov polynomial vector can be expressed as:

$$
\begin{equation*}
I^{\alpha} \Psi(t)=\Theta^{(\alpha)} \Psi(t) \tag{9.2.9}
\end{equation*}
$$

where $\Theta^{(\alpha)}$ indicates the fractional integral matrix of order $\alpha$ and has the dimensions $(M+1) \times(M+1)$. The $(i, j)$-th element of this matrix is generated by the following operations:

$$
\Theta_{i, j}^{(\alpha)}=\sum_{r=i-1}^{M} \sum_{s=j}^{M} \frac{\mathbf{z}_{j, s} \mathbf{z}_{i-1, r} \Gamma(r+1)(2 j+1)}{\Gamma(r+\alpha+1)(r+\alpha+s+1)}, \quad i=1,2, \ldots, M+1, j=0, \ldots, M .
$$

Proof. The $i$-th element of the vector $\Psi(t)$ is $\rho_{i-1}(t)$. So, by applying the fractional integration $I^{\alpha}$ in its analytical form we have

$$
\begin{equation*}
I^{\alpha} \rho_{i-1}(t)=I^{\alpha}\left(\sum_{r=i-1}^{M} \mathbf{z}_{i-1, r} r^{j}\right)=\sum_{r=i-1}^{M} \frac{\mathbf{z}_{i-1, r} \Gamma(r+1)}{\Gamma(r+\alpha+1)} t^{r+\alpha} \tag{9.2.10}
\end{equation*}
$$

by expanding the term $t^{j+\alpha}$ by the Chelyshkov polynomials we get

$$
\begin{equation*}
t^{r+\alpha} \simeq \sum_{j=0}^{M} \beta_{r, j} \rho_{j}(t) \tag{9.2.11}
\end{equation*}
$$

in which $\beta_{j, r}$ can be obtained as

$$
\begin{gather*}
\beta_{r, j}=(2 j+1) \int_{0}^{1} \rho_{j}(t) t^{r+\alpha} d t \\
=(2 j+1) \sum_{s=j}^{M} \mathbf{z}_{j, s} \int_{0}^{1} t^{s+r+\alpha} d t=(2 j+1) \sum_{s=j}^{M} \frac{\mathbf{z}_{j, s}}{s+r+\alpha+1} . \tag{9.2.12}
\end{gather*}
$$

Now, by inserting Eqs. (9.2.11) and (9.2.12) in Eq. (9.2.10) we get

$$
I^{\alpha} \rho_{i-1}(t)=\sum_{j=0}^{M}\left(\sum_{r=i-1}^{M} \sum_{s=j}^{M} \frac{\mathbf{z}_{j, s} \mathbf{z}_{i-1, r} \Gamma(r+1)(2 j+1)}{\Gamma(r+\alpha+1)(r+\alpha+s+1)}\right) \rho_{j}(t)
$$

which leads to the desired results.

Lemma 9.2.1. [71, 213, 113] The $\hat{m}$ HCFs vector $\Phi(t)$ can be convert into the $(M+1)$ Chelyshkov polynomials vector $\Psi(t)$ by expanding as follows:

$$
\begin{equation*}
\Phi(t)=\Lambda \Psi(t) \tag{9.2.13}
\end{equation*}
$$

where $\Lambda$ is a $\hat{m} \times(M+1)$ matrix,

$$
\Lambda_{i j}=(2 j+1) \sum_{r=j}^{M} \sum_{s=m}^{M} \sum_{k=0}^{r} \frac{\binom{r}{k}(n-1)^{r-k} N^{-\frac{1}{2}-r} \mathbf{z}_{r, j} \mathbf{z}_{s, m}}{r+s+1}
$$

and $i=1, \ldots, \hat{m}, j=0, \ldots, M$.
Proof. According to (9.1.8), the $i$-th element of HCFs vector $\Phi(t)$ is $\phi_{i}(t)$ which can be defined by Chelyshkov polynomials as

$$
\phi_{i}(t)=\sum_{j=0}^{M} \Lambda_{i j} \rho_{j}(t)
$$

The coefficient $\Lambda_{i j}$ can be obtained from

$$
\Lambda_{i j}=(2 j+1) \int_{0}^{1} \phi_{i}(t) \rho_{j}(t) d t
$$

By substituting the analytical form of $\rho_{j}(t)$ from Eq. (9.1.3), the coefficient $\Lambda_{i j}$ can be derived as

$$
\Lambda_{i j}=(2 j+1) \sum_{r=j}^{M} \mathbf{z}_{r, j} \int_{0}^{1} \phi_{i}(t) t^{r} d t=(2 j+1) \sum_{r=j}^{M} \sqrt{N} \mathbf{z}_{r, j} \int_{\frac{n-1}{N}}^{\frac{n}{N}} t^{r} \rho_{m}(N t-n+1) d t,
$$

where $i=(n-1)(M+1)+m+1$. Now, by changing the variable $z=N t-n+1$ we have

$$
\begin{aligned}
& \Lambda_{i j}=(2 j+1) \sum_{r=j}^{M} N^{-\frac{1}{2}-r} \mathbf{z}_{r, j} \int_{0}^{1}(z+n-1)^{r} \rho_{m}(z) d z \\
& =(2 j+1) \sum_{r=j}^{M} \sum_{s=m}^{M} N^{-\frac{1}{2}-r} \mathbf{z}_{r, j} \mathbf{Z}_{s, m} \int_{0}^{1}(z+n-1)^{r} z^{s} d z \\
& =(2 j+1) \sum_{r=j}^{M} \sum_{s=m}^{M} \sum_{k=0}^{r} \frac{\mathbf{z}_{r, j} \mathbf{Z}_{s, m} N^{-\frac{1}{2}-r}\binom{r}{k}(n-1)^{r-k}}{r+s+1} .
\end{aligned}
$$

This completes the proof.
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Theorem 29. [71, 213, 113] Consider the $(M+1)$ Chelyshkov polynomials vector to be denoted by $\Psi(t)$. Then, the HCFs representation of $\Psi(x)$ can be developed as follows:

$$
\begin{equation*}
\Psi(t)=\Pi \Phi(t) \tag{9.2.14}
\end{equation*}
$$

where $\Pi$ is $(M+1) \times \hat{m}$ matrix and

$$
\Pi_{i, j}=\sum_{r=i-1}^{M} \sum_{s=m}^{M} \sum_{k=0}^{r} \frac{\mathbf{z}_{r, i-1} \mathbf{z}_{s, m} N^{-\frac{1}{2}-r}\binom{r}{k}(n-1)^{r-k}}{k+s+1}
$$

Proof. The proof is similar to Lemma 9.2.13.
Theorem 30. [71, 213, 113] Using $\Phi(t)$ as the HCFs vector, the fractional integration of order $\alpha$ for this vector can be written as:

$$
\begin{equation*}
I^{\alpha} \Phi(t)=\mathcal{P}^{(\alpha)} \Phi(t) \tag{9.2.15}
\end{equation*}
$$

where $\mathcal{P}^{(\alpha)}=\Lambda \Theta^{(\alpha)} \Pi$ is a $\hat{m} \times \hat{m}$ matrix, and $\Lambda$ and $\Pi$ are transformation matrices derived in equations (9.2.13) and (9.2.14), respectively. In addition, $\Theta^{\alpha}$ is the operational matrix of fractional integration for HCFs vector $\Phi(t)$.

Proof. Consider the HCFs vector $\Phi(t)$. By using the transformation matrix $\Lambda$, it can be written as

$$
\Psi(t)=\Lambda \Phi(t)
$$

applying the fractional integration operator $I^{\alpha}$ and using (9.2.9), we get

$$
I^{\alpha} \Phi(t)=\Lambda I^{\alpha} \Psi(t)=\Lambda \Theta^{\alpha} \Psi(t)
$$

now the transformation matrix $\Lambda$ results

$$
I^{\alpha} \Phi(t)=\Lambda J^{\alpha} \Psi(t)=\Lambda \Theta^{\alpha} \Pi \Phi(t)
$$

which yields (9.2.15) and completes the proof.

### 9.3 Problem statement and approximation scheme

In this section, we solve FDDEs (9.0.1) and (9.0.2) by employing the Galerkin method and the fractional integration operational matrices of the HCFs.

## Problem(1)

Consider the FDDEs (9.0.1). To solve this problem, we approximate $D^{\alpha} q(t)$ via HCFs basis $\phi_{i}(t), i=0,1,2, \ldots, \hat{m}$, as

$$
\begin{equation*}
D^{\alpha} q(t)=C^{T} \Phi(t) \tag{9.3.16}
\end{equation*}
$$

where $C$ is an unknown vector that can be acquired. By utilizing (9.2.9), we obtain:

$$
\begin{equation*}
q(t) \simeq I^{\alpha}\left(C^{T} \Phi(t)\right)+\sum_{i=0}^{r-1} \frac{\lambda_{i}}{i!} t^{i}=C^{T} \mathcal{P}^{(\alpha)} \Phi(t)+d^{T} \Phi(t) \tag{9.3.17}
\end{equation*}
$$

In other words, for the problem (9.0.1), we get:

$$
q(t-\tau)=\left\{\begin{array}{ll}
\xi(t-\tau), & 0 \leqslant t \leqslant \tau \\
C^{T} \mathcal{P}^{(\alpha)} \Phi(t-\tau)+d^{T} \Phi(t-\tau), & \tau \leqslant t \leqslant 1
\end{array}=C_{\tau}^{T} \Phi(t)\right.
$$

We can obtain the following residual function by substituting Eqs. (9.3.16)-(9.3.18) for the original equations in problem (9.0.1).

$$
\begin{equation*}
R(t)=C^{T} \Phi(t)-p\left(t, C^{T} \mathcal{P}^{(\alpha)} \Phi(t)+d^{T} \Phi(t), C_{\tau}^{T} \Phi(t)\right) \tag{9.3.20}
\end{equation*}
$$

To obtain the answer $q(t)$, we must first identify the residual $R(t)$ at the $\hat{m}+1$ points. As demonstrated below, we use the roots of shifted Chebyshev polynomials to determine appropriate collocates.

$$
\begin{equation*}
R\left(t_{j}\right)=0, j=1,2, \ldots \hat{m}+1 \tag{9.3.21}
\end{equation*}
$$

It is possible to find the solution to this problem using the vector $C$ coefficients that are unknown. Consequently, we can obtain the numerical solution by substituting the resulting vector $C$ into the Eq. (9.3.17).

## Problem(2)

We use a method that was employed for the previous problem (9.0.1) to solve the FDDEs (9.0.2). Replacing Eqs. (9.3.16) and (9.3.17) in (9.0.2), we have the following residual function:

$$
\begin{equation*}
R(t)=C^{T} \Phi(t)-p\left(t, C^{T} \mathcal{P}^{(\alpha)} \Phi(t)+d^{T} \Phi(t), C^{T} \mathcal{P}^{(\alpha)} \Phi(\tau t)+d^{T} \Phi(\tau t)\right) \tag{9.3.22}
\end{equation*}
$$
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As shown follows, we then compute the residual value $R(t)$ at the $\hat{m}+1$ roots of the shifted Chebyshev polynomials.

$$
\begin{equation*}
R\left(t_{j}\right)=0, \quad j=1,2, \ldots \hat{m}+1 \tag{9.3.23}
\end{equation*}
$$

These equations are then solved for unknown coefficients of the vector $C$. As a result, by solving these systems by determining $C$, we obtain the numerical solution to this problem (9.0.2).

### 9.4 Numerical experiments

This section will examine three different example scenarios to highlight the usefulness and advantages of the proposed technique.

Example 17. Consider the FDDEs

$$
\left\{\begin{array}{lc}
D^{\alpha} q(t)=q(t-\tau)-q(t)+\frac{2 t^{2-\alpha}}{\Gamma(3-\alpha)}-\frac{t^{1-\alpha}}{\Gamma(2-\alpha)}+2 t \tau-\tau^{2}-\tau, 0 \leqslant t \leqslant 1,0<\alpha \leqslant 1 \\
q(t)=0, & t \leqslant 0
\end{array}\right.
$$



Figure 9.1: The approximate solution for various values of $\alpha$ (Left) and absolute error for $\alpha=1$ (Right), Example 17 .

In the case where $\alpha=1$, the exact solution to this system is $q(t)=t^{2}-t$. The approximate solutions for several different values of $\alpha$ and the absolute error for $\alpha=1$ are displayed in Fig. 9.1 for the case in which $M=2, N=2$, and $\tau=0.01$ are the input values. When utilizing the current approach with $\hat{m}=6$, the $R M S E$ for various values
of $t$ is displayed in the table referenced by Table 9.1. As anticipated, the outcomes of this example get closer and closer to the exact solution as the fractional order $\alpha$ approaches 1.

Table 9.1: The RMSE $\left(\|q-\tilde{q}\|_{2}\right)$ for different values of t in Example 17.

| Methods | $t=0.2$ | $t=0.4$ | $t=0.6$ | $t=0.8$ |
| :---: | :---: | :---: | :---: | :---: |
| $[9]$ | $7.58 \times 10^{-14}$ | $3.90 \times 10^{-14}$ | $1.45 \times 10^{-14}$ | $7.96 \times 10^{-14}$ |
| $[\mathbf{1 9}]$ | $3.46 \times 10^{-16}$ | $2.35 \times 10^{-16}$ | $3.46 \times 10^{-16}$ | $9.69 \times 10^{-17}$ |
| $[\mathbf{2 4 6}]$ | 0 | $1.11 \times 10^{-16}$ | $3.15 \times 10^{-14}$ | $3.23 \times 10^{-14}$ |
| $[\mathbf{2 8 3}]$ | $1.19 \times 10^{-14}$ | $1.63 \times 10^{-15}$ | $7.29 \times 10^{-15}$ | $4.64 \times 10^{-15}$ |
| HCFs | 0 | $2.00 \times 10^{-16}$ | $1.00 \times 10^{-16}$ | 0 |

Example 18. Consider the following FDDEs

$$
\left\{\begin{array}{l}
D^{\alpha} q(t)=-q(t-0.3)-q(t)+e^{-t+0.3}, \quad 0 \leqslant t \leqslant 1, \quad 2<\alpha \leqslant 3 \\
q(0)=1, \quad q^{\prime}(0)=-1, \quad q^{\prime \prime}(0)=1, \\
q(t)=e^{-t}, t<0 .
\end{array}\right.
$$

$q(t)=e^{-t}$ that provides an exact solution for the present test problem for $\alpha=3$. The approximate solutions for several different values of $\alpha$ and the absolute error for $\alpha=3$ are displayed in Fig. 9.2, when $M=8, N=2$, and $\tau=0.3$ are the input variables. The approximate solutions obtained by applying the current approach with $\hat{m}=14$ are displayed in Table 9.2. As the fractional-order $\alpha$ approaches 3, these results demonstrate that the approximate solutions converge to the precise solution.

Table 9.2: The approximate solutions for different values of t in Example 18.

| Methods | $t=0.2$ | $t=0.4$ | $t=0.6$ | $t=0.8$ |
| :---: | :---: | :---: | :---: | :---: |
| $[\mathbf{1 7 0}]$ | 0.8187 | 0.6703 | 0.5488 | 0.4493 |
| $[\mathbf{2 9 0}]$ | 0.8187 | 0.6703 | 0.5488 | 0.4494 |
| $[\mathbf{2 4 6}]$ | 0.8187 | 0.6703 | 0.5488 | 0.4494 |
| HCFs | 0.8187 | 0.6703 | 0.5488 | 0.4494 |



Figure 9.2: The approximate solution for various values of $\alpha$ (Left) and absolute error for $\alpha=3$ (Right), Example 18 .

Example 19. Consider the following FDDEs

$$
\left\{\begin{array}{l}
D^{\alpha} q(t)=1-2 q^{2}\left(\frac{1}{2} t\right), \quad 0 \leqslant t \leqslant 1, \quad 1<\alpha \leqslant 2 \\
q(0)=1, \quad q^{\prime}(0)=0
\end{array}\right.
$$

In this example, the exact solution is $q(t)=\cos (t)$ when $\alpha=2$. The approximate solutions for several different values of $\alpha$ and the absolute error for $\alpha=2$ are displayed in Fig. 9.3 for the case when $M=6$ and $N=2$. The RMSE is shown for different values of $t$ in Table 9.3, which uses the current approach and has $\hat{m}=14$. Based on the information obtained, we can conclude: that the approximate solution will eventually converge to the exact solution as the fractional order $\alpha$ goes closer and closer to 2 .

Table 9.3: The RMSE $\left(\|q-\tilde{q}\|_{2}\right)$ for different values of t and N in Example 19.

| Methods | $t=0.2$ | $t=0.4$ | $t=0.6$ | $t=0.8$ |
| :---: | :---: | :---: | :---: | :---: |
| $[\mathbf{2 4 6}]$ | $3.21 \times 10^{-11}$ | $3.81 \times 10^{-11}$ | $1.31 \times 10^{-06}$ | $1.82 \times 10^{-06}$ |
| HCFs | $3.20 \times 10^{-11}$ | $3.81 \times 10^{-11}$ | $8.90 \times 10^{-11}$ | $6.21 \times 10^{-11}$ |



Figure 9.3: The approximate solution for various values of $\alpha$ (Left) and absolute error for $\alpha=2$ (Right), Example 19.

### 9.5 Conclusion

This chapter presented a new and effective method for performing the numerical technique on hybrid Chelyshkov orthogonal polynomials. In the HCFs strategy, the operational matrix of fractional integration for HCFs is the first and most significant aspect of solving the system of FDDEs that we experience, as we have seen in Section, these matrices were derived. To solve FDDEs, these matrices, in addition to the Galerkin method, are utilized. As in the final step of the procedure, the robustness and efficiency of the suggested method are evaluated using numerical examples of FFDEs.

## Chapter 10

## Discrete Chebyshev polynomials for solving fractional variational problems

In the last two decades, numerical approaches based on orthogonal polynomials have been frequently used to approximate the solution of fractional differential, and integral equations [111, 175, 211, 210, 259]. The essential characteristic of these approaches is that, by using the orthogonal properties of the polynomials and the typical spectral methods, they reduce such fractional equations to a system of algebraic equations which can be solved easier. According to the defined inner product in the solution space, orthogonal polynomials are usually classified into two main classes: continuous and discrete. For continuous orthogonal polynomials such as Legendre, Chebyshev, Hermite, and Laguerre, one has to evaluate an integral in the inner product. In contrast, discrete orthogonal polynomials come with a discrete scalar product; hence, the integral becomes a sum $[326,327]$. Although continuous orthogonal polynomials have been more frequently used to approximate the solution of functional equations, there are some advantages of using discrete orthogonal polynomials. For example, using discrete orthogonal polynomials, the Fourier coefficients can be calculated with a summation, and the obtained coefficients are exact. Consequently, compared to continuous cases, the implementation of discrete orthogonal polynomials is more efficient and less complex $[125,321]$. Moreover, there is a close connection between stochastic processes and discrete orthogonal polynomials which motivated many researchers to consider them to solve stochastic differential equations $[16,321]$.

In the field of optimization theory, the calculus of variations is concerned with the problem of optimizing a real-valued functional over a set of functions [7, 195, 41, 328]. The functional is usually defined as definite integrals involving functions and their derivatives. Developing the calculus of variations started with Johann Bernoulli and his well-known "brachistochrone" problem. After that, this subject was developed by the works of Jakob Bernoulli, Newton, Leibniz, Euler, Lagrange, Legendre, Jacobi, Weierstrass, and Hilbert [41]. Recently, the calculus of variations has been found in many applications in areas such as quantum mechanics, medicine, economics, aerodynamics, environmental engineering, and biology [7, 22, 112, 201, 252, 253]. As a generalization
of the calculus of variations, the Fractional Calculus of Variations (FCV) deals with variational functionals depending on fractional derivatives instead of integer ones [7]. The subject of FCV was introduced in 1996 with the work of Riewe [252]. He used fractional derivatives to formulate the problem of the calculus of variations and obtained the respective Euler-Lagrange equations. Nowadays, FCV is under development due to its many applications in physics, and engineering [7, 22, 112, 201, 253]. The main purpose of this chapter is to present a comparative study of numerical solution of the following fractional variational problems:

$$
\begin{equation*}
\text { Min. } \mathcal{J}(x)=\int_{a}^{b} \mathcal{F}\left(t, x(t),{ }_{0}^{C} D_{t}^{\alpha} x(t), u(t)\right) d t \tag{10.0.1}
\end{equation*}
$$

in which the variable $u(t)$ is described by

$$
\begin{equation*}
u(t)=\int_{a}^{t} \mathcal{K}\left(s, x(s),{ }_{0}^{C} D_{t}^{\alpha} x(s)\right) d s, \quad a \leqslant t \leqslant b \tag{10.0.2}
\end{equation*}
$$

subject to the following boundary conditions

$$
\begin{equation*}
x(a)=\alpha, \quad x(b)=\beta \tag{10.0.3}
\end{equation*}
$$

The functions $\mathcal{F}$ and $\mathcal{K}$ are continuously differentiable, $x$ is absolutely continuous functions, such that its fractional derivative of order $\alpha$, i.e. ${ }_{0}^{C} D_{t}^{\alpha} x(t)$, exists and is continuous on $[a, b]$. First, the general formulation of DCPs and their properties are investigated briefly. Then, DCPs and their operational matrix of fractional integration are used to approximate the solution of FVP (10.0.1)-(10.0.3). The numerical results and the required CPU time were compared to the previously acquired results by the classical Chebyshev polynomials in Ref. [112]. The comparison reveals that the presented DCPs method is more efficient and less complex than the Chebyshev polynomials method.

This chapter contains five sections. Section 10.1 defines discrete Chebyshev polynomials and their properties. Section 10.2 presents the operational matrices based on the discrete Chebyshev polynomials. Section 10.3 deals with the numerical solution of FVPs. Section 10.4 gives some illustrative examples to verify the superiority of the discrete Chebyshev polynomials. Finally, some concluding remarks are given in Section 10.5 .

### 10.1 Discrete Chebyshev polynomials

The discrete Chebyshev polynomials belong to a rich family of orthogonal polynomials which introduced by Chebyshev. In this section, we restrict our attention to the basic definition, formula and properties of these polynomials. For more details and some applications of these polynomials one can refer to Refs. [126, 218].

Definition 10.1.1. Let $N$ be a positive integer number. The discrete Chebyshev polynomials $\mathcal{T}_{n, N}(x)$ may be defined as follow:

$$
\begin{equation*}
\mathcal{T}_{n, N}(x)=\sum_{k=0}^{n}(-1)^{k}\binom{n+k}{n}\binom{N-k}{n-k}\binom{x}{k}, \quad n=0,1, \ldots, N . \tag{10.1.4}
\end{equation*}
$$

## Orthogonality:

The set of discrete Chebyshev polynomials $\left\{\mathcal{T}_{n, N}, n=0,1, \ldots, N\right\}$ is orthogonal on the interval $[0, N]$ with respect to the following discret norm:

$$
\begin{equation*}
\langle f, g\rangle=\sum_{r=0}^{N} f(r) g(r) . \tag{10.1.5}
\end{equation*}
$$

Moreover, the orthogonality condition for these polynomials is as follow:

$$
\left\langle\mathcal{T}_{m, N}, \mathcal{T}_{n, N}\right\rangle=\sum_{r=0}^{N} \mathcal{T}_{m, N}(r) \mathcal{T}_{n, N}(r)=\mu_{n} \delta_{m n}
$$

where $\delta_{m n}$ is the Kronecker delta and $\mu_{n}$ can be defined as:

$$
\begin{equation*}
\mu_{n}=\frac{(N+n+1)!}{(2 n+1)(N-n)!(n!)^{2}} \tag{10.1.6}
\end{equation*}
$$

## Recurrence relation:

The set of discrete Chebyshev polynomials $\left\{\mathcal{T}_{n, N}, n=0,1, \ldots, N\right\}$ can be determined with the aid of the following recurrence formulae for $n=0,1, \ldots, N$ :

$$
\alpha_{n} \mathcal{T}_{n+1, N}(x)=\frac{(N-k)\left(\alpha_{n}+\beta_{n}-x\right)}{k+1} \mathcal{T}_{n, N}(x)-\frac{(N-k+1)(N-k) \beta_{n}}{k(k+1)} \mathcal{T}_{n-1, N}(x)
$$

where $\mathcal{T}_{0, N}(x)=1, \mathcal{T}_{1, N}(x)=N-2 x$ and

$$
\alpha_{n}=\frac{(N-n)(n+1)^{2}}{(2 n+1)(2 n+2)}, \quad \beta_{n}=\frac{N^{2}(N+n+1)}{2 n(2 n+1)} .
$$

## Explicit formula:

By using the relation (10.1.4), the discrete Chebyshev polynomial $\mathcal{T}_{n, N}$ can be written as follow:

$$
\mathcal{T}_{n, N}(x)=\sum_{k=0}^{n} \frac{(-1)^{k}\binom{n+k}{n}\binom{N-k}{n-k}}{k!} x(x-1) \ldots(x-k+1)
$$

$$
\begin{equation*}
=\sum_{k=0}^{n} \frac{(-1)^{k}\binom{n+k}{n}\binom{N-k}{n-k}}{k!} \sum_{i=0}^{k} s(k, i) x^{i}, \quad n=0,1, \ldots N, \tag{10.1.7}
\end{equation*}
$$

in which $s(k, i)$ are the Stirling numbers of the first kind [291, 251]. Therefore, the analytical form of $\mathcal{T}_{n, N}(x)$ can be derived as follow:

$$
\begin{equation*}
\mathcal{T}_{n, N}(x)=\sum_{k=0}^{n} a_{j, n} x^{k}, \quad n=0,1, \ldots N \tag{10.1.8}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{j, n}=\sum_{r=j}^{n} \frac{(-1)^{r}\binom{n+r}{n}\binom{N-r}{n-r} s(r, i)}{r!} . \tag{10.1.9}
\end{equation*}
$$

## Shifted discrete Chebyshev polynomials:

In order to use the discrete Chebyshev polynomials on the interval [ 0,1 , we define the shifted discrete Chebyshev polynomials (SDCPs) by introducing a change of variable $x=N t$. Let $n$th shifted discrete Chebyshev polynomial, i.e. $\mathcal{T}_{n, N}(N t)$, is denoted by $\mathfrak{T}_{n, N}(t)$. Then, the set of SDCPs $\left\{\mathfrak{T}_{n, N}, n=0,1, \ldots, N\right\}$ are orthogonal on the interval $[0,1]$ with respect to the following discrete norm:

$$
\begin{equation*}
\langle f, g\rangle_{*}=\sum_{r=0}^{N} f\left(\frac{r}{N}\right) g\left(\frac{r}{N}\right) . \tag{10.1.10}
\end{equation*}
$$

Also, the orthogonality condition for SDCPs can be defined as follow:

$$
\begin{equation*}
\left\langle\mathfrak{T}_{m, N}(t), \mathfrak{T}_{n, N}(t)\right\rangle_{*}=\sum_{r=0}^{N} \mathfrak{T}_{m, N}\left(\frac{r}{N}\right) \mathfrak{T}_{n, N}\left(\frac{r}{N}\right)=\mu_{n} \delta_{m n} \tag{10.1.11}
\end{equation*}
$$

where $\mu_{n}$ is defined in relation (10.1.6).

## Function approximation:

Any function $f(t)$, defined over the interval $[0,1]$ may be expanded by the SDCPs as

$$
\begin{equation*}
f(t) \simeq \sum_{i=0}^{N} c_{i} \mathfrak{T}_{i, N}(t)=C^{T} \Psi(t) \tag{10.1.12}
\end{equation*}
$$

where $C$ and $\Phi(x)$ are $(N+1)$ vectores given by

$$
\begin{equation*}
C^{T}=\left[c_{0}, c_{1}, \ldots, c_{N}\right]^{T} \tag{10.1.13}
\end{equation*}
$$

$$
\begin{equation*}
\Psi(t)=\left[\mathfrak{T}_{0, N}(t), \mathfrak{T}_{1, N}(t), \ldots, \mathfrak{T}_{N, N}(t)\right]^{T} \tag{10.1.14}
\end{equation*}
$$

and the coefficients $c_{i}$ can be derived as follow

$$
\begin{equation*}
c_{i}=\frac{\left\langle f(t), \mathfrak{T}_{i, N}(t)\right\rangle_{*}}{\mu_{i}}, \quad i=0,1, \ldots N . \tag{10.1.15}
\end{equation*}
$$

## Convergence analysis:

The discrete Chebyshev polynomials $\mathcal{T}_{n, N}(x)$ are special case of the well-known Hahn polynomials $Q_{n}(x ; \alpha, \beta, N)$ with $\alpha=\beta=0$ [125]. The following Theorem provides conditions that ensure the series expansion of a function by the discrete Chebyshev polynomials converges.

Theorem 31. The series expansion $\sum_{k=0}^{n} \frac{\left\langle f, \mathcal{T}_{k, N}\right\rangle}{\left\langle\mathcal{T}_{k, N}, \mathcal{T}_{k, N}\right\rangle} \mathcal{T}_{k, N}(x)$ of a function $f$ by the discrete Chebyshev polynomials converges pointwise, if the series expansion of the function $f$ by the Jacobi polynomials converges pointwise and if $\frac{n^{4}}{N} \rightarrow 0$ as $n, N \rightarrow \infty$.

Proof. The proof follows directly from Theorems 1.1, 2.1, and 2.2 in Ref. [125].

### 10.2 Operational matrices

Now, some explicit formulations for operational matrix of fractional integration, in the Riemann-Liouville sense, for the SDCPs will be obtained. Moreover, the product operational matrix for the SDCPs vector is defined.

Lemma 10.2.1. For a positive number $r$ the inner product of the $\mathfrak{T}_{n, N}(t)$ and $t^{r}$, denoted by $\beta(n, r)$, can be derived as:

$$
\begin{equation*}
\beta(n, r)=\frac{1}{N^{r}} \sum_{j=0}^{N} \sum_{k=0}^{n} a_{j, n} j^{k+r} . \tag{10.2.16}
\end{equation*}
$$

where $a_{j, n}$ is defined in relation (10.1.9).
Proof. By using definition of the discrete inner product $\langle., .\rangle_{*}$ in (10.1.11), we get:

$$
\beta(n, r)=\left\langle t^{r}, \mathfrak{T}_{n, N}(t)\right\rangle_{*}=\sum_{j=0}^{N} \mathfrak{T}_{n, N}\left(\frac{j}{N}\right) \frac{j^{r}}{N^{r}}=\frac{1}{N^{r}} \sum_{j=0}^{N} \mathcal{T}_{n, N}(j) j^{r} .
$$

Now, the analytical form of the discrete Chebyshev polynomial $\mathcal{T}_{n, N}$ in relation (10.1.8) results (10.2.16).

Theorem 32. Let $\Psi(t)$ be the SDCPs vector as defined in (10.1.14). Then its fractional integral of order $\alpha$ in the Riemann-Liouville sense is given by

$$
\begin{equation*}
{ }_{0} I_{t}^{\alpha} \Psi(t)=\mathcal{P}^{(\alpha)} \Psi(t) \tag{10.2.17}
\end{equation*}
$$

where $\mathcal{P}^{(\alpha)}$ is the operational matrix of fractional integration and its $(i, j)$ th element can be derived as

$$
\begin{equation*}
\mathcal{P}_{i, j}^{(\alpha)}=\sum_{k=0}^{i-1} \frac{\beta(k+\alpha, j) \Gamma(k+1) N^{k} a_{k, i-1}}{\mu_{j} \Gamma(\alpha+k+1)}, \quad i=1,2, \ldots, N+1, j=0, . ., N \tag{10.2.18}
\end{equation*}
$$

Proof. The $i$ th element of the vector $\Psi(t)$ is $\mathfrak{T}_{i-1, N}(t)$. Therefore, its fractional integration of order $\alpha$ may be written as
${ }_{0} I_{t}^{\alpha} \mathfrak{T}_{i-1, N}(t)={ }_{0} I_{t}^{\alpha} \sum_{k=0}^{i-1} N^{k} a_{k, i-1} t^{k}=\sum_{k=0}^{i-1} N^{k} a_{k, i-1}\left({ }_{0} I_{t}^{\alpha} t^{k}\right)=\sum_{k=0}^{i-1} \frac{\Gamma(k+1) N^{k} a_{k, i-1}}{\Gamma(\alpha+k+1)}$ (f 1 o. 2.19$)$
Now by expanding the term $t^{k+\alpha}$ we get

$$
\begin{equation*}
t^{k+\alpha} \simeq \sum_{j=0}^{N} b_{k, j} \mathfrak{T}_{j, N}(t) \tag{10.2.20}
\end{equation*}
$$

in which $b_{k, j}$ can be derived as

$$
\begin{equation*}
b_{k, j}=\frac{\left\langle x^{k+\alpha}, \mathfrak{T}_{j, N}(t)\right\rangle_{*}}{\left\langle\mathfrak{T}_{j, N}(t), \mathfrak{T}_{j, N}(t)\right\rangle_{*}}=\frac{\beta(k+\alpha, j)}{\mu_{j}} \tag{10.2.21}
\end{equation*}
$$

By putting Eqs. (10.2.21) and (10.2.20) in (10.2.19), we have:

$$
\begin{equation*}
{ }_{0} I_{t}^{\alpha} \mathfrak{T}_{i-1, N}(t)=\sum_{j=0}^{N}\left(\sum_{k=0}^{i-1} \frac{\beta(k+\alpha, j) \Gamma(k+1) N^{k} a_{k, i-1}}{\mu_{j} \Gamma(\alpha+k+1)}\right) \mathfrak{T}_{j, N}(t) . \tag{10.2.22}
\end{equation*}
$$

Accordingly, the desired result is derived.
Theorem 33. Let $\Psi(t)$ be the SDCPs vector defined in (10.1.14) and $V$ be an arbitrary $(N+1)$ vector. Then, we can write

$$
\begin{equation*}
\Psi(t) \Psi^{T}(t) V=\tilde{V} \Psi(t) \tag{10.2.23}
\end{equation*}
$$

where $\tilde{V}$ is the $(N+1) \times(N+1)$ product operational matrix and its $(i, j)$-th element can be defined as

$$
\tilde{V}_{i+1, j+1}=\frac{1}{\mu_{j}} \sum_{k=0}^{N} V_{k}\left\langle\mathfrak{T}_{k, N}(t) \mathfrak{T}_{i, N}(t), \mathfrak{T}_{j, N}(t)\right\rangle_{*}, \quad i, j=0,1, \ldots, N
$$

Proof. The product of two SDCPs vectors $\Psi(t)$ and $\Psi^{T}(t)$ is a $(N+1) \times(N+1)$ matrix as follow

$$
\Psi(t) \Psi^{T}(t)=\left[\begin{array}{cccc}
\mathfrak{T}_{0, N}(t) \mathfrak{T}_{0, N}(t) & \mathfrak{T}_{0, N}(t) \mathfrak{T}_{1, N}(t) & \ldots & \mathfrak{T}_{0, N}(t) \mathfrak{T}_{N, N}(t) \\
\mathfrak{T}_{1, N}(t) \mathfrak{T}_{0, N}(t) & \mathfrak{T}_{1, N}(t) \mathfrak{T}_{1, N}(t) & \ldots & \mathfrak{T}_{1, N}(t) \mathfrak{T}_{N, N}(t) \\
\vdots & \vdots & \ddots & \vdots \\
\mathfrak{T}_{N, N}(t) \mathfrak{T}_{0, N}(t) & \mathfrak{T}_{N, N}(t) \mathfrak{T}_{1, N}(t) & \ldots & \mathfrak{T}_{N, N}(t) \mathfrak{T}_{N, N}(t)
\end{array}\right] .
$$

As a result, the relation (10.2.23) can be rewritten as:

$$
\sum_{k=0}^{N} \mathfrak{T}_{k, N}(t) \mathfrak{T}_{i, N}(t) V_{k+1}=\sum_{k=0}^{N} \mathfrak{T}_{j, N}(t) \tilde{V}_{i+1, k+1}, \quad i=0,1, \ldots, N .
$$

Now, by multiplying both sides of the above relation by $\mathfrak{T}_{j, N}(t)$ and using the defined inner product in (10.1.10), we get:

$$
\sum_{k=0}^{N}\left\langle\mathfrak{T}_{k, N}(t) \mathfrak{T}_{i, N}(t), \mathfrak{T}_{i, N}(t)\right\rangle_{*} V_{k+1}=\left\langle\mathfrak{T}_{j, N}(t), \mathfrak{T}_{j, N}(t)\right\rangle_{*} \tilde{V}_{i+1, j+1}, \quad i, j=0,1, \ldots, N .
$$

Therefore, the matrix $\tilde{V}$ may be given by

$$
\tilde{V}_{i+1, j+1}=\frac{\sum_{k=0}^{N} V_{k}\left\langle\mathfrak{T}_{k, N}(t) \mathfrak{T}_{i, N}(t), \mathfrak{T}_{j, N}(t)\right\rangle_{*}}{\left\langle\mathfrak{T}_{j, N}(t), \mathfrak{T}_{j, N}(t)\right\rangle_{*}}=\frac{1}{\mu_{j}} \sum_{k=0}^{N} V_{k}\left\langle\mathfrak{T}_{k, N}(t) \mathfrak{T}_{i, N}(t), \mathfrak{T}_{j, N}(t)\right\rangle_{*} .
$$

### 10.3 The numerical approach

In this section, we will apply the SDCPs and thier operational matrix to solve the FVP (10.0.1)-(10.0.2) with boundary conditions (10.0.3). First, we approximate ${ }_{0}^{C} D_{t}^{\alpha} x(t)$ via SDCPs as follows:

$$
\begin{equation*}
{ }_{0}^{C} D_{t}^{\alpha} x(t) \simeq C^{T} \Psi(t), \tag{10.3.24}
\end{equation*}
$$

where $\Psi(t)$ is the SDCPs vector as defined in relation (10.1.14) and $C$ is unknown coefficient vector defined as:

$$
C=\left(\begin{array}{l}
c_{1}  \tag{10.3.25}\\
c_{2} \\
\vdots \\
c_{N}
\end{array}\right)
$$

By applying the fractional Riemann-Liouville operator ${ }_{0} I_{t}^{\alpha}$ on both sides of the relation (10.3.24), we have:

$$
\begin{equation*}
x(t) \simeq{ }_{0} I_{t}^{\alpha} C^{T} \Psi(t)+\alpha=C^{T} \mathcal{P}^{(\alpha)} \Psi(t)+d^{T} \Psi(t) \tag{10.3.26}
\end{equation*}
$$

in which $d$ is the SDCPs coefficient vector for $\alpha$ and $P^{(\alpha)}$ is the operational matrix of fractional integration of the SDCPs vector $\Psi(t)$ derived in Theorem 32. So, the boundary condition in relation (10.0.3) can be written as follows:

$$
\begin{equation*}
C^{T} \mathcal{P}^{(\alpha)} \Psi(b)+d^{T} \Psi(b)-\beta \simeq 0 \tag{10.3.27}
\end{equation*}
$$

Moreover, by inserting the relations (10.3.24) and (10.3.26) the function $u(t)$ in (10.0.2) can be approximated as a function of unknown vector $C$, namely:

$$
\begin{equation*}
u[t, C] \simeq \int_{a}^{t} \mathcal{K}\left(s, C^{T} \mathcal{P}^{\alpha} \Psi(s)+d^{T} \Psi(s), C^{T} \Psi(s)\right) d s \tag{10.3.28}
\end{equation*}
$$

Therefore, the performance index (10.0.1) can be derived as follows:

$$
\begin{equation*}
\mathcal{J}_{N}[C] \simeq \int_{a}^{b} \mathcal{F}\left(t, C^{T} \mathcal{P}^{\alpha} \Psi(s)+d^{T} \Psi(s), C^{T} \Psi(s), u[t, C]\right) d t \tag{10.3.29}
\end{equation*}
$$

Finally, by applying the necessary conditions for optimality of the performance index $\mathcal{J}_{N}[C]$ we are able to write

$$
\begin{equation*}
\frac{\partial \mathcal{J}_{N}}{\partial c_{i}}=0, \quad i=0,1, \ldots, N-1 \tag{10.3.30}
\end{equation*}
$$

Eqs. (10.3.27) along with (10.3.30) generate a set of $(N+1)$ nonlinear equations that can be solved by the Newton's iterative method to find the coefficients $c_{i}, i=0,1, \ldots, N$.

## Main features of the SDCPs method

Using the SDCPs, which are orthogonal concerning a discrete norm, a numerical scheme has been proposed for the approximate solution of FVPs. The implementation of this method is more efficient and less complex in comparison with similar methods such as the classical Chebyshev polynomials method in which continuous norm is used. Moreover, the need for using a Lagrange multiplier during the solution procedure is eliminated.

### 10.4 Numerical experiments

In order to verify the efficiency and superiority of the SDCPs method, we will consider some examples in this section. Let $e(t)=x(t)-\tilde{x}(t)$ be the error function of the approximate solution $\tilde{x}(t)$. The maximum absolute error (MAE) for the obtained numerical solution will be estimated as follow:

$$
\|e\|_{\infty}=\underset{0 \leqslant t \leqslant 1}{\operatorname{Max}}|e(t)| .
$$

All computations are carried out using MAPLE 17 with 30 digits precision.

Example 20. As first example, we consider the following FVP

$$
\text { Min. } \mathcal{J}(x)=\int_{0}^{1}\left[\left({ }_{0}^{C} D_{t}^{\alpha} x(t)-t \Gamma(\alpha+2)\right)^{2}+u(t)\right] d t, \quad 0<\alpha \leqslant 1
$$

in which

$$
u(t)=\int_{0}^{t}\left(x(s)-s^{\alpha+1}\right)^{2} d s, \quad 0 \leqslant t \leqslant 1
$$

subject to the boundary conditions

$$
x(0)=0, \quad x(1)=1 .
$$

The exact solution for this problem is $x(t)=t^{\alpha+1}$. The proposed DCPs method has been applied to solve this FVP for various values $\alpha$. Fig. 10.1 shows the obtained approximate solution $x(t)$ and the absolute error functions for different choices of $\alpha$ and $N=10$. The $M A E$ for the approximate solutions with different values of $N$ and $\alpha$ are provided in Table 10.1. Moreover, in Table 10.2, the obtained optimal values $\mathcal{J}$ and the required CPU time (in seconds) are compared with those achieved by the classical Chebyshev polynomials in Ref. [112]. From these results, we can conclude that both discrete and classical Chebyshev polynomials efficiently solve this FVP. In contrast, the discrete polynomials method requires less CPU time when compared to the contentious one. Moreover, as the number of basis functions, i.e. $N$ increases, and the complexity and required CPU time of the contentious Chebyshev polynomials method increases significantly.


Figure 10.1: The obtained approximate solutions (Left) and the absolute error functions (Right) for different values of $\alpha$ and $N=10$ in Example 20.

Table 10.1: The MAE of the approximate solution $\tilde{x}(t)$ in Example 20.

| $\alpha$ | $N=6$ | $N=8$ | $N=12$ |
| :---: | :---: | :---: | :---: |
| $\alpha=0.50$ | $1.7 \times 10^{-3}$ | $6.2 \times 10^{-4}$ | $2.2 \times 10^{-4}$ |
| $\alpha=0.70$ | $5.6 \times 10^{-4}$ | $2.5 \times 10^{-4}$ | $1.0 \times 10^{-4}$ |
| $\alpha=0.80$ | $3.3 \times 10^{-4}$ | $1.4 \times 10^{-4}$ | $5.1 \times 10^{-5}$ |
| $\alpha=0.90$ | $1.2 \times 10^{-4}$ | $5.3 \times 10^{-5}$ | $1.8 \times 10^{-5}$ |
| $\alpha=0.95$ | $5.8 \times 10^{-5}$ | $2.5 \times 10^{-5}$ | $8.2 \times 10^{-6}$ |
| $\alpha=0.99$ | $1.2 \times 10^{-5}$ | $4.5 \times 10^{-6}$ | $1.4 \times 10^{-6}$ |

Table 10.2: The optimal values $\mathcal{J}$ and required CPU time (in seconds) for different values of $\alpha$ and $N$ in Example 20.

| $N=6$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathcal{J}$ |  | CPU time |  |
|  | Chebyshev polynomial [112] | DCPs | Chebyshev polynomials | DCPs |
| $\alpha=0.50$ | $7.677 \times 10^{-9}$ | $1.052 \times 10^{-8}$ | 8.078 | 2.469 |
| $\alpha=0.70$ | $3.329 \times 10^{-9}$ | $2.175 \times 10^{-8}$ | 8.063 | 2.343 |
| $\alpha=0.90$ | $2.588 \times 10^{-10}$ | $9.133 \times 10^{-10}$ | 8.063 | 2.782 |
| $\alpha=0.99$ | $1.986 \times 10^{-12}$ | $7.811 \times 10^{-12}$ | 8.297 | 2.438 |
| $N=8$ |  |  |  |  |
|  | $\mathcal{J}$ |  | CPU time |  |
|  | Chebyshev polynomial [112] | DCPs | Chebyshev polynomials | DCPs |
| $\alpha=0.50$ | $8.338 \times 10^{-10}$ | $2.246 \times 10^{-9}$ | 17.203 | 4.735 |
| $\alpha=0.70$ | $3.076 \times 10^{-10}$ | $3.785 \times 10^{-10}$ | 18.843 | 4.641 |
| $\alpha=0.90$ | $1.928 \times 10^{-11}$ | $1.631 \times 10^{-11}$ | 17.688 | 4.454 |
| $\alpha=0.99$ | $1.336 \times 10^{-13}$ | $1.034 \times 10^{-13}$ | 18.828 | 4.703 |
| $N=10$ |  |  |  |  |
|  | $\mathcal{J}$ |  | CPU time |  |
|  | Chebyshev polynomial [112] | DCPs | Chebyshev polynomials | DCPs |
| $\alpha=0.50$ | $1.458 \times 10^{-10}$ | $7.286 \times 10^{-9}$ | 25.891 | 7.500 |
| $\alpha=0.70$ | $4.739 \times 10^{-11}$ | $1.021 \times 10^{-10}$ | 26.765 | 9.609 |
| $\alpha=0.90$ | $2.512 \times 10^{-12}$ | $3.861 \times 10^{-12}$ | 25.500 | 9.547 |
| $\alpha=0.99$ | $1.608 \times 10^{-14}$ | $2.258 \times 10^{-13}$ | 26.063 | 9.625 |

Example 21. Now, we consider the following FVP

$$
\text { Min. } \mathcal{J}(x)=\int_{0}^{1}\left[\left({ }_{0}^{C} D_{t}^{\alpha} x(t)-1\right)^{2}+u(t)\right] d t, \quad 0<\alpha \leqslant 1
$$

in which

$$
u(t)=\int_{0}^{t}\left(x(s)-\frac{s^{\alpha+1}}{\Gamma(\alpha+2)}\right)^{2} d s, \quad 0 \leqslant t \leqslant 1
$$

subject to the boundary conditions

$$
x(0)=1, \quad x(1)=\frac{1}{\Gamma(\alpha+1)} .
$$

The exact solution is $x(t)=\frac{t^{\alpha}}{\Gamma(\alpha+1)}$. The described DCPs method in Section 10.3 with different values of $N$ and $\alpha$ have been applied to solve this problem. The approximate solutions $x(t)$ and their absolute error functions for $N=10$ and various values of $\alpha$ are plotted in Fig. 10.2. Moreover, the MAE of the approximate solution $\tilde{x}(t)$ for various values of $N$ and $\alpha$ are listed in Table 10.3. In order to verify the superiority and efficiency of the DCPs method, in Table 10.4, the obtained optimal values $\mathcal{J}$ and the required CPU time (in seconds) were compared to those achieved by the classical Chebyshev polynomials in Ref. [112]. These resultsshow that the proposed DCPs method is efficient and accurate for solving FVPs. In addition, it can be concluded that the application of DCPs is less time-consuming and complex in comparison with the classical Chebyshev polynomials.


Figure 10.2: The obtained approximate solutions (Left) and the absolute error functions (Right) for different values of $\alpha$ and $N=10$ in Example 21.

Table 10.3: The MAE of the approximate solution $\tilde{x}(t)$ in Example 21.

| $\alpha$ | $N=8$ | $N=10$ | $N=12$ |
| :---: | :---: | :---: | :---: |
| $\alpha=0.50$ | $5.7 \times 10^{-2}$ | $8.7 \times 10^{-2}$ | $4.1 \times 10^{-2}$ |
| $\alpha=0.70$ | $1.5 \times 10^{-2}$ | $1.2 \times 10^{-2}$ | $1.0 \times 10^{-2}$ |
| $\alpha=0.80$ | $6.6 \times 10^{-3}$ | $5.1 \times 10^{-3}$ | $4.2 \times 10^{-3}$ |
| $\alpha=0.90$ | $2.3 \times 10^{-3}$ | $1.6 \times 10^{-3}$ | $1.2 \times 10^{-3}$ |
| $\alpha=0.95$ | $8.6 \times 10^{-4}$ | $6.3 \times 10^{-4}$ | $5.1 \times 10^{-4}$ |
| $\alpha=0.99$ | $1.4 \times 10^{-4}$ | $1.1 \times 10^{-4}$ | $8.3 \times 10^{-5}$ |

Table 10.4: The optimal values $\mathcal{J}$ and required CPU time (in seconds) for different values of $\alpha$ and $N$ in Example 21.

| $N=8$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathcal{J}$ |  | CPU time |  |
|  | Chebyshev polynomial [112] | DCPs | Chebyshev polynomials | DCPs |
| $\alpha=0.50$ | $2.427 \times 10^{-6}$ | $1.19 \times 10^{-5}$ | 28.578 | 9.344 |
| $\alpha=0.70$ | $4.548 \times 10^{-7}$ | $9.195 \times 10^{-7}$ | 29.250 | 9.922 |
| $\alpha=0.99$ | $7.611 \times 10^{-11}$ | $8.553 \times 10^{-11}$ | 29.094 | 10.454 |
| $N=10$ |  |  |  |  |
|  | $\mathcal{J}$ |  | CPU time |  |
|  | Chebyshev polynomial [112] | DCPs | Chebyshev polynomials | DCPs |
| $\alpha=0.50$ | $9.933 \times 10^{-7}$ | $6.476 \times 10^{-6}$ | 59.110 | 19.531 |
| $\alpha=0.70$ | $1.647 \times 10^{-7}$ | $4.533 \times 10^{-7}$ | 58.453 | 20.922 |
| $\alpha=0.99$ | $2.171 \times 10^{-11}$ | $3.573 \times 10^{-11}$ | 57.829 | 21.093 |
| $N=12$ |  |  |  |  |
|  | $\mathcal{J}$ |  | CPU time |  |
|  | Chebyshev polynomial [112] | DCPs | Chebyshev polynomials | DCPs |
| $\alpha=0.50$ | $4.845 \times 10^{-7}$ | $3.751 \times 10^{-6}$ | 82.532 | 32.640 |
| $\alpha=0.70$ | $7.166 \times 10^{-7}$ | $9.504 \times 10^{-7}$ | 96.938 | 38.031 |
| $\alpha=0.99$ | $7.713 \times 10^{-12}$ | $1.760 \times 10^{-12}$ | 98.297 | 39.921 |

Example 22. Consider the following FVPs
Min. $\mathcal{J}(x)=\int_{0}^{1}\left[2\left({ }_{0}^{C} D_{t}^{\alpha} x(t)-\frac{\Gamma(\alpha+4)}{\Gamma(4)} t^{3}-\frac{\Gamma(\alpha+3)}{\Gamma(3)} t^{2}\right)^{2}+5 u(t)\right] d t, \quad 0<\alpha \leqslant 1$,
in which

$$
u(t)=\int_{0}^{t}\left(x(s)-s^{\alpha+3}-s^{\alpha+2}\right)^{2} d s, \quad 0 \leqslant t \leqslant 1
$$

subject to the boundary conditions

$$
x(0)=0, x(1)=2, \quad 0 \leqslant t \leqslant 1 .
$$

For $0<\alpha \leqslant 1$ the exact solution of this problem is $x(t)=t^{\alpha+3}+t^{\alpha+2}$. The solution of this FVP has been approximated by using the proposed DCPs method for various values of $N$ and $\alpha$. The approximate solutions $\tilde{x}(t)$ and their absolute error functions for $N=10$ and various values of $\alpha$ are plotted in Fig. 10.3. The MAE of the solution functions $x(t)$ for different choices of $N$ and $\alpha$ are presented in Table 10.5. Furthermore, Table 10.6 provides a comparison between the obtained optimal values $\mathcal{J}$ and their required CPU time (in seconds) and those derived by the classical Chebyshev polynomials in Ref. [112]. According to the presented results, it is clear that both DCPs and classical Chebyshev polynomials methods are efficient in solving FVPs, while the application of DCPs is less time-consuming and complex compared to the typical Chebyshev polynomials method. Moreover, it is easy to conclude that the classical Chebyshev polynomials method's complexity and required CPU time increase significantly as the number of basis functions $N$ increases.


Figure 10.3: The obtained approximate solutions (Left) and the absolute error functions (Right) for different values of $\alpha$ and $N=10$ in Example 22.

Table 10.5: The MAE of the approximate solution $\tilde{x}(t)$ in Example 22.

|  | $N=6$ | $N=8$ | $N=12$ |
| :---: | :---: | :---: | :---: |
| $\alpha=0.50$ | $8.7 \times 10^{-5}$ | $3.7 \times 10^{-5}$ | $7.7 \times 10^{-6}$ |
| $\alpha=0.70$ | $4.8 \times 10^{-5}$ | $1.6 \times 10^{-5}$ | $3.9 \times 10^{-6}$ |
| $\alpha=0.80$ | $2.9 \times 10^{-5}$ | $1.1 \times 10^{-5}$ | $2.3 \times 10^{-6}$ |
| $\alpha=0.90$ | $1.2 \times 10^{-5}$ | $4.0 \times 10^{-6}$ | $2.2 \times 10^{-7}$ |
| $\alpha=0.95$ | $5.6 \times 10^{-6}$ | $1.8 \times 10^{-6}$ | $3.8 \times 10^{-7}$ |
| $\alpha=0.99$ | $1.6 \times 10^{-7}$ | $3.8 \times 10^{-7}$ | $6.8 \times 10^{-8}$ |

Table 10.6: The optimal values $\mathcal{J}$ and required CPU time (in seconds) for different values of $\alpha$ and $N$ in Example 22.

| $N=5$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathcal{J}$ |  | CPU time |  |
|  | Chebyshev polynomials [112] | DCPs | Chebyshev polynomials | DCPs |
| $\alpha=0.5$ | $2.855 \times 10^{-10}$ | $1.960 \times 10^{-9}$ | 17.109 | 3.438 |
| $\alpha=0.7$ | $1.366 \times 10^{-10}$ | $5.882 \times 10^{-10}$ | 17.875 | 3.438 |
| $\alpha=0.9$ | $9.337 \times 10^{-12}$ | $3.740 \times 10^{-11}$ | 18.922 | 3.406 |
| $N=7$ |  |  |  |  |
|  | $\mathcal{J}$ |  | CPU time |  |
|  | Chebyshev polynomials [112] | DCPs | Chebyshev polynomials | DCPs |
| $\alpha=0.5$ | $1.291 \times 10^{-11}$ | $1.615 \times 10^{-10}$ | 24.344 | 5.922 |
| $\alpha=0.7$ | $6.855 \times 10^{-12}$ | $4.592 \times 10^{-11}$ | 24.344 | 6.484 |
| $\alpha=0.9$ | $6.061 \times 10^{-13}$ | $3.001 \times 10^{-12}$ | 24.125 | 6.078 |
| $N=9$ |  |  |  |  |
|  | $\mathcal{J}$ |  | CPU time |  |
|  | Chebyshev polynomials [112] | DCPs | Chebyshev polynomials | DCPs |
| $\alpha=0.5$ | $8.479 \times 10^{-13}$ | $2.156 \times 10^{-12}$ | 68.532 | 10.750 |
| $\alpha=0.7$ | $4.035 \times 10^{-13}$ | $5.438 \times 10^{-12}$ | 64.797 | 11.312 |
| $\alpha=0.9$ | $3.089 \times 10^{-14}$ | $3.127 \times 10^{-13}$ | 64.891 | 11.235 |

### 10.5 Conclusion

This chapter proposed a new type of discrete orthogonal polynomials basis. Using these orthogonal polynomials and their fractional operational matrix, a numerical method is developed to solve FVPs. As these polynomials are orthogonal concerning a discrete
norm, implementation of the presented method is more efficient and less complex in comparison with similar methods in which continuous orthogonal polynomials are used. Application of the proposed method for some test problems verified that:

1. The discrete orthogonal polynomials are efficient for solving FVPs.
2. The application of discrete Chebyshev polynomials is less time-consuming and complex than the classical Chebyshev polynomials.
3. The complexity and required CPU time of classical Chebyshev polynomials increase significantly as the number of basis functions increases.
4. The need for using a Lagrange multiplier during the solution procedure is eliminated.

## Chapter 11

## Comparison between Protein- Protein interaction network $\mathrm{CD}^{+} 4$ and $\mathrm{CD}^{+} 8$ and a numerical approach for fractional HIV infection of $\mathrm{CD}^{+} 4$ T-cell

A lentivirus, the human immunodeficiency virus (HIV), causes acquired immunodeficiency syndrome (AIDS). Alterations distinguish HIV infection in the function of T cells and homeostasis and the extreme heterogeneity between infected people and those untreated. On average, most patients infected with HIV develop AIDS in 10 to 20 years. Variations in HIV infection clinical outcomes may be due to genetic differences in HIV strains, host genetic differences, or differences in virus-specific inflammatory responses. The first HIV case was confirmed in 1980. Due to the latest count, more than 35 million people have died due to HIV, and over 37 million people have this virus in their bodies, posing a threat to the rest of the world. They will also convey this danger through mother-to-child transfer, unsafe sex, and other ways.

Several mathematical models have already been developed to research the withinhost dynamics of HIV infection [17, 220, 312]. Virus-to-cell infection was the focus of the majority of these models. Direct cell-to-cell transmission is also a possibility for the virus to spread. An ODE model of the HIV spread in a well-mixed compartment, like the bloodstream, was proposed by Perelson [238, 239]. Within the mathematical modeling of HIV infection, this model has had a considerable effect. Several other approaches have been suggested based on the Perelson model [ $9,12,87,133,178,187,216,229,247,294,323]$. However, most HIV infection modeling research has focused on integer-order ordinary differential equations [18, 208, 230, 325].

Fractional calculus has recently been widely used in various fields. Many applied
scientists and mathematicians have attempted to use fractional calculus to model realworld processes. Fractional kinetics in complex systems, reported in [217]. The fractional order dynamics in botanical impedances were studied in [169]. A mathematical fractional-order model of human root dentin was presented in [240]. In biology, it has been determined that biological organisms' cell membranes have fractional-order electrical conductance, which is then categorized into non-integer order models. Fractional derivatives represent essential characteristics of cell-rheological conduct and have had the best achievement in the area of rheology [86]. Furthermore, it has been demonstrated that the behavior modeling by FDEs for the vestibule oculomotor neurons has more benefits than the classical integer-order modeling [10]. FDEs is intrinsically linked to systems found in all biological systems. They are also associated with fractals, typically found in biological systems. In this study, we propose a FDEs system for modeling HIV and a numerical method for solving it.

The following is the chapter's structure. The primary objective of selecting FDEs for modeling HIV infection of CD4+ T cells is described in Section 11.1. In this section, we present and compare the protein-protein interaction network of cell infection. The mathematical model will be outlined in Section 11.2. The numerical solution of HIV infection of CD4 ${ }^{+}$T cells is discussed in section 11.3. Section 11.4 describes illustrative examples that show the DCP's superiority. Finally, in Section 11.5, the main concluding remark is summarized.

### 11.1 Comparison protein-protein interaction networks $\mathrm{CD} 4^{+} \mathrm{T}$ and $\mathrm{CD8}^{+} \mathrm{T}$

$\mathrm{CD} 4^{+} \mathrm{T}$ lymphocytes are a kind of white blood cell and a lymphocyte. A helper T cell is also a T cell that assists other cells. $\mathrm{CD} 4^{+} \mathrm{T}$ cells primarily serve as a type of T cell that helps other T cells resist virus infection. In contrast, $\mathrm{CD} 8^{+}$cells are widely distributed on the surface of suppressor and cytotoxic T lymphocytes during HIV infection. The researchers concluded that HIV infection caused severe immune system problems, including the loss of $\mathrm{CD} 4^{+} \mathrm{T}$ cells and a reduction in the $\frac{C D 4^{+}}{C D 8^{+}} \mathrm{T}$ cell ratio.

In the peripheral group of healthy adults, the $\frac{C D 4^{+}}{C D 8^{+}} \mathrm{T}$ ratio is about $2: 1$, and an abnormal ratio may signify disorders related to autoimmunity or immunodeficiency. An inverted $\frac{C D 4^{+}}{C D 8^{+}} \mathrm{T}$ ratio (i.e., less than $\frac{1}{1}$ ) means that the immune system is compromised. As a result, it is critical to look into the differences between $\mathrm{CD} 4^{+}$and $\mathrm{CD} 8^{+} \mathrm{T}$ cells at various stages of HIV infection. AIDS is caused by the pathogen HIV, which is wellknown. The researchers reasoned that analyzing the differences in mutual differentially expressed genes between $\mathrm{CD} 4^{+}$and $\mathrm{CD} 8^{+}$Tcells at different phases of disease would reveal more about HIV.

Few studies examine the systemic features of $\mathrm{CD}^{+} \mathrm{T}$ cells at various levels of

HIV infection or the differences between $\mathrm{CD} 4^{+}$and $\mathrm{CD} 8^{+} \mathrm{T}$ cells at the same level. Moreover, this topic is beyond the scope of this article's discussion. In this study, we compare and contrast the construction of protein-protein interaction (PPI) networks in $\mathrm{CD} 4^{+}$and $\mathrm{CD} 8^{+} \mathrm{T}$ cells after HIV infection. We investigate the overlapping differentially expressed genes in $\mathrm{CD} 4^{+}$cells and those in $\mathrm{CD} 8^{+} \mathrm{T}$ cells in two PPI networks and compare two PPI networks Fig. 11.1, to comprehend the differentially expressed between CD4 ${ }^{+}$and $\mathrm{CD} 8^{+}$from a network perspective.


Figure 11.1: PPI network constructed in $\mathrm{CD} 8^{+} \mathrm{T}$ cells (right) and $\mathrm{CD} 4^{+} \mathrm{T}$ cells (left)
The overlap of differentially expressed genes in each cell type is extremely high. The two PPI networks shown in Fig. 11.1 are far too convoluted to provide important network information. As a result, we compare the functional modules from each PPI network in separate networks to assess the differences between two HIV-infected cells, respectively (11.2-11.3). The immune responses of $\mathrm{CD} 4^{+}$and $\mathrm{CD} 8^{+} \mathrm{T}$ cells at various stages after HIV infection are diverse, as shown in Figs. 11.2-11.3. According to research, specific $\mathrm{CD}^{+} \mathrm{T}$ cells play a key role in directly combating HIV infection, while $\mathrm{CD} 4^{+} \mathrm{T}$ cells primarily serve to support $\mathrm{CD} 8^{+} \mathrm{T}$ cells.


Figure 11.2: (a-c) Function modules obtained by the PPI network in $\mathrm{CD} 8^{+} \mathrm{T}$ cells.


Figure 11.3: (a-c) Functional modules obtained by the PPI network in $\mathrm{CD} 4^{+} \mathrm{T}$ cells.

It has been validated by comparing networks and prior research that $\mathrm{CD} 4^{+} \mathrm{T}$ cells undergo gradual depletion after HIV infection. That virus reproduction (more than 99 \%) happened primarily in $\mathrm{CD} 4^{+} \mathrm{T}$ cells in the peripheral blood and lymphoid tissue. HIV infection can also stop $\mathrm{CD} 4^{+} \mathrm{T}$ cells from proliferating. As a consequence, HIV is a retrovirus that primarily infects $\mathrm{CD} 4^{+} \mathrm{T}$ cells. $\mathrm{CD} 4^{+} \mathrm{T}$ cells will develop new virions after being infected, leading to more cell infection and viral development (See Fig. 11.4). Therefore, for researchers, studying these cells is critical. We want to introduce a mathematical model of fractional HIV infection of $\mathrm{CD} 4^{+} \mathrm{T}$ cells and find a numerical solution for it in this chapter.


Figure 11.4: HIV virus invades T cell.

### 11.2 Mathematical model information

Now we present the HIV infection model in $\mathrm{CD} 4^{+} \mathrm{T}$ cells with fractional-order. The following FDE is used to characterize the new system:

$$
\begin{align*}
& \mathbf{D}^{\alpha} T=q-\eta T+r T\left(1-\frac{T+1}{T_{\max }}\right)-k V T, \\
& \mathbf{D}^{\alpha} I=k V T-\beta I,  \tag{11.2.1}\\
& \mathbf{D}^{\alpha} V=\mu \beta I-\gamma V,
\end{align*}
$$

where $T(0)=r_{1}, I(0)=r_{2}, \quad V(0)=r_{3}, \quad 0 \leqslant t \leqslant R<\infty$.
Where $V(t), I(t)$, and $T(t)$ represent free HIV particles within the blood, CD4 ${ }^{+} \mathrm{T}$ cells contaminated by HIV, and the concentration of susceptible CD4 ${ }^{+}$T cells, respectively. $R$ is any positive constant. The terms $\eta, \gamma$, and $\beta$ indicate the normal circulation rates of non-infected T cells, virus particles, and infected T cells, respectively. $1-\frac{T+1}{T_{\max }}$ depicts the logistic growth of healthy $\mathrm{CD} 4^{+} \mathrm{T}$ cells while ignoring the proliferation of infected $\mathrm{CD} 4^{+} \mathrm{T}$ cells. The term $k V T$ reflects the occurrence of HIV infection of healthy $\mathrm{CD} 4^{+} \mathrm{T}$ cells when $k>0$ is the infection rate. During its lifetime of $\mathrm{CD} 4^{+} \mathrm{T}$ cell, each infected $\mathrm{CD} 4^{+} \mathrm{T}$ cell is expected to generate $l$ virus particles. The body is attempted to make $\mathrm{CD} 4^{+} \mathrm{T}$ cells at a constant rate $q$ from precursors in the bone marrow and thymus. Whenever T cells are stimulated by antigen or mitogen, they multiply at a rate of $r$ via mitosis. The maximum $\mathrm{CD} 4^{+} \mathrm{T}$ cell concentration in the body is denoted by $T_{\text {max }}$.

### 11.3 The numerical method

In this section, we will focus on presenting the numerical approach based on a large family of orthogonal polynomials, namely discrete Chebyshev polynomials introduced by P.L. Chebyshev [126, 218]. The considerations of the previous chapter referred to the general features of the discrete Chebyshev polynomials, the fundamental definition, formulation, and explicit formulas for operational matrices of Riemann-Liouville fractional integration vector's product operational matrix for SDCPs. For the procedure described in the previous chapter (Chapter 10), we refer to Section 10.1 and Section 10.2.

To start the procedure, SDCPs approximate the solution of fractional HIV infection of $\mathrm{CD} 4^{+} \mathrm{T}$ cells. Consider the FODE (11.2.1) and $\mathbf{D}^{\alpha} T(t), \mathbf{D}^{\alpha} I(t)$ and $\mathbf{D}^{\alpha} V(t)$ involved in, as follows:

$$
\begin{equation*}
\mathbf{D}^{\alpha} T(t) \simeq F^{T} \Psi(t), \quad \mathbf{D}^{\alpha} I(t) \simeq G^{T} \Psi(t), \quad \mathbf{D}^{\alpha} V(t) \simeq H^{T} \Psi(t) \tag{11.3.2}
\end{equation*}
$$

where $\Psi(t)$ is the SDCPs vector specified in (10.1.14). Furthermore, $F, G, H$ are unknown vectors that should be determined. By using of fractional Riemann-Liouville operator $\mathbf{I}^{\alpha}$, we have:

$$
\left\{\begin{array}{l}
T \simeq \mathbf{I}^{\alpha} F^{T} \Psi(t)+\sum_{k=0}^{m-1} T^{(k)}(0) \frac{t^{k}}{k!}=F^{T} \mathcal{P}^{(\alpha)} \Psi(t)+d_{1} \Psi(t),  \tag{11.3.3}\\
I \simeq \mathbf{I}^{\alpha} G^{T} \Psi(t)+\sum_{k=0}^{m-1} I^{(k)}(0) \frac{t^{k}}{k!}=G^{T} \mathcal{P}^{(\alpha)} \Psi(t)+d_{2} \Psi(t), \\
V \simeq \mathbf{I}^{\alpha} H^{T} \Psi(t)+\sum_{k=0}^{m-1} V^{(k)}(0) \frac{t^{k}}{k!}=H^{T} \mathcal{P}^{(\alpha)} \Psi(t)+d_{3} \Psi(t),
\end{array}\right.
$$

where $\mathcal{P}^{(\alpha)}$ is the fractional operational matrix of SDCPs vector derived in (10.2.17). Substituting (11.3.2)-(11.3.3) in FODE (11.2.1), we have the following residual functions as:

$$
\left\{\begin{array}{l}
E_{1}(t) \simeq\left(F^{T} \Psi(t)\right)-q-\eta\left(F^{T} \mathcal{P}^{(\alpha)} \Psi(t)+d_{1} \Psi(t)\right)+r\left(F^{T} \mathcal{P}^{(\alpha)} \Psi(t)+d_{1} \Psi(t)\right)  \tag{11.3.4}\\
\left(1-\frac{\left(F^{T} \mathcal{P}^{(\alpha)} \Psi(t)+T(0)\right)+1}{T_{\max }}\right)-k\left(H^{T} \mathcal{P}^{(\alpha)} \Psi(t)+d_{2} \Psi(t)\right)\left(F^{T} \mathcal{P}^{(\alpha)} \Psi(t)+d_{1} \Psi(t)\right), \\
E_{2}(t) \simeq\left(G^{T} \Psi(t)\right)-k\left(H^{T} \mathcal{P}^{(\alpha)} \Psi(t)+d_{2} \Psi(t)\right)\left(F^{T} \mathcal{P}^{(\alpha)} \Psi(t)+d_{1} \Psi(t)+\right. \\
\beta\left(G^{T} \mathcal{P}^{(\alpha)} \Psi(t)+d_{3} \Psi(t)\right), \\
E_{3}(t) \simeq\left(H^{T} \Psi(t)\right)-\mu \beta\left(G^{T} \mathcal{P}^{(\alpha)} \Psi(t)+d_{3} \Psi(t)\right)+\gamma\left(H^{T} \mathcal{P}^{(\alpha)} \Psi(t)+d_{2} \Psi(t)\right)
\end{array}\right.
$$

Now, to find the solution $T(t), I(t)$ and $V(t)$, we must first collocate the residual functions $E_{i}(t), \quad i=1,2,3$ at the $N+1$ points. We use roots of shifted Chebyshev polynomials to find appropriate collocates, as shown below:

$$
\begin{equation*}
E_{i}\left(t_{j}\right)=0, \quad i=1,2,3, \quad j=1,2, \ldots N+1 . \tag{11.3.5}
\end{equation*}
$$

Solve the system of algebraic equations to achieve unknown coefficients of the vectors $F, G, H$. Finally, we obtain the numerical solution by inputting the acquired vectors $F, G, H$ in Eq. (11.2.1).

### 11.4 Numerical experiments

The effectiveness of the shifted discrete Chebyshev polynomials method for solving fractional HIV infection of $\mathrm{CD} 4^{+} \mathrm{T}$ cells is proved in this section. In the following, one example is given to demonstrate the properties of the new model.

- $\operatorname{SDCPM}=$ Shifted discrete chebyshev polynomials method
- All computations are carried out using MAPLE 17 with 16 digits precision

Example 23. In the $t \in[0,1]$, we used the described method for FODEs (11.2.1) with the initial conditions $T(0)=0.1, I(0)=0$, and $V(0)=0.1 . ~ q=0.1, \eta=0.02, \beta=$ $0.3, r=3, \gamma=2.4, k=0.0027, T_{\max }=1500, \mu=10$ were used in this article.

Approximate solutions population of healthy $\mathrm{CD}_{4}^{+} \mathrm{T}$ cells, infected $\mathrm{CD}_{4}^{+} \mathrm{T}$ cells, and free HIV particle for $N=8$ and different $\alpha$ in $[0,1]$ are represented in Figs. 11.5, 11.6, and 11.7, respectively. Can be seen in Figs. 11.8, 11.9, and 11.10, that $T(t)$, the concentration of susceptible $C D 4^{+} T$ cells, increases rapidly, $I(t)$, the amount of $C D 4^{+} T$ cells infected by the HIV increases significantly for $N=8$, and $V(t)$, the number of free HIV particles in the blood decrease in a short time after infection.

For $N=8$ and $\alpha=1$, Figs. 11.11, 11.12, and 11.13 display the error functions obtained with an accuracy of the solutions by utilizing the mentioned strategy given by Eqs. (11.3.5). The numerical values of the approximate solutions $T(t), I(t)$, and $V(t)$ of the present method for $N=8$ in the interval $[0,1]$ are compared with the Legendre Wavelet Collocation strategy [18], the Runge-Kutta strategy [18], the variational iteration strategy [208], the modified variational iteration strategy [208], the Laplace Adomian decomposition-pade strategy [230]. The Bessel collocation [325] in Tables 11.1, 11.2, and 11.3. To compare error functions provided by Eqs. (11.3.5) for $T(t), I(t)$, and $V(t)$ of the current method for $N=8$ in the interval $[0,1]$ are reported in Tables 11.4, 11.5, and 11.6. These results lead to the conclusion that the numerical solutions of the present method are better than those obtained with other methods since the absolute errors have gotten by the current strategy are superior to other methods.


Figure 11.5: Numerical results comparison $T(t)$ for $N=8$ and different $\alpha$ in [0, 1] in Example 23.
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Figure 11.6: Numerical results comparison $I(t)$ for $N=8$ and different $\alpha$ in $[0,1]$ in Example 23.


Figure 11.7: Numerical results comparison $V(t)$ for $N=8$ and different $\alpha$ in [0, 1] in Example 23.


Figure 11.8: Numerical result $T(t)$ for $N=8$ and $\alpha=1$ in [ 0,1 ] in Example 23.


Figure 11.9: Numerical result $I(t)$ for $N=8$ and $\alpha=1$ in [0, 1] in Example 23.
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Figure 11.10: Numerical result $V(t)$ for $N=8$ and $\alpha=1$ in $[0,1]$ in Example 23.


Figure 11.11: Error function of $E_{1}(t)$ for $N=8$ and $\alpha=1$ in Example 23.


Figure 11.12: Error function of $E_{2}(t)$ for $N=8$ and $\alpha=1$ in Example 23.


Figure 11.13: Error function of $E_{3}(t)$ for $N=8$ and $\alpha=1$ in Example 23.
Table 11.1: Numerical results comparison for $T(t)$ in Example 23.

| Method | $t=0.2$ | $t=0.4$ | $t=0.6$ | $t=0.8$ | $t=1.0$ |
| :---: | :--- | :--- | :--- | :--- | :--- |
| Runge-kutta [18] | 0.208808 | 0.406240 | 0.764423 | 1.414046 | 2.591594 |
| MVIM [208] | 0.208808 | 0.406240 | .764428 | 1.414094 | 2.208808 |
| VIM [208] | 0.208807 | 0.406134 | 0.762453 | 1.397880 | 2.506746 |
| LADM-Pade[230] | 0.208807 | 0.406105 | 0.761146 | 1.377319 | 2.329169 |
| Bessel [325] | 0.203861 | 0.380330 | 0.695462 | 1.275962 | 2.383227 |
| SDCPM | 0.208807 | 0.406240 | 0.764422 | 1.414045 | 2.591592 |
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Table 11.2: Numerical results comparison for $I(t)$ in Example 23.

| Method | $t=0.4$ | $t=0.6$ | $t=0.8$ | $t=1.0$ |
| :---: | :--- | :--- | :--- | :--- |
| Runge-kutta [18] | $0.131583 e-4$ | $0.212237 e-4$ | $0.301774 e-4$ | $0.400378 e-4$ |
| MVIM [208] | $0.131583 e-4$ | $0.212233 e-4$ | $0.301745 e-4$ | $0.400254 e-4$ |
| VIM [208] | $0.131487 e-4$ | $0.210141 e-4$ | $0.279513 e-4$ | $0.243156 e-4$ |
| LADM-Pade[230] | $0.131591 e-4$ | $0.212683 e-4$ | $0.300691 e-4$ | $0.398736 e-4$ |
| Bessel [325] | $0.129355 e-4$ | $0.203526 e-4$ | $0.283730 e-4$ | $0.369084 e-4$ |
| SDCPM | $0.131583 e-4$ | $0.212237 e-4$ | $0.301773 e-4$ | $0.400377 e-4$ |

Table 11.3: Numerical results comparison for $V(t)$ in Example 23.

| Method | $t=0.2$ | $t=0.4$ | $t=0.6$ | $t=0.8$ | $t=1.0$ |
| :---: | :--- | :--- | :--- | :--- | :--- |
| Runge-kutta [18] | 0.061879 | 0.038294 | 0.023704 | 0.014680 | 0.009100 |
| MVIM [208] | 0.061879 | 0.038295 | 0.023710 | 0.014700 | 0.009157 |
| VIM [208] | 0.061879 | 0.038308 | 0.023920 | 0.016217 | 0.016084 |
| LADM-Pade[230] | 0.061879 | 0.038313 | 0.024391 | 0.009967 | 0.003305 |
| Bessel [325] | 0.061879 | 0.038294 | 0.023704 | 0.014679 | 0.023704 |
| SDCPM | 0.061879 | 0.038294 | 0.023704 | 0.014680 | 0.009100 |

Table 11.4: Comparison error results for $T(t)$ in Example 23.

| Method | $t=0.2$ | $t=0.4$ | $t=0.6$ | $t=0.8$ | $t=1.0$ |
| :---: | :--- | :--- | :--- | :--- | :--- |
| LWCM [18] | $7.50 e-06$ | $2.70 e-05$ | $7.34 e-05$ | $1.77 e-04$ | $3.98 e-04$ |
| MVIM [208] | $7.85 e-05$ | $3.00 e-04$ | $8.49 e-04$ | $2.14 e-03$ | $5.14 e-03$ |
| VIM [208] | $7.78 e-05$ | $1.94 e-04$ | $1.13 e-03$ | $1.41 e-02$ | $8.00 e-02$ |
| LADM-Pade[230] | $7.77 e-05$ | $1.65 e-04$ | $2.43 e-03$ | $3.46 e-02$ | $2.58 e-01$ |
| Bessel [325] | $4.87 e-03$ | $2.56 e-02$ | $6.81 e-02$ | $1.36 e-01$ | $2.04 e-01$ |
| SDCPM | $6.48 e-08$ | $1.47 e-07$ | $1.65 e-07$ | $9.09 e-08$ | $2.20 e-07$ |

Table 11.5: Comparison error results for $I(t)$ in Example 23.

| Method | $t=0.2$ | $t=0.4$ | $t=0.6$ | $t=0.8$ | $t=1.0$ |
| :---: | :--- | :--- | :--- | :--- | :--- |
| LWCM [18] | $8.36 e-10$ | $1.95 e-09$ | $3.20 e-09$ | $4.63 e-09$ | $6.44 e-09$ |
| MVIM [208] | $1.19 e-09$ | $5.29 e-09$ | $1.27 e-08$ | $2.27 e-08$ | $3.12 e-08$ |
| VIM [208] | $1.12 e-09$ | $4.23 e-09$ | $1.96 e-07$ | $2.20 e-06$ | $1.57 e-05$ |
| LADM-Pade[230] | $1.20 e-09$ | $6.15 e-09$ | $5.78 e-08$ | $8.26 e-08$ | $1.21 e-07$ |
| Bessel [325] | $2.16 e-07$ | $2.17 e-07$ | $8.58 e-07$ | $1.78 e-06$ | $3.09 e-06$ |
| SDCPM | $1.52 e-11$ | $1.94 e-11$ | $1.05 e-11$ | $1.42 e-12$ | $5.30 e-12$ |

Table 11.6: Comparison error results for $V(t)$ in Example 23.

| Method | $t=0.2$ | $t=0.4$ | $t=0.6$ | $t=0.8$ | $t=1.0$ |
| :---: | :--- | :--- | :--- | :--- | :--- |
| LWCM [18] | $1.00 e-10$ | $1.24 e-06$ | $1.15 e-06$ | $9.50 e-07$ | $7.61 e-07$ |
| MVIM [208] | $5.61 e-08$ | $1.06 e-06$ | $5.75 e-06$ | $2.01 e-05$ | $5.64 e-05$ |
| VIM [208] | $1.00 e-07$ | $1.33 e-05$ | $2.16 e-04$ | $1.54 e-03$ | $6.98 e-03$ |
| LADM-Pade[230] | $1.08 e-07$ | $1.84 e-05$ | $6.87 e-04$ | $4.71 e-03$ | $5.80 e-03$ |
| Bessel [325] | $6.59 e-08$ | $3.79 e-08$ | $2.31 e-07$ | $7.87 e-07$ | $1.46 e-02$ |
| SDCPM | $2.06 e-16$ | $9.64 e-17$ | $6.47 e-17$ | $2.12 e-16$ | $8.01 e-17$ |

### 11.5 Conclusion

This chapter looked at the design of protein-protein interaction (PPI) networks and compared them. Besides, the mathematical model of fractional HIV infection of CD4 ${ }^{+}$T cells was introduced, which refers to a class of nonlinear differential equation structures. The SDCPM was suggested for finding approximate solutions to the HIV infection model of CD4 ${ }^{+} \mathrm{T}$ cells. With the help of an example, the precision and reliability of the current procedure were illustrated. All calculations were done with the aid of a Maple 17 computer program.

## Part IV

## General conclusion and future research

This thesis focused on mathematical modeling, specifically differential equations, to study various problems in science, engineering, business, and management. Specifically, the thesis considered using exponential fitting and spectral methods to solve ODEs, VIEs, and fractional integral/differential equations. The thesis presented the numerical methods for solving ODEs with oscillatory solutions, using an adapted numerical integration based on an exponential fitting strategy and peer methods in Part I, and numerical methods for solving VIEs and fractional integral/differential equations, using spectral methods with new orthogonal functions and operational matrices as significant tools in Parts II, III.

Classical numerical integrators could require a very small step size to follow the oscillations, especially when the frequency increases. To develop efficient and accurate numerical methods, we proposed an adapted numerical integration based on exploiting a-priori known information about the behavior of the exact solution, utilizing exponential fitting strategy. EF algorithms were designed to overcome the limitations of classical algorithms, which require very small step sizes for accuracy when the oscillation frequency is high. With the EF technique, the same level of accuracy can be achieved with larger step sizes, leading to more efficient and accurate numerical methods. We combined this feature with the usage of peer methods, which represent a highly structured subclass of General Linear Methods and are identified with several distinct stages, such as Runge-Kutta methods. One of the main advantages of EF peer methods is their ability to efficiently and accurately approximate the solution of differential equations with oscillatory behavior, which often arise in many fields of science and engineering, such as physics, chemistry, electrical engineering, and mechanical engineering. These methods have a wide range of applications, for example, studying dynamic systems, control systems, signal processing, and other fields where oscillatory behavior is present. In terms of future developments, researchers are developing new techniques and algorithms to improve the performance of EF peer methods. This includes developing new techniques to efficiently solve high-dimensional and multi-scale problems and new methods to improve the accuracy of the solution.

This study proposed new methods based on spectral methods to solve VIEs and fractional integral/differential equations. We have demonstrated the effectiveness of new methods through numerical experiments. The results of the proposed methods have been compared with existing methods, and it has been shown that the proposed methods provide more accurate and efficient solutions for the problems considered in
this thesis.

Spectral methods are a powerful and efficient approach to solving complex mathematical problems and have a wide range of applications in many different fields, such as physics, engineering, finance, fluid dynamics, electromagnetism, quantum mechanics, and many other areas. Spectral methods are known for their fast convergence rate and ability to approximate solutions with high accuracy, meaning that the numerical solution obtained using spectral methods approaches the exact solution more quickly than other methods. One of the reasons for the fast convergence of spectral methods is the use of basis functions such as orthogonal polynomials. These polynomials can approximate the solution of a problem with high accuracy, and the error in the numerical solution decreases rapidly as the number of discretization points or the degree of the polynomials increases. Spectral methods have some limitations, particularly regarding problems with discontinuities or singularities. They may also be computationally expensive and less easy to implement for large-scale problems. Spectral methods are more suitable for smooth problems and problems with global solutions.
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