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Abstract

This study presents new numerical methods for solving differential/integral equations
of interest in applications. This thesis consists of four parts. Part I presents numeri-
cal methods for solving ordinary differential equations exhibiting oscillatory solutions.
This part proposes an adapted numerical integration based on exploiting a-priori known
information about the behavior of the exact solution, employing some well-known nu-
merical methods in combination with the technique of exponential fitting. The proposed
method is shown to be highly effective in reducing error and improving the accuracy of
the numerical solutions.

Parts II and III of this thesis present the numerical methods to solve Volterra in-
tegral and fractional integral/differential equations. To accomplish this, we provide
effective numerical methods based on spectral methods and new orthogonal functions.
The proposed methods are based on using special functions such as Chebyshev polyno-
mials, Chelyshkov functions, and other orthogonal functions. The effectiveness of the
proposed methods is examined by providing numerical experiments, which demonstrate
the high accuracy and efficiency of the proposed methods. Additionally, the results of
the proposed methods are compared with the existing methods, and it is shown that
the proposed methods provide more accurate and efficient solutions for the problems
considered in this thesis.

Keywords: Exponential fitting, Spectral methods, Ordinary differential equations,
Volterra integral equations, Fractional integral/differential equations.
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Preface

In recent years, there has been a significant increase in interest in mathematical model-
ing concerning science, engineering, business, and management. Various problems from
physics, chemistry, pharmacology, medicine, and economics can be modeled using a set
of functional equations, such as ordinary differential equations (ODEs), Volterra inte-
gral equations (VIEs), and fractional differential equations (FDEs). These problems
include the growth of biological populations, the spread of diseases, brain dynamics,
heat conduction, fluid dynamics, scattering theory, seismology, biomechanics, game the-
ory, control, queuing theory, and many others.

This thesis consists of four parts (twelve chapters):

In Chapter 1, we concentrate our attention on introducing three categories of problems,
and we aim to offer some of the most current models of functional equations.

In Chapter 2, we remind the reader of some of the fundamental concepts which are
helpful for the thesis and we introduce the two main techniques utilized in the thesis:
the exponential fitting and spectral methods.

Part I of this thesis will present numerical methods for the solution of ODEs exhibiting
oscillatory solutions. Classical numerical integrators could require a small step size to
follow the oscillations, especially when the frequency increases. To develop efficient and
accurate numerical methods, we propose an adapted numerical integration based on ex-
ploiting a-priori known information about the behavior of the exact solution, employing
an exponential fitting strategy. We combine this feature by use of peer methods, which
represent a highly structured subclass of General Linear Methods, and are identified
with several distinct stages, such as Runge-Kutta methods. This part consists of Chap-
ter 3, Chapter 4, and Chapter 5. Chapter 3 concerns the construction of a general class
of Exponentially Fitted (EF) two-step implicit peer methods for the numerical inte-
gration of ODEs with oscillatory solution. In Chapter 4 Implicit-Explicit (IMEX) EF
peer methods are proposed for the numerical solution of an advection-diffusion prob-
lem exhibiting oscillatory solution. In Chapter 5, we investigate how the frequencies
can be tuned to obtain the maximal benefit from the exponentially fitted peer methods.
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vi Preface

Parts II and III of this thesis deal withon numerical methods to solve VIEs and frac-
tional integral/differential equations. In these parts, we provide effective numerical
methods based on new orthogonal functions. Our main approach in this research is to
use spectral methods, new orthogonal functions, and operational matrices as significant
tools. These numerical methods approximate the unknown function by means of an
appropriate polynomial basis and use operational matrices. In this case, the problem
becomes a system of algebraic equations, which is much easier to solve than the original
problem. It should be noted that integral or derivative operational matrices, in addition
to maintaining accuracy in solving the problem, make calculations much simpler.

Part II consists of Chapter 6, Chapter 7 and Chapter 8. The discussion of numerical
techniques for resolving VIEs and systems subject to VIEs is the focus of Part II of
this work. Chapter 6 will present a new numerical method by using discrete orthogonal
Hahn polynomials for solving Volterra-type integral functional equations with variable
bounds and mixed delay. In Chapter 7, we will suggest a novel formulation for the
numerical solution of optimal control problems related to nonlinear Volterra fractional
integral equations systems. Control theory and optimization is a branch of mathemat-
ical optimization that deals with finding a control for a dynamical system over time
such that an objective function is optimized. For this system, a spectral approach is
implemented based on the new polynomials known as Chelyshkov polynomials. Chap-
ter 8 deals with collocation methods for nonlinear VIEs with oscillatory kernel. This
work examines nonlinear second kind VIEs and discretizes the oscillatory integrals in
the collocation equation using a Filon-type approach.

Part III consists of Chapter 9, Chapter 10, and Chapter 11. The goal of Part III is to
present numerical methods for fractional integral/ differential equations. Chapter 9 pro-
poses a numerical technique based on a hybrid of block-pulse functions and Chelyshkov
polynomials to solve fractional delay differential equations. Chapter 10 presents a com-
parative study of numerical solutions to fractional variational problems. Chapter 11
examines and compares the construction of protein-protein interaction (PPI) networks
of CD4` and CD8` T cells and investigates why studying these cells is critical after HIV
infection. This study also examines a mathematical model of fractional HIV infection
of CD4` T cells and proposes a new numerical procedure for this model that focuses
on a recent kind of orthogonal polynomials called discrete Chebyshev polynomials.

Part IV shows the conclusions of this thesis and future work.

The contribution of the thesis can be found in the following publications:

1. Conte D., Mohammadi F., Moradi L., Paternoster B., Exponentially fitted two-
step peer methods for oscillatory problems, Computational and Applied Mathe-
matics, 2020. https://doi:10.1007/s40314-020-01202-x
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2. Conte, D., Moradi L., Paternoster, B., Exponentially fitted IMEX peer methods
for an advection-diffusion problem, submitted.

3. Conte, D., Moradi L., Paternoster, B., Frequency evaluation for adapted peer
methods, Computational and Applied Mathematics (2023) 42-78 https://doi.

org/10.1007/s40314-023-02223-y

4. Conte D., Moradi L., Paternoster B. Numerical solution of delay Volterra func-
tional integral equations with variable bounds. Accepted in Numerical applied
mathematics.

5. Moradi L., Conte D., Farsimadan E., Palmieri F., Paternoster B., Optimal con-
trol of system governed by nonlinear Volterra integral and fractional derivative
equations, Computational and Applied Mathematics, 40, 157 (2021). https:

//doi.org/10.1007/s40314-021-01541-3

6. Conte D., Moradi L., Paternoster B., Podahisky H. Collocation methods for non-
linear Volterra integral equations with oscillatory kernel, Ready to submit.

7. Conte, D., Farsimadan, E., Moradi L., Palmieri, F., Paternoster, B. (2022).
A Galerkin Approach for Fractional Delay Differential Equations Using Hybrid
Chelyshkov Basis Functions, Lecture Notes in Computer Science, vol 13375.
Springer, Cham. https://doi.org/10.1007/978-3-031-10522-7_10

8. Mohammadi, F., Moradi L., Conte, D., (2021). Discrete Chebyshev Polynomials
for Solving Fractional Variational Problems. Statistics, Optimization & Informa-
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Chapter 1

Introduction

In recent years, there has been a noticeable rise in interest in mathematical modeling
related to science, engineering, business, and management. These models are typically
expressed through functional equations, which offer the best and most natural technique
to describe evolution in time and space and the presence of memory. Various issues
from physics, chemistry, pharmacology, medicine, and economics can be modeled us-
ing functional equations, such as ODEs, VIEs, and FDEs. These problems include the
growth of biological populations, the spread of diseases, the dynamics of the brain, heat
conduction, fluid dynamics, scattering theory, seismology, biomechanics, game theory,
control, queuing theory, and many others.

ODEs-based models, for example, can be found in the context of the evolution of biolog-
ical populations [219, 305, 332], mathematical models in physiology and medicine [30],
oncogenesis [165, 288] and spread of infections and diseases [168], economic sciences
[108], analysis of signals [231]. Some particular uses of VIEs are models of population
dynamics, and the spread of epidemics [141, 142], wave difficulties [115], fluid dynamics
[146], contact problems [1], electromagnetic signals [215]. Due to the effective memory
performance of fractional derivatives, FDEs have been frequently employed to represent
a variety of physical processes, such as seepage flow in porous media and fluid dynamic
traffic models. For example, applications of FDEs can be found in mathematical models
in physiology [3], viscoelastic [89, 184], bioengineering [193], thermodynamics [262].

The literature has extensively explored theoretical studies on systems of ODEs, VIEs,
and FDEs. Most of the time, an analytical method can not be used to get the solution
to a functional equation. For this reason, developing numerical techniques to address
these issues becomes more important.
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10 Introduction

1.1 Problems and motivations

Construction, theoretical analysis, and implementation of new efficient, accurate nu-
merical integration methods for the approximate solution of functional equations are
the goals of this work. We concentrate our attention on the following categories of
problems:

1) Problem 1: Systems of first order ordinary differential equations

y1ptq “ fpt, yptqq, ypt0q “ y0 P Rd, t P rt0, T s, (1.1.1)

where f : R ˆ Rd Ñ Rd is sufficiently smooth to ensure that the solution exists
and it is uniqe.

The numerical solution of problem (1.1.1) has been extensively explored in the
literature [43, 140, 180, 275, 276]. However, the most recent monographs [44,
109, 134, 135, 136, 166] show a continued strong interest in this field. These
equations frequently have typical issues (e.g. stiffness [136], metastability [136],
periodicity [158], high oscillations [109, 134], and discontinuities [2]) that must
efficiently be overcome by using suitable numerical integrators. The focus of Part
I of this dissertation is the creation, study, and use of new, effective numerical
methods for the integration of the problem 1.1.1) with an oscillatory solution. The
derived approaches are compared with those classically considered in the literature
to demonstrate the advantages we have achieved. Through the application of
these approaches in environments with fixed and variable stepsizes, generated by
utilizing the unique structure of the derived numerical methods, the experimental
analysis of the developed equations also supports the theoretical analysis.

2) Problem 2: Volterra integral equations

yptq “ fptq `
ż t

0

Kpt, s, ypsqqds, t P I “ r0, T s pT ă 8q (1.1.2)

where yptq is the unknown function and fptq is a given continuous function on I.
The function K “ Kpt, s, yq is assumed to be defined and continuous on D ˆ R

with D :“ tpt, sq : 0 ď s ď t ď T u.

The numerical treatment of VIEs (1.1.2) has garnered much interest in recent
decades. Only in 1986 the first monograph on this topic appeared in the literature
[40]. As a result, numerous open problems could still be investigated in this area.
VIEs are important for simulating phenomena in various relevant domains, such as
engineering, mechanics, physics, chemistry, biology, economics, potential theory,
and electrostatics, to name a few ([24, 32, 222]). The focus of Part II of the thesis
is the discussion of numerical techniques for resolving VIEs and systems subject
to VIEs. Several numerical results for various test problems are given to verify
the accuracy of the derived numerical methods.
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3) Fractional differential equations involve fractional derivatives of the form p d
α

dtα
q,

which are defined for α ą 0, where α is not necessarily an integer.

– Problem 3: FDE of Riemann–Liouville type:
$

&

%

Dαyptq “ fpt, yptqq,
Dα´kyp0q “ bk, k “ 0, ..., n ´ 1,

In´αyp0q “ bn,

(1.1.3)

– FDE of Caputo type
"

C
0
Dα

t yptq “ fpt, yptqq,
C
0
Dα´k

t yp0q “ bk, k “ 0, ..., n ´ 1,
(1.1.4)

where f is an analytical function, bk, k “ 0, 1, ..., n´1, are real constants, y is the
solution to be determined, and In´α is the fractional integral and Dα, pn ´ 1 ă
α ď nq is the fractional derivative in the Riemann–Liouville or Caputo sense [227].

Recently, the numerical approach to problems modeled by Riemann-Liouville and
Caputo FDEs (1.1.3)-(1.1.4) has been investigated. Fractional calculus is a fas-
cinating topic that has piqued the curiosity of many researchers. G.W. Leibniz
(1695, 1697) and Leonhard Euler (1730) pioneered the development of fractional
calculus, which has continued to the present day [225]. Although the Riemann-
Liouville fractional derivative is of great importance, it may not be suitable to
model some real-world phenomena the Caputo fractional derivative is used. Frac-
tional differential equations can describe better certain real-world phenomena.
Understandably, systems are frequently imperfect and subject to perturbations
such as friction, human intervention, and external forces. Therefore the integer-
order derivatives may not be adequate to understand the trajectories of the state
variables. By considering fractional derivatives, we have an infinite choice of
derivative orders and determine that the fractional differential equation that bet-
ter describes the dynamics of the model.

In recent decades, scientists have become interested in the applications of frac-
tional calculus in domains such as physics, engineering, and others [21, 107, 132,
137, 138, 182, 194, 202, 223, 245, 254]. Nowadays, journal proceedings and spe-
cial issues refer to fractional calculus applications in numerous scientific domains,
such as special functions, control theory, chemical physics, stochastic processes,
anomalous diffusion, and rheology, see [224]. Fractional derivatives and integrals
have been practical tools for characterizing memory and hereditary properties in
various materials and processes. For instance, fractional differential equations are
employed to explain a range of natural phenomena in physics, chemistry, fluid
mechanics, and mathematics [243]. Part III discusses numerical approaches to
fractional derivatives and fractional integrals problems. The efficiency of the sug-
gested methods in this part is evaluated using numerical experiments.
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1.2 Some recent models

This section aims to offer some of the most current models of functional equations
(1.1.1), (1.1.2) and (1.1.3)-(1.1.4) that are of importance in the applied sciences.

We first consider some models involving systems of first-order ODEs (1.1.1) of
interest in Biology, Medicine, and Cluster Analysis.

1. Cell cycles. Cell cycles, basic events in the life of any organism, are com-
posed of succeeding coordinated and oscillatory phases that enable the cell
to grow and proliferate appropriately. This has been extensively researched
concerning tumor diseases. In [8] (see also the references therein contained),
the description of such biological processes has been provided by a set of ki-
netic equations that define the biochemical reactions together with dynamic
equations, structured as systems of first-order ODEs (1.1.1) of the type

dXi

dt
“ FipX1, X2, ..., Xn; p1, p2, ..., pmq, i “ 1, 2, ..., n,

where Xi, i “ 1, 2, ..., n, is a state variable, generally describing the the
concentration of a certain species in the studied organism, each function Fi

describes the rate of change of the corresponding Xi and pj, j “ 1, 2, ...,m

are parameters appearing in each Fi.

2. A model in epileptic seizures. It is hypothesized that a specific anomaly in
the brain, typically in the hippocampal region of the temporal lobe, is the
source of complex partial epileptic seizures. In [181], to model a hippocampus
subnetwork thought to be crucial in the production of focused or complicated
partial seizures, a system of ODEs (1.1.1) is introduced. The parameters in
this model correspond to inhibitory interneurons and archetypal pyramidal
cells’ membrane potentials in the CA3 area of the hippocampus, where the
attention is most likely to be. The model presented in [181] is the following:

$

’

’

’

’

&

’

’

’

’

%

dVi

dt
“ ´gCam8pVi ´ 1q ´ gKWipVi ´ V K

i q ´ gLpViV L
i q ` I ´ αinhZi,

dZi

dt
“ bpcI ` αexc Viq,

dWi

dt
“ φpw8 ´ Wiq

τw
, i “ 1, 2, ...,

where Vi and Zi are the membrane potentials of the pyramidal and inhibitory
cells, respectively, while Wi is a relaxation factor, essentially the fraction of
open potassium channels in the population of pyramidal cells. The param-
eters gCa, gK , and gL are the total conductances for the populations of
Ca, K , and leakage channels, respectively. V K

i is the Nernst potential for
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potassium in node i; this parameter is used in coupling subnetwork popula-
tions into a lattice. V L

i is a leak potential, τw is a voltage dependent time
constant for Wi, I is the applied current, while φ and b are temperature
scaling factors. The parameter c differentially modifies the current input to
the inhibitory interneuron. The functions w8 and m8 are non-dimensional
expressions that describe voltage-gated Ca2` channels in the cell membrane,
each of which is open or closed at any given moment. The parameters αexc

and αinh model the populations of excitatory and inhibitory synaptic con-
nections between pyramidal cells and their interneurons in the population of
cells corresponding to the subnetwork model.

3. A metastable problem: the Becker-Doring equation. The Becker-Doring [136]
model (see also monograph [64]) describes the dynamics of a large system
of identical particles that can condense and form clusters. The k-particle
clusters per unit volume denote by yk and assume that the clusters can only
gain or lose single particles. The following system arises from ODEs (1.1.1):

$

’

’

’

’

’

&

’

’

’

’

’

%

dy1

dt
“ ´J1 ´

N´1
ř

k“1

Jk,

dyk

dt
“ Jk´1 ´ Jk, k “ 2, 3, ..., N ´ 1,

dyN

dt
“ ´JN´1,

where Jk “ y1 yk ´ bk`1 yk`1 and bk`1 “ exppk 2

3 ´ pk´1q 2

3 q. This problem is
intriguing, especially for large values of N , because it exhibits the metasta-
bility phenomenon, which causes prolonged changes in the solution over long
time intervals (see [64, 136]).

We now provide various models for biology, immunology, and population dynamics
based on second-kind Volterra Integral Equations (1.1.2).

1. Vaccine-induced immune responses on HIV infection. Anti-HIV-1 vaccina-
tions are a universally acknowledged necessity. The goal of achieving such
a vaccine is still elusive. However, several prospective vaccine formulations
are currently undergoing clinical trials. This is due to the intricacy of the
viral system as well as the trial length and cost requirements. In [129], the
authors developed a mathematical model for simulating the development of
HIV-1 infection within the body. This model assesses the impact of potential
anti-HIV-1 vaccinations with various features. A preventive or therapeutic
vaccine’s ability to prevent the spread of infection can be predicted based on
the model’s ability to forecast the immunogenicity features it must have to
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be effective. The model developed in [129] assumes the form

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

P ptq “
t
ş

0

F pt ´ xqe´δptxqki ks V pxqSpxqdx,

V ptq “ V0e
´ct `

t
ş

0

e´cptxq pP pxqdx,

Sptq “ S0e
´δt `

t
ş

0

e´δptxq rδks V pxqSpxqs dx,

When three cell populations exist in a unit volume of plasma at the time, t is
indicated by the unknown functions P ptq, V ptq and Sptq: P ptq represents the
population of infected cells that produce the virus, V ptq for the population
of the virus, and Sptq for the number of susceptible cells.

2. Age-structured populations: the Lotka-McKendrick model. Mathematical de-
mographers and population biologists have extensively researched the theory
of population dynamics. Age effects are one of the most crucial components
to incorporate in realistic models of population dynamics. Sharpe-Lutka
and McKendrick introduced the first continuum models, including age ef-
fects in 1911 and 1926, respectively. The Lotka-McKendrick model for an
age-structured population (compare [159]) assumes the form

Bptq “ F ptq `
t
ż

0

βpxqBpt ´ xq ´ πpxqdx,

where Bptq denotes the birth density at time t and upx, tq indicates the age-
specific density at time t, i.e., upx, tqdx is the total number of people aged
between x and x ` dx at time t, βpxq represents the likelihood of surviving
from birth to age x, πpxq represents the rate of fertility for an individual of
age x per unit time, and the forcing function F ptq adopts the form

F ptq “
w
ż

0

βpx ` tqupx, 0qπpx ` tq
πpxq dx,

where w is the maximal possible age.

We finally present some models involving systems of FDEs (1.1.3)-(1.1.4), of in-
terest in Human society, Biology, and Dynamics.

1. World Population Growth. The World Population Growth [284] has been
described in several attempts. The basic model is the Malthusian law of
population growth, which is used to anticipate populations under ideal cir-
cumstances. Let Nptq be the number of individuals in a population at the
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time t , B , and M the birth and mortality rates, respectively, so that the
net growth rate is given by

N 1ptq “ pB ´ MqNptq “ PNptq, (1.2.5)

where P :“ B ´ M is the production rate. Here, B and M are constant,
and thus P is also constant. The solution of this differential equation is the
function

Nptq “ N0e
Pt, t ě 0, (1.2.6)

where N0 is the population at t “ 0. Because of the solution (1.2.6), this
model is also known as the exponential growth model.

Considered now that the World Population Growth model is ruled by the
fractional differential equation [6]

C
0
Dα

t Nptq “ PNptq, t ě 0, α P p0, 1q. (1.2.7)

Observe that, taking the limit α ÝÑ 1´1, Eq (1.2.7) converts into Eq. (1.2.5),
but if we consider α P p1, 2q and take the limit α ÝÑ 1`1, N 1ptq ´ N 1p0q “
PNptq is obtained. The solution of this fractional differential equation is the
function

Nptq “ N0EαpPtαq,
where E is the Mittag–Leffler function

Eαptq “
8
ÿ

k“0

tk

Γpα k ` 1q , t P R.

2. Blood Alcohol Level. A simple model for calculating alcohol level that is
described by a set of two differential equations [190]. Let A and B represent
the alcohol concentration in the stomach and the blood, respectively. The
following Cauchy system describes the problem:

$

’

’

&

’

’

%

A1ptq “ ´k1Aptq
B1ptq “ k1Aptq ´ k2Bptq,
Ap0q “ A0,

Bp0q “ 0,

where A0 is the initial alcohol ingested by the subject and k1, k2 some real
constants. The two functions give the solution to this system

Aptq “ A0e
´k1t

and

Bptq “ A0

k1

k2 ´ k1
pe´k1t ´ e´k2tq.
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Suppose the system of fractional differential equations represents the prob-
lem. In that case, a curve obtains better in line with the experimental results
[6]. Consider the system of fractional differential equations with α, β P p0, 1q
as the following form:

$

’

’

&

’

’

%

C
0
Dα

t Aptq “ ´k1Aptq
C
0
D

β
t Bptq “ k1Aptq ´ k2Bptq,

Ap0q “ A0,

Bp0q “ 0,

The solution concerning A is

Aptq “ A0e
´k1t

To determine B, it can be found as the solution of the fractional differential
linear equation

C
0
D

β
t Bptq “ ´k2Bptq ` k1A0Eαp´k1tαq.

3. Video Tape problem. For the videotape problem, the tape counter must read
nptq at a time t ą 0 . For modeling the problem, consider c denote the
thickness and v the velocity of the tape and are constant in time. Also, R(t)
represents the wheel’s radius filled by the tape, and A(t) measures the angle
at time t. The number of turns is proportional to the angle nptq “ kAptq for
a positive constant k. In [117], an ordinary differential equation is obtained
to describe the behavior of the model:

A1ptq “ v

Rp0q
?
bt ` 1

,

where
b “ cv

πR2p0q
Using the initial condition Ap0q “ 0, the solution is obtained:

Aptq “ 2v

bRp0qp
?
bt ` 1 ´ 1q.

In conclusion, the tape counter readings are given by the expression

nptq “ ap
?
bt ` 1 ´ 1q,

where

a “ 2kv

bRp0q .
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If the video tape problem is represented by a fractional differential equation
of order α P p0, 1q, it is the form [6]:

#

C
0
Dα

t Aptq “ v

Rp0q
?
bt ` 1

,

Ap0q “ 0,

where
b “ cv

πR2p0q .

Applying the fractional integral operator 0I
α
t to both sides of the fractional

differential equation that reads as

0I
α
t

C
0
Dα

t Aptq “ Aptq ´ Ap0q,

if α P p0, 1q, the solution is obtained by

nptq “ p

Γpαq
t
ş

0

pt ´ sqα´1

?
bs ` 1

where

p “ kv

Rp0q , b “ cv

πR2p0q .





Chapter 2

Theoretical frameworks: preliminaries
and methods

This chapter serves as a crucial foundation for the rest of the thesis. The first section
of the chapter serves as an introduction and provides preliminary materials. These
materials will aid in understanding the application of fractional differential equations
in later chapters. The second section of the chapter is dedicated to presenting the
two methods that will be used throughout the rest of the thesis. These methods are
introduced in two separate subsections: exponentially fitted and spectral methods.
Exponentially fitted methods are used in part I, while spectral methods are used in
parts II and III.

2.1 Preliminaries

Solving many problems in the fields of mathematics, physics, and engineering is done
by solving functional equations as follows:

Lu “ f, (2.1.1)

where L : X ÝÑ Y is an operator between function spaces X and Y , u is an unknown
function and f is a known function. Obtaining the exact solution for these equations is
not easy in many cases. Approximate methods to solve these equations can be obtained
by writing the solution of such equations as a linear combination of orthogonal functions.
Then, the problem is converted into a system of linear or non-linear equations using
the properties of orthogonal functions. The approximate solution to the problem is
obtained by solving this system of equations. Therefore, we will study the concepts of
orthogonality and approximation of functions in the following.

2.1.1 Orthogonal functions

It has always been desirable to solve big problems by dividing them into smaller parts,
and one of the methods is to use orthogonal functions. The purpose of using orthogonal

19



20 Theoretical frameworks: preliminaries and methods

functions is to simplify the problem into smaller components. Therefore, these small
components should have a simple shape that can solve the problem. To define the or-
thogonal basis functions, firstly, we introduce the concepts of inner multiplication and
orthogonality of two vectors that can be extended for several functions.
Orthogonal functions are divided into three main categories. The first category includes
constant piecewise basis functions, such as Walsh and block functions. Pulse, Harr func-
tions, etc., the second category consists of orthogonal polynomials, such as Legendre,
Chebyshev, Hermit, Lager, etc. The third category is sine and cosine functions in the
Fourier series [9, 22, 69, 68, 88, 106, 111, 125, 126, 131, 139, 171, 185, 196, 210, 218,
250, 258, 222, 307, 308].

Definition 2.1.1. [70] Suppose φ1ptq and φ2ptq are two continuous real functions in
ra, bs. The inner product of these two functions is defined as follows:

xφ1, φ2yw “
ż b

a

φ1ptqφ2ptqwptqdt. (2.1.2)

Let tti, wiuNi“0
be set of points and weights, and φ1ptq and φ2ptq are two continuous real

functions. The discrete inner product is defined as

xφ1, φ2yN,w “
N
ÿ

i“0

φ1ptiqφ2ptiqwptiq, (2.1.3)

where wptq is positive and is named as the weight function.

Definition 2.1.2. [70] Suppose φ1ptq and φ2ptq are two continuous real functions in
ra, bs. These two functions are orthogonal if

xφ1, φ2yw “ 0.

Definition 2.1.3. [70] Consider Φ “ tφkptq, k “ 1, 2, ...u a set of continuous functions
in ra, bs. Φ is called orthogonal if the two-by-two inner product of this set with respect
to the weight function wptq ą 0 is as follows:

ż b

a

φiptqφjptqwptqdt “ 0, i ‰ j. (2.1.4)

A sequence of orthogonal polynomials is a sequence tpnu8
n“0

of polynomials with degppnq “
n such that

xpi, pjyw “ 0, i ‰ j.

The subject of orthogonal polynomials is a classical one whose origins can be traced
to Legendre’s work on planetary motion [70]. This topic with many applications in
physics, statics, probability, and other branches of mathematics in the first decades
of the 20th century, developed surprisingly. Recently, orthogonal basis and especially
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orthogonal polynomials are among the most helpful approximation tools, especially in
numerical integration methods. By using them, the accuracy of these methods can be
increased. However, the use of orthogonal polynomials in computer science, approxi-
mation theory, and numerical analysis is not very old. Its history goes back to recent
years. Now, we introduce orthogonal polynomials and some of their essential features.
Then we examine the application of these polynomials in approximation theory.

Theorem 1. Consider Φ “ tφkptq, k “ 1, 2, ...u a set of orthogonal continuous
functions on ra, bs. Any continuous function ψptq can be expanded as:

ψptq “
8
ÿ

k“0

ckφkptq,

where the coefficients ck are calculated as follows:

ck “ xψptq, φkptqyw
xφkptq, φkptqqyw

. (2.1.5)

Proof. The proof is available in Theorem 2.2, page 9 [70].

2.1.2 Fractional calculus

Fractional differential calculus is one of the branches of mathematical analysis that
deals with the integration and derivation of any real positive order. In recent decades,
research related to fractional differential calculus has attracted much attention. Frac-
tional derivatives are used in many fields, such as electrical networks, control theory,
dynamic systems, statistics and probability, electro-corrosion chemistry, physical chem-
istry, ophthalmology and optometry, signal processing, fluid flows, and others. Various
definitions have been provided for the integral and derivative of fractional order, among
which the Riemann-Liouville fractional definition is one of the most basic definitions in
mathematics. Since using Riemann-Liouville fractional operator for differential equa-
tions of fractional order will lead to the production of initial conditions with fractional
order derivatives at the initial point, this operator is less used. Caputo fractional deriva-
tive operator is used more in practical problems. Using this definition in FDEs leads to
the production of initial conditions with integer order derivatives at the initial point.

Rieman-Liouville Fractional Integral

Definition 2.1.4. Riemann-Liouville integral operator of order α ě 0 is defined as
follows

pIαfq ptq “

$

’

’

&

’

’

%

fptq, α “ 0,

1

Γpαq

ż t

0

fpsqds
pt ´ sq1´α

, α ą 0.
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Theorem 2. [225, 243, 261] Suppose α, β ą 0 and f P Cpra, bsq. In this case, the
following relations hold for the Riemann-Liouville fractional integral operator.

IαIβfptq “ Iα`βfptq,

IαIβfptq “ IβIαfptq,

Iαtβ “ Γpβ ` 1q
Γpβ ` 1 ` αqt

β`α

Definition 2.1.5. Consider m ´ 1 ă α ď m, m P N and f P Cmra, bs. The Riemann-
Liouville fractional derivative operator of order α is introduced as follows:

Dα
a fptq “ dm

dtm
Im´α
a fptq “ 1

Γpm ´ αq
dm

dtm

ż t

a

pt ´ sqm´α´1fmpsqds,

Theorem 3. [225, 243, 261] Consider 0 ă m ď α ă m ` 1 and β ą ´1, then
the following relations are established for the Riemann-Liouville fractional derivative
operator

Dα
a pt ´ aqβ “ Γp1 ` βq

Γp1 ` β ´ αqpt ´ aqβ´α,

Iαa pt ´ aqβ “ Γp1 ` βq
Γp1 ` β ` αqpt ´ aqβ`α,

Theorem 4. [225, 243, 261] Suppose m ´ 1 ă α ď m and c is constant, in this case

Dα
a c “ c

Γp1 ´ αqpx ´ aq´α,

Dα
a c “ c

Γp1 ` αqpx ´ aqα.

Theorem 5. [225, 243, 261] Consider m ´ 1 ă α ď m and f P Cra, bs

Dα
a I

α
a fptq “ fptq,

IαaD
α
a fptq “ fptq `

m
ÿ

k“0

pt ´ aqα´k´1

Γpα ´ kq
dm´k

dtm´k
rDm´α´1

a fptqst“a,

Caputo fractional derivative

Definition 2.1.6. Consider m´1 ă α ă m and f P Cm
α . Caputo’s fractional derivative

operator is expressed as follows

C
0
Dα

t fptq “

$

’

’

&

’

’

%

1

Γpm ´ αq

ż t

0

f pmqpsq
pt ´ sqα´m`1

ds, t ą 0, 0 ď m ´ 1 ă α ă m,

dmfptq
dtm

, α “ m P N.
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We can briefly define the Caputo derivative as follows:

C
0
Dα

t fptq “
#

Im´α
a f pmq ptq , m ´ 1 ă α ă m,
dm

dtm
f ptq , α “ m.

(2.1.6)

Theorem 6. [225, 243, 261] If Iαa and Dα
a Riemann-Liouville integral and derivative

operators and C
0
Dα

t be the Caputo derivative operator, then

C
0
Dα

t I
α
a f ptq “ f ptq ,

Iαa
C
0
Dα

t f ptq “ fptq ´
m´1
ř

k“0

f pkq pa`q tk

k!
, t ą 0

(2.1.7)

.

Theorem 7. [225, 243, 261] Suppose 0 ď m ď α ă m ` 1 , Dα
a and C

0
Dα

t be the
Riemann-Liouville and Caputo fractional derivative operators, in this case:

Dα
a f ptq “ C

0
Dα

t f ptq `
m
ÿ

k“0

pt ´ aqk´α

Γ pk ´ α ` 1qf
pkq `a`˘ . (2.1.8)

Therefore, the Riemann-Liouville and Caputo derivative operators of the function f are
not equal except under the assumption that if m is the first derivative of the function f
in t “ a be zero.

2.1.3 Optimal control theory

Optimal control theory is a branch of mathematical and engineering sciences that stud-
ies the behavior of dynamic systems. When one or more system outputs are supposed
to follow a certain reference in the time interval, a control variable changes the system
inputs to make suitable changes in the system output. The system behavior is closer
to the desired behavior. The goal of optimal control theory is to minimize or maximize
the value of a certain quantity in the system that controls the system’s behavior. In
other words, the optimal control problem controls a parameter during a mathematical
model to produce an optimal output using some optimization methods. Every con-
trollable dynamic system has several state characteristics and control parameters. The
state parameters are expressed at any moment, and the control parameters provide the
possibility of controlling the system to reach the desired conditions.
To express the governing equations of dynamic processes in an optimal control problem,
a set of dynamic equations is presented, which can be used to obtain the state of the
system for the control input values at any moment. These equations are known as state
equations:

xptq “ fpxptq, uptq, tq,
where the control variable uptq controls the system at each moment. The optimal control
problem is defined in a time interval, the moment of the start t0 that is generally known,
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and the final time tf that can be specified.
Various constraints are defined based on device limitations, environmental limitations,
or the desired conditions of designers. These conditions are generally divided into two
categories: point and directional conditions. Point conditions are applied to the problem
at specific and individual times. The initial Ψ0 and final Ψf conditions of the problem
are defined at the beginning and end moments of the path and are point conditions.

initial conditions : Ψ0pxpt0q, t0q

final conditions : Ψf pxptf q, tf q
Path conditions are applied during a time of the problem, which can be the whole or a
part of the time of the problem.

Lpxptq, uptq, tq ě 0

The range of changes in state and control variables can be defined, limited, and bounded.
These demarcations of state variables are defined based on physical limitations or de-
signers’ intent, and the demarcation of control variables is defined based on the limita-
tions of control components.

xl ď xptq ď xu ul ď uptq ď uu

The goal of optimal control problems is to achieve an optimal event. This optimal event
is the form of a scalar objective J , which is generally formulated as follows and must
be minimized:

J “ φrxpt0q, t0, xptf q, tf s `
ż tf

t0

Lrt, xptq, uptqs,

where the expression φ is a function of the state variables at the final moment of the
problem, and L is the integral function of the state and control variables during the
time interval.

Numerical methods for solving optimal control problems

Solving optimal control systems has certain complexities. In classical control theory,
input, output, and error variables are important. The unique characteristic of classical
control theory is that it is based on the input-output relationship of systems. The major
drawback of this theory is that it can only be used for time-independent linear systems
with one input and one output. Therefore, from the point of view of this theory, time-
dependent systems, nonlinear systems, and multi-input-multi-output systems cannot
be investigated and analyzed. In addition, classical methods are often not applicable
for optimal control systems with nonlinear time-dependent behavior. Therefore, pro-
viding suitable and efficient numerical methods for solving real optimal control systems
is particularly important. Numerical methods for solving optimal control problems are
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divided into two categories: indirect methods and direct methods.

Indirect methods: the solution is obtained by means of Hamiltonian boundary value
problem, which can be solved using a numerical method. One of the primary ad-
vantages of indirect methods is the high confidence factor of the obtained numerical
solution, which is due to satisfying the conditions of a Hamiltonian boundary value
problem. These methods have many disadvantages. First, the necessary conditions of a
Hamiltonian boundary value problem should be obtained analytically, which is not eas-
ily possible in most cases. Second, indirect methods have a small radius of convergence,
which means that a very accurate initial guess is required for the unknown boundary
conditions. Finally, in many cases, indirect methods require an accurate initial guess
for the equations of state, which are not intuitive in practice.

Direct methods: the main idea is discretizing the optimal control problem and turning
it into a nonlinear programming problem. For the obtained numerical solution, existing
advanced algorithms are used. The advantage of direct methods in comparison with
indirect methods is that there is no need to find initial conditions. In addition, these
methods have a much larger radius of convergence, and there is no need for an accurate
initial guess for the unknown boundary conditions and the state equations. However,
the obtained numerical solution may not be the optimal solution, which is the disad-
vantage of these methods. One of the characteristics of direct methods is the use of
orthogonal functions to approximate the solution.

2.2 Methods

This section of this chapter delves into the specific methods and techniques that will
be used throughout the rest of the thesis. By the end of this section, readers should
have a solid understanding of the key concepts and principles of Exponential fitting and
spectral methods.

2.2.1 Exponential fitted methods

Exponential fitting is a procedure for an efficient numerical approach to functions con-
sisting of weighted sums of exponential, trigonometric, or hyperbolic functions with
slowly varying weight functions. Operations on such functions as numerical differentia-
tion, quadrature, interpolation, or solving ordinary differential equations whose solution
is of this type are of genuine interest nowadays in many phenomena such as oscillations,
vibrations, rotations, or wave propagation. This type of functions also describes the
behavior of quantum particles.

The Exponential fitting process was originally suggested a few decades ago to re-
form the classical algorithms to be particularly effective in resolving differential equa-
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tions [76, 78, 97, 98, 99, 158, 161, 164, 237, 280, 281, 303]. Exponentially Fitted (EF)
algorithms for numerical integration problems with oscillating or periodic solutions per-
mit the development of efficient and accurate numerical methods. When the frequency
increases, classic numerical integrators need very small stepsizes to obtain accurate
solutions. In contrast, EF numerical methods can achieve the same accuracy with a
significantly larger step size.

This section presents the main mathematical elements of the exponential fitting pro-
cedure. It will be seen that this procedure is rather general. The basic idea behind EF
methods is to derive numerical methods better suited for oscillatory problems. These
EF methods are always based on non-fitted counterparts. To make a clear distinction
between, e.g., an EF Trapezoidal rule and the Trapezoidal rule, we will refer to the
latter as the classical Trapezoidal rule. Part I of this thesis considers the numerical so-
lution of ordinary differential equations. We refer the reader to the extensive overview
in [158] for the other applications.

A classical method performs best when the solution is a polynomial or can aptly be
represented as one locally. A k-step Adams-Bashforth method can find a polynomial
solution of degree k without errors. In exponential fitting terminology, it is said that
the method has a fitting space

F “
 

1, t, t2, . . . , tK
(

.

Suppose the solution of the problem at hand is a linear combination of these monomials.
The method can solve the problem up to machine accuracy in that case. The solution
is said to fall within the fitting space of the method. To obtain an exponentially fitted
variant of a method, a few of the highest-order monomials are replaced by exponentials.
The most general fitting space is of the form

 

1, t, t2, . . . , tK , eµ0t, eµ1t, eµ2t, . . . , eµP t
(

.

Any solution that is a linear combination of these functions can be found up to ma-
chine accuracy by a method with said fitting space. Such a method has coefficients
that depend on the parameters µ0, ..., µP multiplied by the step-size h. If all the pa-
rameter values tend to zero, then the classical counterpart appears. The coefficients
sometimes become numerically unstable for small values of µih. One should then resort
to MacLaurin expansions instead.

Usually, however, the parameters are chosen symmetrically across the origin
 

1, t, t2, . . . , tK , e˘µ0t, e˘µ1t, e˘µ2t, . . . , e˘µP t
(

,

because the fitting space can then be written as
 

1, t, t2, . . . , tK , coshpµ0tq, sinhpµ0tq, . . . , coshpµP tq, sinhpµP tq,
(

,
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In principle, the parameters µ0, ..., µP can all be given different values. It can, however,
be interesting to specify a relation between the different parameters. The approach
that we will consider in most of this work is µ0 “ µ1 “ ... “ µP , a choice that leads to
a fitting space of the form

 

1, t, t2, . . . , tK , e˘µt, t e˘µt, t2e˘µt, . . . , tP e˘µt
(

. (2.2.9)

This is the approach taken by Ixaru et al., [160], Vanden Berge et al., [104, 158, 300,
298, 299] and Simos et al., [277, 278, 279]. A different strategy is to consider

 

1, t, t2, . . . , tK , e˘µt, e˘2µt, . . . , e˘Pµt
(

,

a choice made by Calvo et al., cf. i.a. [47, 48, 49] and Paternoster [236]. Regardless
of the form of the fitting space, it is usually imposed that the parameter value(s) are
either real or imaginary. In Part I, we will consider general exponential fitting, i.e.,
fitting spaces of the form (2.2.9).

Six-step procedure

In [154, 158], the authors provide a six-step procedure (the six-step flow chart) that
one can follow to construct exponentially fitted methods with a fitting space of the
form (2.2.9). Since we will follow this procedure in part I, we here review it. To make
the procedure easily understable we describe it on a specific problem. We consider the
approximation of the first derivative of yptq at t1 of the three-point formula.
Central difference formula: This is

y1pt1q « 1

h
ra0 ypt0q ` a1 ypt1q ` a2 ypt2qs, ti “ t1 ` pi ´ 1qh, (2.2.10)

and we want to determine the values of the three coefficients a0, a1 and a2.

Step 1
We write down the linear difference operator Lrh,ws related to the scheme under con-
sideration. Vector w is defined as the list of coefficients we need to find expressions.

The corresponding linear difference operator Lrh,ws for (2.2.10) is then given
by

Lrh,ws :“ y1ptq ´ 1

h
ra0 ypt ´ hq ` a1 yptq ` a2 ypt ` hqs

where w “ ra0, a1, a2s.

Using the linear difference operator (2.2.1), we construct the classic moments

Lmph,wq “ Lrh,wstm|t“0,

therefore
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L0ph,wq “ ´hpa0 ` a1 ` a2q, L1ph,wq “ 1 ` a0 ´ a2,

L2kph,wq “ ´h2k´1pa0 ` a2q, L2k`1ph,wq “ h2kpa0 ´ a2q, k “ 1, 2, ...

and the dimensionless classic moments

L˚
mph,wq “ Lmph,wq

hm

and therefore

L˚
2kph,wq “ ´pa0 ` δ0ka1 ` a2q, L˚

2k`1
ph,wq “ pδ0k ` a0 ´ a2q, k “ 0, 1, 2, ...

Step 2
We determine the maximum value of M such that the algebraic system

L˚
mph,wq “ 0, m “ 0, 1, . . . ,M ´ 1, (2.2.11)

is compatible. This is equivalent to annihilating the difference operator (2.2.1) on
polynomials with a degree less or equal to M ´ 1.

For the scheme considered in (2.2.10) the value of M is M “ 3. The solution of
the system (2.2.11) is the set of the classical coefficients a2 “ ´a0 “ 1

2
, a1 “ 0.

Step 3
Annihilating the difference operator (2.2.1) on the functions tmeµt is equivalent to an-
nihilating in ˘z the so-called dimensionless µ-moments of order m

E˚
mpz,wq “ 1

hm
Lrh, wstmeµt|t“0, (2.2.12)

where z “ µh.

For the scheme considered in (2.2.10) dimensionless µ-moments of order m are

E˚
mpz,wq “ z ´ a0expp´zq ´ a1 ´ a2exppzq,
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We next observe that the system

E˚
mp˘z,wq “ 0, m “ 0, 1, . . . , P,

is equivalent to the system

G˘pmqpZ,wq “ 0, m “ 0, 1, . . . , P,

where Z “ z2, G˘pZ,wq are the G´functions

G`pZ,wq “ E˚
0

pz, wq ` E˚
0

p´z, wq
2

, G´pZ,wq “ E˚
0

pz, wq ´ E˚
0

p´z, wq
2z

, (2.2.13)

and the superscript pmq denotes the m-th derivatives. Therefore

for the scheme considered in (2.2.10)

G`pZ,wq “ ´a1 ´ 1

2
rexppzq ` expp´zqspa0 ` a2q “ ´a1 ´ pa0 ` a2qη´1pZq,

G´pZ,wq “ 1 ` 1

2z
rexppzq ´ expp´zqspa0 ´ a2q “ 1 ` pa0 ´ a2qη0pZq,

where η´1pZq and η0pZq are the η-functions defined in [158] as follows:

• if Z is real

η´1 pZq “ e
?
Z ` e´

?
Z

2
“
#

cos
a

|Z| if Z ă 0

cosh
?
Z if Z ě 0

(2.2.14a)

η0 pZq “

$

’

&

’

%

e
?
Z ´ e´

?
Z

2
?
Z

if Z ‰ 0

1 if Z “ 0

“

$

’

’

’

’

’

&

’

’

’

’

’

%

sinp
a

|Z|q
a

|Z|
if Z ă 0

1 if Z “ 0

sinhp
?
Zq?

Z
if Z ą 0

(2.2.14b)

(2.2.14c)

• if Z is purely imaginary

η´1 pZq “ cos
´

i
?
Z
¯

(2.2.15a)

η0 pZq “

$

’

&

’

%

sin
`

i
?
Z
˘

i
?
Z

if Z ‰ 0

1 if Z “ 0

(2.2.15b)
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In both cases, ησ pZq, for σ ą 0, satisfy the relation:

ησ pZq “

$

’

&

’

%

ησ´2 pZq ´ p2σ ´ 1qησ´1 pZq
Z

if Z ‰ 0

2σσ!

p2σ ` 1q! if Z “ 0
. (2.2.16)

We recall that their derivatives verify the condition

η1
σpZq “ 1

2
ησ`1pZq, σ “ ´1, 0, 1, . . . (2.2.17)

For more details on these functions see [72, 74, 75, 158] or the Appendix of [154]. The
differentiation relations (2.2.17) permit to compute the derivatives of G˘pZ,wq.

For the scheme considered in (2.2.10), we find that

G`P pZ,wq “ ´2´P pa0 ` a2q ηP´1pZq, G´P pZ,wq “ 2´P pa0 ´ a2q ηP pZq.

Step 4
We choose a reference set of M functions:

 

1, t, t2, . . . , tK , e˘µt, t e˘µt, t2e˘µt, . . . , tP e˘µt
(

,

with taking into account that M “ 3 and the self-consistency condition

K ` 2P “ M ´ 3. (2.2.18)

Two pairs P,K are consistent with M “ 3, that is P “ ´1, K “ 2 (the classical option),
and P “ K “ 0.
Step 5
We obtain the coefficients of the exponentially fitted peer method by solving the system:

L˚
mph,wq “ 0, m “ 0, . . . , K, (2.2.19a)

G˘pmqpZ,wq “ 0, m “ 0, . . . , P. (2.2.19b)
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Therefore, for the latter option, the algebraic system for the coefficients is

L˚
0
ph,wq “ G˘pZ,wq “ 0, K “ P “ 0,

with the solution

a2pZq “ ´a0pZq “ 1

2η0pZq , a1pZq “ 0.

This differs from the classical set of coefficients by a factor
1

η0pZq which is

µh sinpµhq if µ “ iω. Note also that
1

η0p0q “ 1 i.e. the classical coefficients

are re-obtained for Z “ 0.

Step 6
We compute the leading term of the local truncation error as follows:

lteef “ p´1qP`1hM`l L˚
K`1

ph,wq
pK ` 1q!ZP`1

DK`1pD2 ´ µ2qP`1yptq, (2.2.20)

where we denote by D the derivative with respect to time.

As we choose K “ 0 and P “ 0, for this set of coefficients, we have

L˚
1
ph,wq “ 1 ´ 2 a2 pZq “ pη0pZq ´ 1q

η0pZq

. In this case, the aforementioned leading term assumes the following expres-
sion:

lteef “ ´h2 pη0pZq ´ 1q
Zη0pZq D pD2 ´ µ2q yptq. (2.2.21)

In the limit for µ, Z ÝÑ 0 this becomes

lteef “ ´h2
6

yp3qptq. (2.2.22)
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To see this, the l’Hospital rule can be used for the factor in the middle. We
have

pη0pZq ´ 1q1 “ η1pZq
2

and

pZη0pZqq1 “ η0pZq ` Zη1pZq
2

,

and since η1p0q “ 1

3
, the factor in discussion becomes

1

6
.

2.2.2 Spectral methods

This section constitutes a short introduction to spectral methods. Spectral methods are
considered a class of solution techniques using sets of known functions to solve differen-
tial equations [67, 68, 124, 128, 46, 170, 207, 322, 326]. These techniques are typically
considered high-order and can produce high-resolution solutions. Unlike finite-difference
and finite-element approaches, spectral methods express the solution of a differential
equation by an expansion in terms of global basis functions instead of local. These
methods accurately resolve phenomena on the scale of the mesh spacing when used
properly. Additionally, mesh refinement improves the order of truncation error decay
compared to finite-difference and finite-element approaches. It is conceivable to con-
struct a spectral method for problems with smooth solutions whose truncation error
approaches zero faster than any finite power of the mesh spacing (exponential conver-
gence).

Spectral methods are a wide class of discretization schemes known as Weighted Residual
Methods (WRM) [149, 65, 226]. The key elements of the WRM are the trial functions
(also called the expansion or approximating functions) and the test functions (also
known as weight functions). The trial functions are the basis functions for a truncated
series expansion of the solution. The test functions are used to ensure that the trun-
cated series expansion satisfies the differential equation as closely as possible. This is
achieved by minimizing the residual, i.e., the error in the differential equation produced
by using the truncated expansion instead of the exact solution concerning a suitable
norm. An equivalent requirement is that the residual satisfies a suitable orthogonal-
ity condition for each test function. Mainly three types of spectral methods can be
identified: collocation, tau, and Galerkin. The choice of the type of method depends
essentially on the application. Collocation methods are suited to nonlinear problems or
having complicated coefficients. In contrast, Galerkin methods have the advantage of
a more convenient analysis and optimal error estimates. The tau method is applicable
in the case of complicated (even nonlinear) boundary conditions, where the Galerkin
approach would be impossible and the collocation extremely tedious [121].
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The first unifying mathematical assessment of the theory of spectral methods was in-
troduced by Gottlieb and Orszag (1977) [128]. Since then, the methods have been
extended to cover various problems, such as variable-coefficient and nonlinear equa-
tions. Stability and convergence analyses for spectral methods have been based on
several approaches. The interpretation of spectral methods as MWR methods (or, in
mathematical terms, as variational methods) has proven very successful in the theoret-
ical investigation. It has opened the route for using functional analysis techniques to
handle complex problems and obtain the sharpest results.

The idea behind the spectral methods

The spectral methods (approximations) approximate functions (solutions of differential
equations, partial differential equations, etc.) employing truncated series of orthogonal
functions (polynomials), say φk, k P N. The well-known Fourier series (for periodic
problems) and the series made up of Chebyshev, or Legendre polynomials (for non-
periodic problems) are examples of such a series of orthogonal functions.
Roughly speaking, the basic idea behind the spectral methods is to approximate any
function employing truncated series of basis functions. In general, a certain function
uptq will be approximated by the finite sum

uNptq “
N
ÿ

k“0

ckφkptq, N P N, (2.2.23)

where the real (or complex) coefficients ck are unknown and φkptq are known and called
the basis (trial) functions. A spectral method is characterized by a specific way to de-
termine the coefficients ck. Depending on the choice of trial functions, one can generate
various classes of numerical techniques, such as finite difference and spectral methods.
Spectral methods are important due to their high accuracy and fast convergence. In
the following, we will introduce spectral methods and consider the φkptq to be global
polynomials. Different types of spectral methods can be introduced according to the
selection of basic functions. These methods are divided into three main types: Galerkin,
Tau, and Collocation. In this chapter, WRM is described first, and then we introduce
the Galerkin, Tau, and Collocation methods.

WRM

The WRM is one of the efficient methods to obtain the approximate solution of func-
tional equations, and are based on the idea of weighted residuals. To express this
method, consider the following system

Lu “ s, in Ω Ď R
n,

Bu “ 0, for on P BΩ, (2.2.24)
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where L is, a linear differential operator and B is a differential operator for boundary
conditions. s is a known function and u is the unknown function. A numerical solution
of the system (2.2.24) is a function ū “ řN

k“0
ckφkptq, which satisfies boundary condition

of system (2.2.24) and makes the residual

R :“ Lū ´ s

small. To quantify what this "small" means, the weighted residual method relies on
family of N ` 1 tests functions pψ0, ..., ψNq to define the smallness of the residual R:
we ask that the scalar product of R with those functions is exactly zero:

xψk, R y “ 0, k “ 0, ..., N.

Of course, as N increases, the obtained solution is closer and closer to the real one.
Depending on the choice of spectral basis and test functions, one can generate various
spectral solvers. In the following, the three most commonly used spectral schemes are
presented and applied to a simple case.

A test problem

Consider the equation:

d2u

dt2
´ 4

du

dt
` 4u “ et ´ 4e

1 ` e2
, t P r´1, 1s (2.2.25)

with boundary condition
up1q “ 0, up´1q “ 0.

Under these conditions, the solution is unique and analytical:

uptq “ et ´ sinhp1q
sinhp2qe

2t ` e

1 ` e2
.

The linear operator L is
d2

dt2
´ 4

d

dt
` 4I, (I is identity matrix). Let us find a numerical

solution of (2.2.25) using the five first Chebyshev polynomials

T0ptq “ 1,

T1ptq “ t,

T2ptq “ 2t2 ´ 1,

T3ptq “ 4t3 ´ 3t,

T4ptq “ 8t4 ´ 8t2 ` 1.

(2.2.26)

with orthogonality condition as follows:
ż

1

´1

TiptqTjptq
1?

1 ´ t2
dx “ π

2
p1 ` δ0jqδij,
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where
1?

1 ´ t2
is the weight function for Chebyshev polynomials.

The unknown function uptq can approximated by the finite sum

ūptq “
4
ÿ

k“0

ckTkptq.

while N “ 4.

To expand the source sptq onto Chebyshev polynomials, we have:

sptq “
4
ÿ

k“0

ŝkTkptq.

where from (2.1.5) ŝk are

ŝk “ xs, Tkyw
xTk, Tkyw

“ 2

πp1 ` δ0kq

ż

1

´1

sptqTkptq dt?
1 ´ t2

, k “ 0, ..., 4.

Therefore

ŝ0 “ ´0.03004, ŝ1 “ 1.130, ŝ2 “ 0.2715, ŝ3 “ 0.04488, ŝ4 “ 0.005474

Let us recall that if ūptq “
4
ř

k“0

ckTkptq, then Lū “
4
ř

k“0

4
ř

l“0

ckAklTlptq.

L “ d2

dt2
´ 4

d

dt
` 4I.

The matrices of derivative operators concerning the Chebyshev basis T0, T1, T2, T3, T4
are

d2

dt2
“

»

—

—

—

—

–

0 0 4 0 32

0 0 0 24 0

0 0 0 0 48

0 0 0 0 0

0 0 0 0 0

fi

ffi

ffi

ffi

ffi

fl

,
d

dt
“

»

—

—

—

—

–

0 1 0 3 0

0 0 4 0 8

0 0 0 6 0

0 0 0 0 8

0 0 0 0 0

fi

ffi

ffi

ffi

ffi

fl

Therefore the matrix of the differential operator L is

Akl “

»

—

—

—

—

–

4 ´4 4 12 32

0 4 ´16 24 ´32

0 0 4 ´24 48

0 0 0 4 ´32

0 0 0 0 4

fi

ffi

ffi

ffi

ffi

fl
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Galerkin method

The Galerkin approach is perhaps the most esthetically pleasing of the methods of
weighted residuals since the trial functions, and the test functions are the same. The
physical problem can be discretized in terms of a variational principle. Finite-element
methods customarily use this approach. Moreover, the first serious application of spec-
tral methods to PDE’s-that of Silberman (1954) for meteorological modeling-was a
Galerkin method [150]. Recently, [200, 214, 213, 323] applied this method to the prob-
lems and developed it as a general method for solving differential equations.

Consider the differential equation (2.2.24). In the Galerkin method, the test functions
are equal to basis functions pφn “ ψnq. Each φk satisfy the boundary condition Bφ “ 0

on BΩ. So the smallness condition for the residual reads, for all n P t0, ..., Nu,

xφn, R y “ 0 ðñ xφn, Lū ´ s y “ 0 ðñ

xφn, L

N
ÿ

k“0

ckφk ´ s y “ 0 ðñ xφn, L

N
ÿ

k“0

ckφk y ´ xφn, s y “ 0

N
ÿ

k“0

ckxφn, Lφk y ´ xφn, s y “ 0 ðñ
N
ÿ

k“0

ckLnk “ xφn, s y (2.2.27)

where Lnk denotes the matrix Lnk “ xφn, Lφk y.
Solving for the linear system (2.2.27) leads to the pN`1q coefficients ck of ū. By placing
the coefficients of ck in relation (2.2.23), the approximate value of u is obtained.

The basic idea of the Galerkin method is to expand the solution, not in
terms of usual orthogonal polynomials, but of some linear combinations of
polynomials that fulfill the boundary conditions. It is usually better if the
Galerkin basis can be easily written in terms of the original basis.

For the considered equation (2.2.25), we have the following Galerkin basis:

φ0ptq “ T2ptq ´ T0ptq “ 2t2 ´ 2,

φ1ptq :“ T3ptq ´ T1ptq “ 4t3 ´ 4t,

φ2ptq :“ T4ptq ´ T0ptq “ 8t4 ´ 8t2,

(2.2.28)
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• Each of the φi, i “ 0, 1, 2 satisfies the boundary conditions: φip1q “
φip´1q “ 0. Note that the φi are not orthogonal.

Let us first expand the Galerkin basis φiptq onto the Chebyshev polynomials:

φiptq “
4
ÿ

k“0

φ̂kiTkptq, @i ď N ´ 2,

where

φ̂ki “

»

—

—

—

—

–

´1 0 ´1

0 ´1 0

1 0 0

0 1 0

0 0 1

fi

ffi

ffi

ffi

ffi

fl

Chebyshev coefficients and Galerkin coefficients:

ūptq “
4
ÿ

k“0

ckTkptq “
2
ÿ

i“0

ĉ
φ
i φiptq

The matrix φ̂ki relates the two sets of coefficients via the matrix product C “
Φ ˆ Ĉφ. For the Galerkin method, the test functions are equal to the trial
functions so that the condition of small residual writes:

xφi, Lū ´ sy “ 0 ðñ
2
ÿ

j“0

xφi, Lφjyĉφj “ xφi, sy

with

xφi, Lφjy “
4
ÿ

k“0

4
ÿ

l“0

xφ̂kiTk, Lφ̂ljTly “
4
ÿ

k“0

4
ÿ

l“0

φ̂kiφ̂ljxTk, LTly

4
ÿ

k“0

4
ÿ

l“0

φ̂kiφ̂ljxTk,
4
ÿ

m“0

AmlTmy “
4
ÿ

k“0

4
ÿ

l“0

φ̂kiφ̂lj

4
ÿ

m“0

AmlxTk, Tmy

4
ÿ

k“0

4
ÿ

l“0

φ̂kiφ̂lj

π

2
p1 ` δ0kqAkl “ π

2

4
ÿ

k“0

4
ÿ

l“0

p1 ` δ0kqφ̂kiAklφ̂lj
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In the above expression appears the transpose matrix

Qik “ rp1 ` δ0kqφ̂kisT “

»

–

´2 0 1 0 0

0 ´1 0 ´1 0

´2 0 0 0 1

fi

fl

The small residual condition amounts then to solve the following linear system
in Ĉφ “ pĉφ0 , ĉφ1 , ĉφ2q:

Q ˆ A ˆ Φ ˆ Ĉφ “ Q ˆ ŝ

i.e.
»

–

4 ´8 ´8

16 ´16 0

0 16 ´52

fi

fl

»

–

ĉ
φ
0

ĉ
φ
1

ĉ
φ
2

fi

fl “

»

–

0521

´1.70

0.103

fi

fl

The coefficients of the solution with 4 significant digits, are ĉφ0 “ ´0.1596, ĉ
φ
1 “

´0.09176, ĉ
φ
2 “ ´0.02949. Therefore, the Chebyshev coefficients are obtained

by taking the matrix product by c0 “ 0.1891, c1 “ 0.09176, c2 “ ´0.1596, c3 “
´0.09176, c4 “ ´0.02949

Tau method

The tau approach is a modification of the Galerkin method that applies to problems
with non-periodic boundary conditions. It may be viewed as a special case of the Petrov-
Galerkin method. It has proven useful for constant coefficient problems or subproblems,
e.g., for semi-implicit time-stepping algorithms. Tau method for fractional differential
equations has been employed in the works [211, 326].
In this method, the test functions ψk are chosen to be the same as the spectral functions
of decomposition, but the φk do not satisfy the boundary conditions i. e. Bφn ‰ 0 on
BΩ. Therefore, these conditions are enforced by an additional set of equations. Let pgpq
be an orthonormal basis of M ` 1 ă N ` 1 functions on the boundary BΩ and let us
expand Bφn for a P BΩ upon it:

Bφkpaq “
M
ÿ

p“0

bpkgppaq

The boundary condition then becomes

Bupaq “ 0 ðñ
N
ÿ

k“0

M
ÿ

p“0

ckbpkgppaq “ 0

hence the M ` 1 conditions:
N
ÿ

k“0

ckbpn “ 0, 0 ď p ď M
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The system of linear equations for the N ` 1 coefficients ck is then taken to be the
N ´ M first raws of the Galerkin system (2.2.27) plus the M ` 1 equations above:

N
ř

k“0

ckLnk “ xφn, s y, 0 ď n ď N ´ M ´ 1

N
ř

k“0

ckbpk “ 0, 0 ď p ď M

(2.2.29)

Solving for the linear system (2.2.29) leads to the pN ` 1q coefficients ck of ū.

For the considered equation (2.2.25), by using Tau method, trial functions
are equal to test functions and Chebyshev polynomials T0, T1, T2, T3, T4. Since
Tkp´1q “ p´1qk and Tkp1q “ 1, the boundary condition operator has the
matrix

`

bpk
˘

p“t1,2u,k“t1,..,4u “
„

1 ´1 1 ´1 1

1 1 1 1 1



.

The Tau system is obtained by replacing the last two rows of the matrix L by
`

bpk
˘

:
»

—

—

—

—

–

4 ´4 4 12 32

0 4 ´16 24 ´32

0 0 4 ´24 48

1 ´1 1 ´1 1

1 1 1 1 1

fi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

–

c0
c1
c2
c3
c4

fi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

–

ŝ0
ŝ1
ŝ2
0

0

fi

ffi

ffi

ffi

ffi

fl

.

The coefficients of the solution with 4 significant digits, are c0 “ 0.1456, c1 “
0.07885, c2 “ ´0.1220, c3 “ ´0.07885, c4 “ ´0.02360

Collocation method

The collocation approach is the simplest within MWR methods. It was introduced and
applied by Slater (1934) and Kantorovic (1934) in specific applications. Frazer, Jones,
and Skan (1937) developed it as a general method for solving ODEs. They used a
variety of trial functions and an arbitrary distribution of collocation points. For the first
time, Lanczos (1938) established that a proper choice of trial functions and distribution
of collocation points are crucial to the accuracy of the solution. Perhaps he should be
credited with laying down the foundation of the orthogonal collocation method. Several
investigators have discussed this method and its application [105, 66, 210, 307, 308].
In this method, the test functions are represented by delta functions at special points,
called collocation points, i.e., ψk “ δpx´ xkq. In other words, the residual converges to
zero at a collocation set of points.The smallness condition for the residual reads, for all
n P t0, .., Nu,

xψn, R y “ 0 ðñ x δpx ´ xnq, R y “ 0 ðñ
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Rpxnq “ 0 ðñ Lūpxnq “ spxnq ðñ
N
ÿ

k“0

Lφkpxnqck “ spxnq (2.2.30)

The boundary condition is imposed as in the Tau method. One then drops M ` 1 raws
in the linear system (2.2.30) and solve the system:

N
ř

k“0

Lφkpxnqck “ spxnq, 0 ď n ď N ´ M ´ 1

N
ř

k“0

ckbpk “ 0, 0 ď p ď M

(2.2.31)

Solving for the linear system (2.2.31) leads to the pN ` 1q coefficients ck of ū.

For the considered equation (2.2.25), by using Collocation method, trial func-
tions are equal to Chebyshev polynomials T0, T1, T2, T3, T4 and test functions
are δpt ´ tkq. The Collocation system is

4
ÿ

k“0

LTkptnqck “ spxnq ðñ
4
ÿ

k“0

4
ÿ

l“0

AlkTlptnqck “ sptnq.

From a matrix point of view: T ˆ A ˆ C “ s, where

Tlptnq “
`

Tnl
˘

“

»

—

—

—

—

–

1 ´1 1 ´1 1

1 ´1?
2

0 1?
2

´1

1 0 ´1 0 ´1

1 1?
2

0 ´1?
2

´1

1 1 1 1 1

fi

ffi

ffi

ffi

ffi

fl

.

To take into account the boundary conditions, replace the first row of the
matrix T ˆ A by b0k and the last row by b1k, and end up with the system

»

—

—

—

—

–

1 ´1 1 ´1 1

4 ´6.82 15.3 ´26.1 28

4 ´4 0 12 ´12

4 ´1.17 ´7.31 2.14 28

1 1 1 1 1

fi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

–

c0
c1
c2
c3
c4

fi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

–

0

spt1q “ ´0.80

spt2q “ ´0.30

spt3q “ 0.73

0

fi

ffi

ffi

ffi

ffi

fl

.

The coefficients of the solution with 4 significant digits, are c0 “ 0.1875, c1 “
0.08867, c2 “ ´0.1565, c3 “ ´0.8867, c4 “ ´0.03104.
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Numerical solution of ordinary
differential equations
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Chapter 3

Exponentially fitted two-step peer
methods for oscillatory problems

This chapter introduces implicit EF peer methods for the numerical solution of ODEs
that exhibit oscillatory solutions. The methods are derived by following a six-step pro-
cedure presented in the previous chapter, and [158]. The strategy is to adapt existing
methods to be exact on trigonometric or hyperbolic functions. The last step of the
procedure is to compute the leading term of the local truncation error. This could lead
to an estimate of the parameter characterizing the basis functions, as shown in Chapter
5. The chapter includes numerical experiments that have shown the effectiveness of the
approach.

Therefore, we are interested in the numerical solution of initial value problems for
ODEs exhibiting oscillatory solutions. Classical numerical integrators could require a
very small step size to follow the oscillations, especially when the frequency increases.
To develop efficient and accurate numerical methods, we propose an adapted numerical
integration based on exploiting a-priori known information about the behavior of the
exact solution, utilizing exponential fitting strategy [158]. We combine this feature with
the usage of peer methods, which represent a highly structured subclass of General Lin-
ear Methods [166] and are identified with several distinct stages, such as Runge-Kutta
methods.

Peer methods have been introduced in the linearly-implicit form in [266]. Explicit
peer methods have been derived in [179, 265, 270, 313], while implicit peer methods
are described in [26, 242, 268, 269, 271, 286]. The attribute “peer" means that all s
stages have the same good accuracy properties. A linearly-implicit implementation us-
ing only one Newton-step is possible for implicit methods since accurate predictors are
easily available [266]. Moreover, as the internal stages are external variables, the stage
order is equal to the order. Therefore implicit peer methods are quite efficient for stiff
problems since they do not show order reduction like one-step methods but still allow
easy stepsize control due to the two-step structure [267, 271, 286]. Furthermore, they

43
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have good stability properties in comparison with other multistep methods. In other
words, peer methods combine the benefits of the Runge-Kutta and multistep approach,
thus obtaining good stability properties without reducing orders for very stiff systems
[269]. Moreover, for suitable choice of the parameters, these methods have an inherent
parallelism across the method [266, 271]. This feature may be very useful in discretizing
PDEs when the number of spatial points increases (see [120] for applications of peer
methods to large-scale problems).

We combine peer methods with exponential fitting strategy [158] to obtain more
convenient formulae for solving oscillatory problems. Classical peer methods are de-
veloped to be exact (within round-off error) on polynomials up to a certain degree.
We propose EF peer methods, which are constructed to be exact on functions other
than polynomials. The basis functions are normally supposed to belong to a finite-
dimensional space Fq “ tφ0ptq, φ1ptq, . . . , φqptqu called fitting space and are selected
according to the a-priori known information concerning the behavior of the exact solu-
tion. As a result, the coefficients of the corresponding methods are no longer constant
as in the classic case but depend on parameters characterizing the exact solution (i.e.,
the frequency of oscillation), whose values may be unknown. Hence, the exponential
fitting technique requires choosing a suitable fitting space and estimation or the com-
putation of the aforementioned parameters.

By following [158], the exponential fitting strategy has led to EF methods for a
wide range of problems such as interpolation, numerical differentiation, and quadra-
ture [72, 76, 78, 79, 154, 156, 176, 177, 297], numerical solution of integral equations
[55, 56, 57, 58], PDEs [96, 97, 100, 99] and ODEs [50, 94, 98, 280, 281, 300, 301]. In par-
ticular, 2-step hybrid exponentially fitted methods are proposed for integrating second-
order differential equations in [90, 93]. In contrast, various estimates for the parameter
characterizing the coefficients of the methods are presented in [91, 92, 96]. Adapted
Runge-Kutta methods are introduced in [91, 95, 99, 101, 155, 158, 233, 236, 280, 281].
In [233], it has been shown that for any fitting space Fq of smooth linearly independent
real functions, there exists a q-stage Runge-Kutta method fitted to Fq. However, the
stage order of a Runge-Kutta method influences the highest dimension that can be
achieved by the fitting space, especially in the case of explicit Runge-Kutta methods.
For instance, in [300], an explicit four-stage RK method has been constructed on a
fitting space having the maximum dimension equal to 3. By contrast, linear multistep
methods do not impose such a strong dimensional limit, as shown in [119]. Indeed, a
k-step method can be fitted on a k ` 1-dimensional fitting space. EF peer methods,
which can combine the advantages of Runge-Kutta and multistep methods, have been
derived in [73, 77], where explicit EF peer methods having order equal to the number
of stages have been developed. Other families of adapted peer methods have been con-
structed in [51, 212].

In this chapter, we develop a general class of EF implicit peer method having order
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equal to the number of stages and lower triangular coefficients matrix by employing the
six-step procedure described in [158].

This chapter focuses on developing and implementing EF implicit peer methods
for the numerical solution of ODEs with oscillatory or periodic solutions. We aim to
comprehensively understand these methods, their construction, and their performance.
Section 3.1 gives a brief overview of classical implicit peer methods to provide a founda-
tion for developing EF peer methods. Section 3.2 outlines the construction of implicit
EF peer methods adapted to a general fitting space, which is a crucial step in devel-
oping these methods. In Section 3.3, several examples of EF peer methods with 2 and
3 stages are presented to demonstrate these methods’ versatility and ability to solve
different types of problems. The experimental results of these methods are presented
in Section 3.4, providing valuable insights into the performance of these methods and
their accuracy and efficiency. Finally, Section 3.5 summarizes the results of the chapter
and concludes by highlighting the importance of implicit EF peer methods.

3.1 Classical implicit peer methods

Consider initial value problems for ODEs of the form

y1ptq “ fpt, yptqq, ypt0q “ y0 P Rd, t P rt0, T s, (3.1.1)

where f : R ˆ Rd Ñ Rd is smooth enough to guarantee the solution’s existence and
uniqueness. We suppose that for any stepsize h ą 0 there exists a starting procedure
to approximate the solution in the internal grid points t0i “ t0 ` ci h, i “ 1, . . . , s. We
consider s-stage two-step peer methods with fixed stepsize h, that have the following
expression:

Yni “
s
ÿ

j“1

bij Yn´1,j ` h

s
ÿ

j“1

aij fptn´1,j, Yn´1,jq ` h

i
ÿ

j“1

rij fptnj, Ynjq,

i “ 1, . . . , s

(3.1.2)

where
Yni « yptniq, tni “ tn ` ci h, i “ 1, . . . , s.

No extra ordinary numerical solution with different properties is computed: in peer
methods it is assumed that cs “ 1, so Yns is the approximation of the solution at grid
point tn`1. The other nodes are chosen such that ci ă 1 for i “ 1, . . . , s ´ 1.

3.1.1 Order conditions:

For simplicity of notation, from now on, we assume that problem (3.1.1) is scalar, and
we employ the following notation:

Yn “ rYnissi“1
, F pYnq “ rfptni, Yniqssi“1

,

A “ raijssi,j“1
, B “ rbijssi,j“1

, R “ rrijssi,j“1
,



46 Exponentially fitted two-step peer methods for oscillatory problems

where A and B are full matrices and R is a lower triangular matrix. A compact
representation of the method (3.1.2) is as follows:

Yn “ B Yn´1 ` hAF pYn´1q ` hRF pYnq. (3.1.3)

The matrices of coefficients A, B, and R are constructed to achieve high order (uni-
formly for all components Yni) and good stability properties. We consider singly implicit
methods, i.e. the matrix R is lower triangular with rii “ γ ě 0 (when γ “ 0 we have
an explicit method). We recall that the method (3.1.2) has the order of consistency p if
∆ni “ Ophpq for i “ 1, . . . , s, where ∆ni is the residual obtained by inserting the exact
solution in the numerical scheme (3.1.2). Schmitt and Weiner in [266] have related this
property to the simplifying condition

ABpqq “ cmi ´
s
ÿ

j“1

bij pcj ´ 1qm ´ m

s
ÿ

j“1

aij pcj ´ 1qm´1 ´ m

i
ÿ

j“1

rij c
m´1

j “ 0,

m “ 0, . . . , q ´ 1, i “ 1, . . . , s

(3.1.4)

as follows:

Theorem 8. If ABpp`1q is verified, the implicit s-stage peer method (3.1.2) has order
of consistency p.

Corollary 3.1.1. The peer method (3.1.2) has order p ě s if

B 1 “ 1, (3.1.5a)

AV1D “ CV0 ´ B pC ´ IqV1 ´ RV0D, (3.1.5b)

where 1 “ r1, 1, . . . , 1sT , C “ diagpc1, . . . , csq, D “ diagp1, . . . , sq and

V0 “

»

—

–

1 c1 . . . cs´1

1

...
...

...
...

1 cs . . . cs´1
s

fi

ffi

fl
, V1 “

»

—

–

1 pc1 ´ 1q . . . pc1 ´ 1qs´1

...
...

...
...

1 pcs ´ 1q . . . pcs ´ 1qs´1

fi

ffi

fl
.

3.2 EF implicit peer methods

In order to construct EF-implicit peer methods we first of all consider the fitting space
as follows:

F “
 

1, t, t2, . . . , tK , e˘µt, t e˘µt, t2e˘µt, . . . , tP e˘µt
(

, (3.2.6)

where µ is a parameter characterizing the exact solution and it is real or imaginary, if the
exact solution belongs to the space spanned by hyperbolic functions or trigonometric
functions, respectively. Additionally, assume that K “ ´1 if there are no classical
components and P “ ´1, if there are not exponential fitting ones.
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We then define the linear operator as the residual obtained by inserting the exact
solution in the method (3.1.2) as follows:

Lirh,ws yptq “ ypt ` ci hq ´
s
ÿ

j“1

bij ypt ` pcj ´ 1qhq

´ h

s
ÿ

j“1

aij y
1pt ` pcj ´ 1qhq ´ h

i
ÿ

j“1

rij y
1pt ` cj hq, i “ 1, . . . , s,

(3.2.7)

where w contains the coefficients of the method. The method (3.1.2) is adapted to the
fitting space F if the difference operator (3.2.7) annihilates on these basis functions.
This procedure leads to a system having the coefficients of the method as unknowns,
because of the dependence of the difference operator on such coefficients. These basic
concepts have given raise to the six-step algorithm presented in [158] which we use
below for the construction of desidered adapted peer method (3.1.2).

Step 1

Here, by using the linear difference operator (3.2.7) associated to the implicit peer
method (3.1.2), we construct the dimensionless classic moments

L˚
imph,wq “ 1

hm
Lirh,wstm|t“0, i “ 1, . . . , s, (3.2.8)

which have the form:

L˚
imph,wq “ cmi ´

s
ÿ

j“1

bij pcj ´ 1qm ´ m

s
ÿ

j“1

aij pcj ´ 1qm´1 ´ m

i
ÿ

j“1

rij c
m´1

j ,

for i “ 1, . . . , s, m “ 0, 1, . . . ,M ´ 1.

(3.2.9)

Step 2

We now look for the maximum value M that ensures the compatibility of the system

L˚
imph,wq “ 0, i “ 1, . . . , s, m “ 0, 1, . . . ,M ´ 1, (3.2.10)

which is equivalent to annihilating the difference operator (3.2.7) on polynomials with
a degree less or equal to M ´ 1. This system corresponds to the simplifying condition
(3.1.4) with q “ M

ABpMq “ cmi ´
s
ÿ

j“1

bij pcj ´ 1qm ´ m

s
ÿ

j“1

aij pcj ´ 1qm´1

´ m

i
ÿ

j“1

rij c
m´1

j “ 0, i “ 1, . . . , s, m “ 0, . . . ,M ´ 1.

(3.2.11)

Therefore, we may construct an s-order peer method if M “ s` 1, due to the Theorem
15 and Corollary 3.1.1.
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Step 3

Annihilating the difference operator (3.2.7) on the functions tme˘µt is equivalent to
annihilating in ˘z the so-called dimensionless µ-moments of order m

E˚
impz,wq “ 1

hm
Lirh,wstmeµt|t“0, i “ 1, . . . , s, (3.2.12)

where z “ µh. We next exploit that the system

E˚
imp˘z,wq “ 0, m “ 0, 1, . . . , P, i “ 1, . . . , s,

is equivalent to the system

G
˘pmq
i pZ,wq “ 0, m “ 0, 1, . . . , P, i “ 1, . . . , s,

where Z “ z2 and G˘pmq
i pZ,wq are the G´functions at each stage i

G`
i pZ,wq “ E˚

i0pz, wq ` E˚
i0p´z, wq

2
, G´

i pZ,wq “ E˚
i0pz, wq ´ E˚

i0p´z, wq
2z

, (3.2.13)

for m “ 0 and the related derivatives for m ą 0. In the following theorem, we find an
explicit expression for the µ-moments of order m “ 0 on L.

Theorem 9. The µ-moments of order m “ 0 assume the following form:

E˚
i0pz,wq “ ezci ´

s
ÿ

j“1

bij e
z pcj´1q ´ z

s
ÿ

j“1

aij e
z pcj´1q

´ z

i
ÿ

j“1

rij e
z cj , i “ 1, . . . , s.

(3.2.14)

Proof. Applying (3.2.12) with m “ 0 and i “ 1, . . . , s, we obtain

E˚
i0pz,wq “ Lirh,wseµt|t“0 “ eµ pt`cihq ´

s
ÿ

j“1

bij e
µ pt`pcj´1qhq

´ h

s
ÿ

j“1

aij µ e
µ pt`pcj´1qhq ´ h

i
ÿ

j“1

rij µ e
µ pt`cjhq

ˇ

ˇ

ˇ

t“0

,

which leads to the thesis by replacing z “ µh and t “ 0.

For a simpler construction of G-functions, we employ the η-functions defined in [158]
and recalled in the Section 2.2.1 of Chapter 2. In the following theorem, we express the
G-functions and their derivatives in terms of the η-functions.
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Theorem 10. The G-functions and their derivatives assume the following expressions
for i “ 1, . . . , s:

G`
i pZ,wq “ η´1

`

c2iZ
˘

´
s
ÿ

j“1

bij η´1

`

pcj ´ 1q2Z
˘

´ Z

s
ÿ

j“1

aij pcj ´ 1q η0
`

pcj ´ 1q2Z
˘

´ Z

i
ÿ

j“1

rij cj η0
`

c2jZ
˘

(3.2.15)

G´
i pZ,wq “ ci η0

`

c2iZ
˘

´
s
ÿ

j“1

bij pcj ´ 1q η0
`

pcj ´ 1q2Z
˘

´
s
ÿ

j“1

aij η´1

`

pcj ´ 1q2Z
˘

´
i
ÿ

j“1

rij η´1

`

c2jZ
˘

,

(3.2.16)

G
`pmq
i pZ,wq “ c2mi

2m
ηm´1

`

c2iZ
˘

´
s
ÿ

j“1

bij
pcj ´ 1q2m

2m
ηm´1

`

pcj ´ 1q2Z
˘

´
s
ÿ

j“1

aij

„

m pcj ´ 1q2m´1

2m´1
ηm´1

`

pcj ´ 1q2Z
˘

` pcj ´ 1q2m`1

2m
Z ηm

`

pcj ´ 1q2Z
˘

ı

´
i
ÿ

j“1

rij

«

mc2m´1

j

2m´1
ηm´1

`

c2jZ
˘

`
c2m`1

j

2m
Zηm

`

c2jZ
˘

ff

,

m “ 1, . . . , P,

(3.2.17)

G
´pmq
i pZ,wq “ c2m`1

i

2m
ηm

`

c2iZ
˘

´
s
ÿ

j“1

bij
pcj ´ 1q2m`1

2m
ηm

`

pcj ´ 1q2Z
˘

´
s
ÿ

j“1

aij
pcj ´ 1q2m

2m
ηm´1

`

pcj ´ 1q2Z
˘

´
i
ÿ

j“1

rij
c2mj

2m
ηm´1

`

c2jZ
˘

, m “ 1, . . . , P.

(3.2.18)

Proof. From the defintion (3.2.13) of the G-functions and the expression of the µ-
moments E˚

i0 obtained in Theorem (9), we have

G`
i pZ,wq “ 1

2

`

ez ci ` e´z ci
˘

´ 1

2

s
ÿ

j“1

bij
`

ez pcj´1q ` e´z pcj´1q˘

´z

2

s
ÿ

j“1

aij
`

ez pcj´1q ´ e´z pcj´1q˘ ´ z

2

i
ÿ

j“1

rij
`

ez cj ´ e´z cj
˘

,

(3.2.19)
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which leads to Eq. (3.2.15) by evaluating functions η´1 and η0 in c2iZ and pcj ´ 1q2Z,
where Z “ z2.
Eq. (3.2.16) can be proved in a similar way.
We next derive function G`

i (3.2.15) taking into account the relation (2.2.17) among
the derivatives of η´functions, obtaining

G
`p1q
i pZ,wq “ c2i

2
η0
`

c2iZ
˘

´
s
ÿ

j“1

bij
pcj ´ 1q2

2
η0
`

pcj ´ 1q2Z
˘

´
s
ÿ

j“1

aij

„

pcj ´ 1q η0
`

pcj ´ 1q2Z
˘

` pcj ´ 1q3
2

Z η1
`

pcj ´ 1q2Z
˘



´
i
ÿ

j“1

rij

„

cj η0
`

c2jZ
˘

`
c3j

2
Z η1

`

c2jZ
˘



,

(3.2.20)

so Eq. (3.2.17) is proved for m “ 1. We get Eq. (3.2.17) for m ą 1 by induction.
On the other hand, the first derivative of G´

i (3.2.16) is

G
´p1q
i pZ,wq “ c3i

2
η1
`

c2iZ
˘

´
s
ÿ

j“1

bij
pcj ´ 1q3

2
η1
`

pcj ´ 1q2Z
˘

´
s
ÿ

j“1

aij
pcj ´ 1q2

2
η0
`

pcj ´ 1q2Z
˘

´
i
ÿ

j“1

rij
c2j

2
η0
`

c2jZ
˘

,

(3.2.21)

which leads to Eq. (3.2.18) for m ą 1 by induction.

Step 4

We construct the possible expressions for the fitting space (3.2.6) taking into account
that M “ s ` 1 and the self-consistency condition

K ` 2P “ M ´ 3 (3.2.22)

has to be verified. We observe that the number of stages s and the dimension M of
the system (3.2.10) are of different parities, so the the number K ` 1 “ s ´ 1 ´ 2P of
classic functions in the fitting space is odd or even, if s is even or odd, respectively.
For simplicity, we choose

• K “ 0 if s is even, so the fitting space is

F “
 

1, e˘µt, t e˘µt, t2 e˘µt, . . . , tP e˘µt
(

; (3.2.23)

• K “ ´1 if s is odd, so the fitting space is

F “
 

e˘µt, t e˘µt, t2 e˘µt, . . . , tP e˘µt
(

. (3.2.24)
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Step5

We obtain the coefficients of the EF peer method by solving the system:

L˚
imph,wq “ 0, i “ 1, . . . , s, m “ 0, . . . , K, (3.2.25a)

G
˘pmq
i pZ,wq “ 0, i “ 1, . . . , s, m “ 0, . . . , P. (3.2.25b)

Remark 1. For the afore-mentioned fitting spaces (3.2.23)-(3.2.24), the system (3.2.25a)-
(3.2.25b) becomes:

• if s is even

L˚
i0ph,wq “ 0, i “ 1, . . . , s (3.2.26a)

G
˘pmq
i pZ,wq “ 0, i “ 1, . . . , s, m “ 0, . . . , P, (3.2.26b)

where P “ s

2
´ 1, K “ 0 due to the self-consistency condition (3.2.22).

• if s is odd
G

˘pmq
i pZ,wq “ 0, i “ 1, . . . , s, m “ 0, . . . , P, (3.2.27)

where P “ s ´ 1

2
, K “ ´1 due to the self-consistency condition (3.2.22).

We recast such systems in order to drive the coefficients of exponentially fitted peer
methods.

Theorem 11. Assume s is even. The peer method (3.1.2) has order p “ s and is
adapted to the fitting space

F “
 

1, e˘µt, t e˘µt, t2e˘µt, . . . , t
s
2

´1e˘µt
(

,

if the coefficient matrices A and B satisfy

B 1 “ 1, (3.2.28a)

AD3 “ D1 ´ BD2 ´ RD4, (3.2.28b)

where 1 “ r1, 1, . . . , 1sT , and

D1 “

»

—

—

—

–

. . .
1

2i
c2i1 ηi´1

`

c21 Z
˘ 1

2i
c2i`1

1
ηi
`

c21 Z
˘

. . .

.

.

.

.

.

.

. . .
1

2i
c2is ηi´1

`

c2s Z
˘ 1

2i
c2i`1
s ηi

`

c2s Z
˘

. . .

fi

ffi

ffi

ffi

fl

,

D2 “

»

—

—

—

–

. . .
1

2i
ĉ2i1 ηi´1

`

ĉ21 Z
˘ 1

2i
ĉ2i`1

1
ηi
`

ĉ21 Z
˘

. . .

.

.

.

.

.

.

. . .
1

2i
ĉ2is ηi´1

`

ĉ2s Z
˘ 1

2i
ĉ2i`1
s ηi

`

ĉ2s Z
˘

. . .

fi

ffi

ffi

ffi

fl

, (3.2.29)
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D3 “

»

—

—

—

–

. . .
i

2i´1
ĉ2i´1

1
ηi´1

`

ĉ21 Z
˘

`
1

2i
ĉ2i`1

1
Zηi

`

ĉ21 Z
˘ 1

2i
ĉ2i1 ηi´1

`

ĉ21 Z
˘

. . .

.

.

.

. . .
i

2i´1
ĉ2i´1
s ηi´1

`

ĉ2s Z
˘

`
1

2i
ĉ2i`1
s Zηi

`

ĉ2s Z
˘ 1

2i
ĉ2is ηi´1

`

ĉ2s Z
˘

. . .

fi

ffi

ffi

ffi

fl

,

D4 “

»

—

—

—

–

. . .
i

2i´1
c2i´1

1
ηi´1

`

c21 Z
˘

`
1

2i
c2i`1

1
Zηi

`

c21 Z
˘ 1

2i
c2i1 ηi´1

`

c21 Z
˘

. . .

.

.

.

. . .
i

2i´1
c2i´1
s ηi´1

`

c2s Z
˘

`
1

2i
c2i`1
s Zηi

`

c2s Z
˘ 1

2i
c2is ηi´1

`

c2s Z
˘

. . .

fi

ffi

ffi

ffi

fl

.

with i “ 0, 1, ..., P and P “ s
2

´ 1. Moreover ĉj “ 1 ´ cj, j “ 0, 1, ..., s.

Proof. Annihilating the dimensionless classic moments of order m “ 0 in (3.2.26a) is
equivalent to solving the system

L˚
i0ph,wq “ 1 ´

s
ÿ

j“1

bij “ 0, i “ 1, . . . , s,

which can be recasted in a matrix form as follows

1 ´ B 1 “ 0, 0 “ p0, 0, . . . , 0qT .

Therefore, (3.2.28a) holds.
System (3.2.26b) for G`

i assumes the following expression:

G`
i pZ,wq “ η´1

`

c2iZ
˘

´
s
ÿ

j“1

bij η´1

`

pcj ´ 1q2Z
˘

´ Z

s
ÿ

j“1

aij pcj ´ 1q η0
`

pcj ´ 1q2Z
˘

´ Z

i
ÿ

j“1

rij cj η0
`

c2jZ
˘

“ 0, i “ 1, . . . , s,

(3.2.30)

which can be written in a compact form

θ´1, c ´ B θ´1, c´1 ´ Z A p Ĉ θ0, c´1 q ´ Z R pC θ0, cq “ 0, (3.2.31)

where C “ diagpc1, . . . , csq, Ĉ “ diagpc1 ´ 1, . . . , cs ´ 1q and the vector θσ,v associated
to a vector v of dimension s, is defined as follows

θσ,v “
“

ησ pv2
1
Zq, . . . , ησ pv2s Zq

‰

. (3.2.32)

On the other hand, system (3.2.26b) for G´
i can be recasted in

C θ0, c ´ B p Ĉ θ0, c´1 q ´ Aθ´1, c´1 ´ Rθ´1, c “ 0. (3.2.33)
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In a similar way, systems (3.2.26b) for G`pmq
i and G´pmq

i with m “ 1, . . . , P are respec-
tively equivalent to

1

2m
C2m θm´1, c ´ B

ˆ

1

2m
Ĉ2m θm´1, c´1

˙

´ A
´ m

2m´1
Ĉ2m´1 θm´1, c´1

` Z

2m
Ĉ2m`1θm,c´1 ´ R

ˆ

m

2m´1
C2m´1 θm´1, c ` Z

2m
C2m`1Zθm, c

˙

“ 0,

(3.2.34a)

1

2m

´

C2m`1θm,c ´ B
´

Ĉ2m`1θm,c´1

¯

´ A
´

Ĉ2mθm´1,c´1

¯

´ RC2mθm´1,c

¯

“ 0.

(3.2.34b)

We next construct the matrix D1 such that its first and second columns correspond
to the first vectors of the systems (3.2.31) and (3.2.33), respectively. Then the other
columns are the first vectors of the system (3.2.34a) and (3.2.34b), alternatively.
We construct the remaining matrices Dk, k “ 2, 3, 4 in (3.2.28b) by considering them
as columns the vectors multiplying B, A and R, respectively, in equations (3.2.31)–
(3.2.34b). Then, system (3.2.31)–(3.2.34b) is equivalent to equation (3.2.28b).

In similar way, in case of odd number of stages we have the following theorem:

Theorem 12. Assume s is odd. The peer method (3.1.2) has order p “ s and is adapted
to the fitting space

F “
!

e˘µt, t e˘µt, t2e˘µt, . . . , t
s´1

2 e˘µt
)

,

if the coefficient matrices A and B satisfy

B θ´1, c´1 “ θ´1, c ´ Z A p Ĉ θ0, c´1 q ´ Z R pC θ0, cq, (3.2.35a)

AF3 “ F1 ´ B F2 ´ RF4, (3.2.35b)

where θσ,v are defined in (3.2.32) and Fk for k “ 1, 2, 3, 4 are obtained by deleting the
first column to the matrices Dk defined in Theorem 11 (when s odd, P “ s´1

2
and Dk

have dimensions s ˆ ps ` 1q) .

Step 6

We compute the leading term of the local truncation error at each stage, as follows:

plteef qi “ p´1qP`1hs`1
L˚

i,K`1
ph,wq

pK ` 1q!ZP`1
DK`1pD2 ´ µ2qP`1yptq, i “ 1, . . . , s, (3.2.36)

where we denote D the derivative with respect to time.
As before, we choose K “ 0 and K “ ´1 for s even or odd, respectively. In these cases,
the afore-mentioned leading term assumes the following expressions:
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• if s is even

plteef qi “
p´1q s

2 hs`1

Z
s
2

˜

ci ´
s
ÿ

j“1

bij pcj ´ 1q ´
s
ÿ

j“1

aij ´
i
ÿ

j“1

rij

¸

DpD2 ´ µ2q s
2yptq, (3.2.37)

• if s is odd

plteef qi “ p´1q s`1

2 hs`1

Z
s`1

2

˜

1 ´
s
ÿ

j“1

bij

¸

pD2 ´ µ2q s`1

2 yptq. (3.2.38)

3.3 Derivation of EF implicit peer method

In order to derive EF implicit peer method which can efficiently integrate stiff problems,
we will determine the coefficients A “ ApZq, B “ BpZq and R “ RpZq by satisfying
the order conditions of Theorems 11 and 12, and we will verify that, when Z Ñ 0,
they tend to classical implicit peer methods derived by Soleimani et al. in [286]. The
following theorems describe the derivation of such coefficients.

Lemma 3.3.1. Let u P R
s and H “ p0 | uq P R

sˆs with 0 P R
sˆs´1 having all null

entries. Then
Hθ´1, c´1 “ u,

and
HF2 “ 0,

where the vector θ´1, c´1 is defined in (3.2.32) and F2 is defined in Theorem 11.

Proof. From (3.2.32), by exploiting:

hij “
"

0 j ă s,

ui j “ s,

and cs “ 1, η´1p0q “ 1, we get

pHθ´1,c´1qi “
s
ÿ

j“1

hijη´1ppcj ´ 1q2Zq “ hisη´1ppcs ´ 1q2Zq “ ui. (3.3.39)

Moreover as the last row of matrix F2 is zero (compare (3.2.29) and remind that F2 is
obtained from D2 by deleting the first column) we have

pHF2qij “
s
ÿ

k“1

hikpF2qkj “ hispF2qsj “ 0,

which completes the proof.
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Let B̄ be a constant matrix satisfying the order condition (3.1.5a) associated to
classical peer methods.

Theorem 13. Assume s is even and the matrix D3 defined in Theorem 11 is invertible.
Then the EF peer method having coefficients

B “ B̄ (3.3.40a)

A “ pD1 ´ B̄ D2 ´ RD4qD´1

3
, (3.3.40b)

has order p “ s and is adapted to fitting space

F “
 

1, e˘µt, t e˘µt, t2 e˘µt, . . . , t
s
2

´1 e˘µt
(

. (3.3.41)

Proof. It is immediate to verify the order conditions (3.2.28a)-(3.2.28b).

Theorem 14. Assume s is odd and the matrix F3 defined in Theorem 12 is invertible.
Consider the EF peer method having coefficients

B “ B̄ ` H1 ´ ZAH2 ´ ZRH3, (3.3.42a)

A “ rF1 ´ B̄F2 ´ RF4sF´1

3
, (3.3.42b)

where

H1 “ p0 | θ´1, c ´ B̄θ´1, c´1q, H2 “ p0 | Ĉ θ0, c´1q, H3 “ p0 |C θ0, cq P R
sˆ s,

and Fi are defined in Theorem 12.
The above EF peer method has order p “ s and is adapted to the fitting space

F “
!

e˘µt, t e˘µt, t2 e˘µt, . . . , t
s´1

2 e˘µt
)

. (3.3.43)

Proof. In order to verify order condition (3.2.35a) we compute, by exploiting Lemma
3.3.1,

Bθ´1,c´1 “ pB̄ ` H1 ´ ZAH2 ´ ZRH3qθ´1,c´1 “ θ´1,c ´ ZAĈθ0,c´1 ´ ZRCθ0,c,

which corresponds to order condition (3.2.35a).
By substituting the matrix B (3.3.42a) into condition (3.2.35b), we find that it is
equivalent to

A “ rF1 ´ pB̄ ` H1qF2 ´ RpF4 ´ ZH3F2qspF3 ´ ZH2F2q´1. (3.3.44)

Then, from Lemma 3.3.1 we have H1F2 “ H3F2 “ H2F2 “ 0 and the proof is completed.
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3.3.1 Examples of methods with s “ 2

By refering to Section 3.2, in this case K “ 0 and P “ 0. We fix c1 “ 0, c2 “ 1,

B̄ “
„

0 1

0 1



(3.3.45)

satisfying (3.1.5a), R having lower triangular structure with r11 “ r22 “ γ and derive
the matrices A and B according to Theorem 13.
Then we get that the EF peer method with coefficients

c “
„

0

1



, B “
„

0 1

0 1



, R “
„

γ 0

r21 γ



, (3.3.46a)

A “
«

0 ´γ
1´η´1pZq
Zη0pZq ` γ

η´1pZq
Zη0pZqpη0pZq ´ 1 ´ r21 ´ γpZη0pZq ´ η´1pZqqq ` η0pZq ´ 1 ´ r21

ff

(3.3.46b)

has order p “ 2 and is adapted to the fitting space
 

1, e˘µt
(

.

As a matter of fact B satisfies (3.3.40a) of Theorem 13 and from c1 “ 0, c2 “ 1, we
have ĉ1 “ ´1, ĉ2 “ 0 and

D1 “
„

1 0

η´1pZq η0pZq



, D2 “
„

η´1pZq ´η0pZq
1 0



,

D3 “
„

´Zη0pZq η´1pZq
0 1



, D4 “
„

0 1

Zη0pZq η´1pZq



.

If D3 is invertible, we can compute the matrix A. Now, we compute determinant of D3

in both trigonometric and hyperbolic cases.

Trigonometric case: Z “ ´ω2h2

Det pD3q “ ´Zη0pZq “ ´ωhsinpωhq.

Therefore the matrix D3 is invertible, when h ‰ kπ
ω
, k P N.

Hyperbolic case: Z “ µ2h2, µ P R

Det pD3q “ µhsinhpµhq.

Therefore the matrix D3 is invertible @h ą 0.

Then from (3.3.40b) of Theorem 13 the expression of A follows.
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The corresponding classic peer method is obtained in the limit as Z Ñ 0 and has
coefficients:

c “
„

0

1



, B “
„

0 1

0 1



, R “
„

γ 0

r21 γ



, (3.3.47a)

A “
„

0 ´γ
γ ´r21



. (3.3.47b)

3.3.2 Examples of methods with s “ 3

Due to Section 3.2, in this case, K “ ´1 and P “ 1. We set c, B̄ and R from paper
[286] in order to have an A-stable method in the limit when Z Ñ 0 and derive matrices
B and A from Theorem 14.
Then, for example, the EF peer method with coefficients

c “

¨

˝

8.170765826910428900e ´ 01

6.112848743494372300e ´ 01

1.000000000000000000e ` 00

˛

‚, (3.3.48)

R “

¨

˝

`3.32082968680e ´ 01 0 0

´4.64383283259e ´ 02 3.32082968680e ´ 01 0

´6.03010600818e ´ 01 1.08071195621e ` 00 3.32082968680e ´ 01

˛

‚,

(3.3.49)

B “ r0 |0 | v1 ´ B̄v0 ´ ZAv2 ´ ZRv3s, A “ rF1 ´ B̄F2 ´ RF4sF´1

3
, (3.3.50)

where 0 “ r0, 0, 0sT ,

B̄ “

¨

˝

4.49089617867e ´ 01, ´6.61026939991e ´ 01 1.21193732212e ` 00

3.05103275940e ´ 01 ´4.49089617867e ´ 01 1.14398634192e ` 00

0 0 1

˛

‚,

(3.3.51)

v0 “

»

–

η´1pĉ2
1
Zq

η´1pĉ2
2
Zq

1

fi

fl , v1 “

»

–

η´1pc21Zq
η´1pc22Zq
η´1pZq

fi

fl ,

v2 “

»

–

ĉ1η0pĉ21pZqq
ĉ2η0pĉ22pZqq

0

fi

fl , v3 “

»

–

c1η0pc21pZqq
c2η0pc22pZqq
η0pZq

fi

fl ,

F1 “

»

–

c1η0pc21pZqq 1

2
c2
1
η0pc21pZqq 1

2
c3
1
η0pc21pZqq

c2η0pc22pZqq 1

2
c2
2
η0pc22pZqq 1

2
c3
2
η0pc22pZqq

η0pZq 1

2
η0pZq 1

2
η1pZq

fi

fl ,

F2 “

»

–

ĉ1η0pĉ21pZqq 1

2
ĉ2
1
η0pĉ21pZqq 1

2
ĉ3
1
η0pĉ21pZqq

ĉ2η0pĉ22pZqq 1

2
ĉ2
2
η0pĉ22pZqq 1

2
ĉ3
2
η0pĉ22pZqq

0 0 0

fi

fl ,
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F3 “

»

—

–

η´1pĉ21pZqq ĉ2
1
η0pĉ21pZqq ` ĉ3

1
Z

2
η1pĉ21pZqq 1

2
ĉ2
1
η0pĉ21pZqq

η´1pĉ22pZqq ĉ2
2
η0pĉ22pZqq ` ĉ3

2
Z

2
η1pĉ22pZqq 1

2
ĉ2
2
η0pĉ22pZqq

1 0 0

fi

ffi

fl
,

F4 “

»

—

–

1 0 0

η´1pc22pZqq c2
2
η0pc22pZqq ` c3

2
Z

2
η1pc22pZqq 1

2
c2
2
η0pc22pZqq

η´1pc23pZqq c2
3
η0pc23pZqq ` c3

3
Z

2
η1pc23pZqq 1

2
c2
3
η0pc23pZqq

fi

ffi

fl
,

has order p “ 3 and is adapted to the fitting space
 

e˘µt, te˘µt
(

.

We note that the expression of B follows from

H1 “ r0 |0 | v1 ´ B̄v0s, H2 “ r0 |0 | v2s, H3 “ r0 |0 | v3s,

and condition (3.3.42a).

If F3 is invertible, we can compute the matrix A. Now, we compute determinant
of F3 in both trigonometric and hyperbolic cases.

F3 “

»

–

η´1pZq ´η0pZq ´ Z
2
η1pZq 1

2
η0pZq

η´1pZ
4

q ´1

2
η0pZ

4
q ´ Z

16
η1pZ

4
q 1

8
η0pZ

4
q

1 0 0

fi

fl ,

Det pF3q “ 1

32

ˆ

4η0p
Z

4
qη0pZq ´ 2Zη0p

Z

4
qη1pZq ` Zη1p

Z

4
qη0pZq

˙

.

Trigonometric case: Z “ ´ω2h2

Therefore the matrix F3 is invertible, when

2ωh sinpωh
2

q ` cospωh
2

q ´ cosp3ωh
2

q ‰ 0,

this means that h ‰ 2π
ω
.

Hyperbolic case: Z “ µ2h2

Therefore the matrix F3 is invertible, when

2µh sinhpµh
2

q ` coshpµh
2

q ´ coshp3µh
2

q ‰ 0,
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this means that the matrix F3 is invertible @h ą 0.

The corresponding classic peer method is obtained in the limit as Z Ñ 0 and has
coefficients:

A “

¨

˝

2.9548e -01 ´ 4.0890e -01 4.2361e -01
1.4466e -01 ´ 1.9826e -01 2.6048e -01
1.1464e -15 ´ 2.5388e -16 1.9022e -01

˛

‚, B “ B̄, (3.3.52)

and c, R given by (3.3.48) and (3.3.49), respectively.

3.4 Numerical experiments

In this section, we present some numerical results obtained first of all by comparing
the derived implicit EF peer methods with their classic counterparts. We moreover
show the improvement concerning explicit EF peer method of [73] on stiff problems.
Finally, we compare EF Runge-Kutta methods derived in [301] and EF linear multistep
methods presented in [157].

The tables will report the error computed as the infinite norm of the difference
between the numerical solution and the exact solution at the end point. Moreover, we
will adopt the following notation to indicate the used numerical method:

• CL = classic,

• EF = exponentially fitted,

• EX P2 = explicit peer method of order 2 from [73],

• EX P3 = explicit peer method of order 3 from [73],

• IM P2 = implicit peer method of order 2 from Section 3.3.1 with r21 “ 0 and
γ “ ´1,

• IM P3 = implicit peer method of order 3 from Section 3.3.2,

• RK3 = Runge-Kutta method of order 3 from [301],

• LMM3 = linear multistep method of order 3 from [157].

Example 1. Let us consider the Prothero-Robinson problem [134]

y1ptq “ λ p yptq ´ sinpω t ` tq q ` pω ` 1q cospω t ` tq, t P
”

0,
π

2

ı

,

yp0q “ 0,
(3.4.53)
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whose exact solution is

yptq “ sinpω t ` tq “ sinpω tq cosptq ` cospω tq sinptq.

The oscillating behavior of the exact solution leads us to utilize the EF methods with
the parameter µ “ iω, Z “ ´ω2h2.
We consider two cases:

• λ “ ´1 (non stiff case)

• λ “ ´10´6 (stiff case)

First of all, we consider λ “ ´1. The results reported in Table 3.1 show that EF implicit
peer methods produce smaller errors than their classic counterparts. The improvement is
much more visible as the frequency ω increases. We report in Table 3.2 the corresponding
results obtained by explicit EF peer methods of [73]. We note that for s “ 2, the methods
have the same behavior in accuracy, while for s “ 3 implicit method is more accurate.
We report in Table 3.3 the estimated order of EF peer method, computed as:

pphq « log2

ˆ

Ephq
Eph{2q

˙

, (3.4.54)

where Ephq and Eph{2q are the errors with a stepsize h and h{2, respectively. We notice
that for s “ 2 the implicit EF peer method shows effective order 2, as in the explicit case
[73]. As regards s “ 3, we notice superconvergent behavior with order p “ s ` 1 “ 4.
This can be motivated because the classic coefficients (3.3.52) taken from [286] were
derived by imposing superconvergence.

N

Methods ω 160 320 640

CL IM P2 50 1.53e ´ 01 3.78e ´ 02 9.33e ´ 03

EF IM P2 50 5.68e ´ 03 1.45e ´ 03 3.62e ´ 04

CL IM P3 50 4.16e ´ 05 2.44e ´ 06 1.45e ´ 07

EF IM P3 50 7.65e ´ 08 3.41e ´ 09 2.02e ´ 10

CL IM P2 100 4.39e ´ 01 1.31e ´ 01 3.45e ´ 02

EF IM P2 100 8.25e ´ 03 2.53e ´ 03 6.77e ´ 04

CL IM P3 100 4.98e ´ 04 3.31e ´ 05 2.16e ´ 06

EF IM P3 100 2.33e ´ 07 1.10e ´ 08 4.77e ´ 09

Table 3.1: Errors of the implicit peer methods on problem (3.4.53) with λ “ ´1, N grid
points and different values for the frequency ω, Example 1.
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N

Methods ω 160 320 640

CL EX P2 50 1.05e ´ 01 2.65e ´ 02 6.60e ´ 03

EF EX P2 50 4.10e ´ 03 1.00e ´ 03 2.57e ´ 04

CL EX P3 50 1.10e ´ 02 9.42e ´ 04 8.98e ´ 05

EF EX P3 50 1.07e ´ 05 1.26e ´ 06 1.33e ´ 7

CL EX P2 100 3.02e ´ 01 9.33e ´ 02 2.47e ´ 02

EF EX P2 100 5.30e ´ 03 1.80e ´ 03 4.86e ´ 04

CL EX P3 100 6.92e ´ 02 2.40e ´ 03 1.22e ´ 04

EF EX P3 100 3.08e ´ 05 2.30e ´ 06 1.58e ´ 08

Table 3.2: Errors of the explicit peer methods on problem (3.4.53) with λ “ ´1, N grid
points and different values for the frequency ω, Example 1.

N EF IM P2 EF IM P3

160 1.73 4.40

320 1.97 4.48

640 2.00 4.07

Table 3.3: Estimated order of the implicit EF peer methods on problem (3.4.53) with λ “ ´1,
ω “ 50, Example 1.

We now consider the case in which the oscillatory frequency ω is not known ex-
actly. Therefore by denoting with δ the relative error on the frequency, we employ the
EF peer methods whose coefficients are computed in correspondence of a perturbed
frequency ω̃ “ p1 ` δqω. We report in Tables 3.4 and 3.5 the results obtained with
implicit and explicit EF peer methods, respectively. The results shows that an accu-
rate computation of the frequency is a crucial point. However it is not a dramatic
situation as the error of EF peer methods keeps smaller than that of the correspond-
ing classic counterparts and, for increasing δ, it approaches the error of classic methods.
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N

Methods 160 320 640

CL IM P3 4.16e ´ 5 2.43e ´ 6 1.45e ´ 7

EF IM P3 δ “ 0.3 2.17e ´ 05 1.09e ´ 06 6.09e ´ 08

EF IM P3 δ “ 0.1 1.37e ´ 6 7.33e ´ 8 4.34e ´ 9

EF IM P3 δ “ 0 7.64e ´ 8 3.41e ´ 9 2.01e ´ 10

Table 3.4: Errors of implicit peer method of order 3 on problem (3.4.53) with λ “ ´1 and
perturbed frequency ω̃ “ p1 ` δqω, ω “ 50, Example 1.

N

Methods 160 320 640

CL EX P3 1.09e ´ 02 9.42e ´ 04 8.98e ´ 05

EF EX P3 δ “ 0.3 2.13e ´ 03 2.68e ´ 04 3.30e ´ 05

EF EX P3 δ “ 0.1 1.70e ´ 04 2.11e ´ 05 2.32e ´ 06

EF EX P3 δ “ 0 1.07e ´ 05 1.26e ´ 06 1.33e ´ 07

Table 3.5: Errors of explicit peer method of order 3 [73] on problem (3.4.53) with λ “ ´1

and perturbed frequency ω̃ “ p1 ` δqω, ω “ 50, Example 1.

We now consider λ “ ´106. As in the non stiff case, Table 3.6 shows as the EF
peer method produces smaller errors with respect to classic one. We do not report
results for explicit methods because for λ “ ´106 they are unstable. Table 3.7 shows
the estimated order. In Table 3.8 we report the results obtained in correspondence of
“wrong" frequency ω̃ “ p1 ` δqω, showing a similar behavior as in the nonstiff case.

N

Methods 160 320 640

CL IM P2 2.17e ´ 6 2.16e ´ 7 2.55e ´ 8

EF IM P2 6.01e ´ 8 7.74e ´ 9 9.73e ´ 10

CL IM P3 1.79e ´ 7 2.51e ´ 8 3.22e ´ 9

EF IM P3 2.42e ´ 10 3.48e ´ 11 4.88e ´ 12

Table 3.6: Errors of the implicit peer methods on problem (3.4.53) with λ “ ´10
6, N grid

points and ω “ 50, Example 1.
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N EF IM P2 EF IM P3

320 2.95 2.79

640 2.99 2.83

1280 3.00 3.13

Table 3.7: Estimated order of implicit EF peer methods on problem (3.4.53) with λ “ ´10
6,

ω “ 50, Example 1.

N

Methods 160 320 640

CL IM P3 1.79e ´ 07 2.52e ´ 08 3.22e ´ 09

EF IM P3 δ “ 0.3 8.91e ´ 06 8.48e ´ 09 1.19e ´ 09

EF IM P3 δ “ 0.1 4.06e ´ 09 6.02e ´ 10 8.26e ´ 11

EF IM P3 δ “ 0 2.42e ´ 10 3.48e ´ 11 4.88e ´ 12

Table 3.8: Errors of implicit peer method of order 3 on problem (3.4.53) with λ “ ´10
6 and

perturbed frequency ω̃ “ p1 ` δqω, ω “ 50, Example 1.

Example 2. Let us consider the system of two equations known as Lambert equations
[180]:

y
1

1
“ ´2y1 ` y2 ` 2 sinpωtq, t P r0, 10s ,

y
1

2
“ ´pβ ` 2qy1 ` pβ ` 1qpy2 ` sinpωtq ´ cospωtqq,

(3.4.55)

with the initial conditions y1p0q “ 2 and y2p0q “ 3.
The exact solutions of this system are y1ptq “ 2 expp´tq`sinpωtq and y2ptq “ 2 expp´tq`
cospωtq and are β-independent.

We consider the two cases:

• β “ ´3 (non stiff case)

• β “ ´1000 (stiff case)

Lambert’s system has been employed in [157, 180, 301]. In [301], Vanden Berghe et. al
used EF Runge–Kutta methods for Lambert’s system. In [157], Ixaru et. al proposed
EF linear multistep algorithms for this system.
According to the exact solution, we consider EF methods with µ “ iω, Z “ ´ω2h2.
We report in Table 3.9 and 3.10 the errors obtained in correspondence of ω “ 1 with
β “ ´3 and β “ ´1000, respectively. In both cases, we observe that EF peer methods
produce smaller errors with respect to classic ones.
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Methods h “ 0.1 h “ 0.05 h “ 0.025

CL IM P2 3.62e ´ 03 8.97e ´ 04 2.24e ´ 04

EF IM P2 1.04e ´ 05 2.66e ´ 06 6.65e ´ 07

CL IM P3 2.43e ´ 07 1.57e ´ 08 9.97e ´ 10

EF IM P3 1.24e ´ 09 6.95e ´ 11 9.62e ´ 12

Table 3.9: Errors of the implicit peer methods on problem (3.4.55) with ω “ 1, β “ ´3 and
stepsize h, Example 2.

Methods h “ 0.1 h “ 0.05 h “ 0.025

CL IM P2 3.62e ´ 03 8.97e ´ 04 2.24e ´ 04

EF IM P2 1.04e ´ 05 2.66e ´ 06 6.65e ´ 07

CL IM P3 2.43e ´ 07 1.57e ´ 08 9.97e ´ 10

EF IM P3 1.24e ´ 09 6.95e ´ 11 9.62e ´ 12

Table 3.10: Errors of the implicit peer methods on problem (3.4.55) with ω “ 1, β “ ´1000

and stepsize h, Example 2.

In addition, for β “ ´1000, Tables 3.11 and 3.12 provide a comparison between the
our obtained results and those reported in Refs.[156, 301]. From these Tables we realize
that errors of implicit EF peer methods are smaller with respect to Runge-Kutta and
linear multistep methods of the same order.

Methods h “ 0.1 h “ 0.05 h “ 0.025

CL RK3 1.92e ´ 04 1.68e ´ 04 1.19e ´ 05

EF RK3 6.03e ´ 06 6.66e ´ 07 8.00e ´ 08

Table 3.11: Errors of Runge–Kutta methods [301] on problem (3.4.55) with ω “ 1, β “ ´1000

and stepsize h, Example 2.
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Methods h “ 0.1 h “ 0.05 h “ 0.025

CL LMS3 2.25e ´ 03 5.70e ´ 04 1.43e ´ 04

EF LMS3 2.41e ´ 04 2.36e ´ 05 2.52e ´ 06

Table 3.12: Errors of the linear multistep methods [157] on problem (3.4.55) with ω “ 1, β “
´1000 and stepsize h, Example 2.

3.5 Conclusion

In this chapter, implicit EF peer methods have been introduced for the numerical
solution of ordinary differential equations exhibiting an oscillatory solution. A general
class of implicit EF peer methods was derived by following the six-step procedure
presented in [158]. The adopted strategy is based on adapting already existing methods
in order to be exact (within round-off error) on trigonometric or hyperbolic functions.
In the sixth step procedure, we have computed the expression of the leading term of the
local truncation error, which may lead to an estimate of the parameter characterizing
the basis functions, as shown in Chapter 5. Numerical experiments have confirmed the
effectiveness of the approach.





Chapter 4

Exponentially fitted IMEX peer
methods for an advection-diffusion
problem

Advection-diffusion equations are used to model a wide range of engineering and in-
dustrial applications [282], as well as many problems in physics, chemistry, and other
areas of science. For example, they are used to model the dispersion of solutes in the
liquid flowing through a tube [13], the dispersion of detectors in a porous media [114],
the dispersion of groundwater soluble salts [130], the heat transfer in a discharge film
[152], the transfer of water in the soil [234], the dispersion of pollutants in shallow lakes
[260] and long-term transfer of pollutants into the atmosphere [331].

IMEX methods are widely used strategies for problems characterized by the sum of
two terms: a stiff term and a non-stiff one. IMEX methods aim to treat the stiff part
by implicit methods so that the stepsize is not constrained by stability requirements
and the non-stiff part by explicit methods due to their low cost per step. The literature
is rich in contributions in the field of IMEX numerical methods, see [15, 33, 122, 123]
for IMEX Runge-Kutta methods, [14, 103, 116, 147, 255] for IMEX linear multistep
methods [35, 45, 166, 329] for IMEX general linear methods, [330] for IMEX two-step
Runge-Kutta methods and [306] for IMEX Galerkin methods.

In the paper [287], IMEX peer methods based on implicit peer methods for the
stiff part [286] and explicit peer methods for the non-stiff part [314] were derived.
For more knowledge on the properties of implicit and explicit peer methods, refer to
[25, 26, 120, 242, 269, 271] and [314, 315], respectively.

When the solution of advection-diffusion problems has a high oscillatory behavior
both in space and in time, classical methods can require a very small stepsize to ac-
curately follow the oscillating behavior of the exact solution because they are based
on general-purpose formulas constructed to be exact on polynomials up to a certain

67
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degree (within round off error). As we concentrate on systems with an exact oscillating
solution, fitting formulae developed to be accurate on other functions than polynomi-
als can be used more conveniently and the basic functions usually belong to a finite
dimensional fitting space, as shown in Chapters 2, 3.

The fitting space is chosen based on the apriori known exact solution information
and, as a direct result of that choice, the basic functions typically rely on solution related
parameters ( e.g., oscillation frequency for oscillatory problems) . As a consequence,
selecting an appropriate fitting space and correctly estimating the unknown parameters
are the critical challenges associated with appropriate EF methods [92, 91, 102].

This chapter aims to derive EF IMEX peer methods for the numerical solution of
ODEs that exhibit oscillatory solutions. This is achieved by combining the EF im-
plicit peer methods introduced in [80] and explicit peer methods [73]. The derived
methods will then be applied to the numerical solution of advection-diffusion problems
[59, 189, 203, 316] after a spatial semi-discretization using EF finite differences. The
chapter will also present the stability properties of the proposed methods and present
numerical experiments to demonstrate their effectiveness.

Section 4.1 of the chapter discusses the concept of s-stage partitioned peer methods
and the order conditions associated with them. These methods are based on splitting
the ODE into two parts, the stiff and the non-stiff parts, and handling them separately.
The implicit EF peer method is used for the stiff part, while the explicit EF peer
method is used for the non-stiff part. This results in a more efficient and accurate
numerical solution for ODEs with oscillatory solutions. In Section 4.3, the chapter
focuses on applying these methods to advection-diffusion problems. Advection-diffusion
problems are a class of problems that arise in various fields of science and engineering,
including fluid dynamics and heat transfer. The chapter discusses the use of IMEX
EF peer methods in space and time for the numerical solution of advection-diffusion
problems after a spatial semi-discretization using EF finite differences. In Section 4.4,
the stability properties of the proposed methods are analyzed and discussed in detail.
This is an essential aspect of numerical methods, as stability ensures that the numerical
solution remains consistent and accurate over time. Finally, in Section 4.5, the results
of numerical experiments are presented and discussed, demonstrating the proposed
methods’ effectiveness and efficiency. The chapter concludes in Section 4.6 with a
summary of the results and conclusions.

4.1 EF IMEX peer methods for ODEs

In many engineering and science problems, the right side is naturally split into two
parts, one non-stiff and one stiff. For such systems IMEX methods involves implicit
methods for the stiff part and explicit methods for the non-stiff part [15, 14, 306].
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It is possible to write such systems in the following form:

y1ptq “ fpt, yptqq ` gpt, yptqq, ypt0q “ y0 P Rd, t P rt0, T s, (4.1.1)

where f, g : R ˆ Rd Ñ Rd are sufficiently smooth to ensure the solution exists and is
unique. In addition, fpt, yptqq depicts the stiff diffusion term and gpt, yptqq specifies the
non-stiff advection term.

4.1.1 Partitioned peer methods

System (4.1.1) can be transformed into a partitioned system of the form [287]:

z
1 “

ˆ

u
1

v
1

˙

“
ˆ

f̃pt, u, vq
g̃pt, u, vq

˙

, (4.1.2)

by setting y “ u ` v, u1 “ f̃pt, u, vq “ fpt, u ` vq, v1 “ g̃pt, u, vq “ gpt, u ` vq and

z “
ˆ

u

v

˙

.

Here u
1 “ f is the stiff part and will be treated by implicit peer methods and v

1 “ g

shows the non-stiff part and will be treated by explicit peer methods.

We assume that for each stepsize h ą 0 there exists a starting procedure for approx-
imating the solution at the grid points the internal t0,i “ t0 ` ci h, i “ 1, . . . , s. The
following expression is used for a s-stage two step partitioned peer method with fixed
step-size h:

Uni “ řs

j“1
bij Un´1,j ` h

řs

j“1
aij f̃ptn´1,j, Un´1,j, Vn´1,jq

`hři

j“1
rij f̃ptnj, Unj, Vnjq,

Vni “ řs

j“1
b̂ij Vn´1,j ` h

řs

j“1
âij g̃ptn´1,j, Un´1,j, Vn´1,jq

`hři´1

j“1
r̂ij g̃ptnj, Unj, Vnjq,

(4.1.3)

where

Uni « uptniq, Vni « vptniq, tni “ tn ` ci h, i “ 1, . . . , s.

No extraordinary numerical solution is determined with distinct features: for peer meth-
ods cs “ 1 and select the other nodes such that ci ă 1 for i “ 1, . . . , s ´ 1.
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We define the vectors and matrices

Un “ rUnissi“1
, F pUn, Vnq “

”

f̃ptni, Uni, Vniq
ıs

i“1

, A “ raijssi,j“1
,

B “ rbijssi,j“1
, R “ rrijssi,j“1

,

Vn “ rVnissi“1
, GpUn, Vnq “ rg̃ptni, Uni, Vniqssi“1

, Â “ râijssi,j“1
,

B̂ “
”

b̂ij

ıs

i,j“1

, R̂ “ rr̂ijssi,j“1
,

where A, Â, B and B̂ are full matrices, R is a lower triangular matrix and R̂ is a strictly
lower triangular matrix. Method (4.1.3) can be then written in the compact form

Un “ pB b IdqUn´1 ` h pA b IdqF pUn´1, Vn´1q ` h pR b IdqF pUn, Vnq,

Vn “ pB̂ b IdqVn´1 ` h pÂ b IdqGpUn´1, Vn´1q ` h pR̂ b IdqGpUn, Vnq,
(4.1.4)

where Id is the identity matrix of dimension d. The coefficient matrices A, B, R, Â,
B̂ and R̂ are determined to achieve high order (uniform for all components Un and Vn)
together with good stability properties.

We recall that the method (4.1.4) has consistency order p if ∆n “
ˆ

Ophp`1q
Ophp`1q

˙

,

where ∆n denotes the residuals of the stiff and of the non-stiff part which are obtained
by inserting the exact solutions in the numerical method (4.1.4). The following Theorem
summarizes the order conditions.

Theorem 15. [287] If the coeffiicients of the partitioned peer method (4.1.4) satisfy
the conditions

ABipmq “ ÂBipmq “ 0, m “ 0, . . . , p, i “ 1, . . . , s

with

ABipmq “ cmi ´
s
ÿ

j“1

bij pcj ´ 1qm ´ m

s
ÿ

j“1

aij pcj ´ 1qm´1 ´ m

i
ÿ

j“1

rij c
m´1

j , (4.1.5)

ÂBipmq “ cmi ´
s
ÿ

j“1

b̂ij pcj ´ 1qm ´ m

s
ÿ

j“1

âij pcj ´ 1qm´1 ´ m

i´1
ÿ

j“1

r̂ij c
m´1

j , (4.1.6)

then the s-stage partitioned peer method (4.1.4) has order of consistency p.

Corollary 4.1.1. The partitioned peer method (4.1.4) has order p ě s if

B 1 “ B̂ 1 “ 1, (4.1.7a)

AV1D “ CV0 ´ B pC ´ IsqV1 ´ RV0D, (4.1.7b)

ÂV1D “ CV0 ´ B̂ pC ´ IsqV1 ´ R̂V0D, (4.1.7c)
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where 1 “ r1, 1, ..., 1sT , C “ diagpc1, . . . , csq, D “ diagp1, . . . , sq and

V0 “

»

—

–

1 c1 . . . cs´1

1

...
...

...
...

1 cs . . . cs´1
s

fi

ffi

fl
, V1 “

»

—

–

1 pc1 ´ 1q . . . pc1 ´ 1qs´1

...
...

...
...

1 pcs ´ 1q . . . pcs ´ 1qs´1

fi

ffi

fl
. (4.1.8)

4.1.2 EF IMEX peer methods

In order to construct EF IMEX peer methods let us to introduce the linear difference
operators

Lirh,ws uptq
“ upt ` ci hq ´ řs

j“1
bij upt ` pcj ´ 1qhq ´ h

řs

j“1
aij u

1pt ` pcj ´ 1qhq

´hři

j“1
rij u

1pt ` cj hq, i “ 1, . . . , s,

(4.1.9)

Lirh, ŵs vptq
“ vpt ` ci hq ´ řs

j“1
b̂ij vpt ` pcj ´ 1qhq ´ h

řs

j“1
âij v

1pt ` pcj ´ 1qhq

´hři´1

j“1
r̂ij v

1pt ` cj hq, i “ 1, . . . , s,

(4.1.10)

where the vectors w and ŵ contain all the coefficients of the method (4.1.4) and the u
and v functions belong to the fitting space as follows:

F “ t1, t, t2, . . . , tK , e˘µt, t e˘µt, t2e˘µt, . . . , tP e˘µtu, (4.1.11)

with µ “ iω, where ω P R is problem’s oscillating frequency. The constants K and P

are related by K ` 1 “ s ´ 1 ´ 2P , and we will consider the choices for classical (CL)
and EF peer methods summarized in Table 4.1.
By using the linear difference operators (4.1.9)-(4.1.10), the six-step algorithm pre-

Table 4.1: Choices for K and P in the fitting space (4.1.11)

Method K P

CL peer s ´1

EF peer, with s even 0 s
2

´ 1

EF peer, with s odd ´1 s´1

2

sented in [158] and by following the idea introduced in [73, 80] for the construction
of EF peer method, order conditions for the coefficient matrices A, Â, B, B̂, R and R̂

of partitioned EF peer methods of the form (4.1.4) are derived, as summarized in the
following theorem.
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This theorem makes use of the η-functions introduced in [72, 158] and recalled in
the Section 2.2.1 of Chapter 2. Moreover, for a vector v of dimension s, we define

θσ,v “
“

ησ pv2
1
Zq, . . . , ησ pv2s Zq

‰

. (4.1.12)

Theorem 16. For any fixed matrices B̄, ˆ̄B, lower triangular R and strictly lower

triangular R̂ P R
sˆs such that B̄ 1 “ ˆ̄B 1 “ 1, the peer method (4.1.4) has order p “ s

and is adapted to the fitting space (4.1.11) with K and P given in Table 4.1, if the
coefficient matrices A, Â and B, B̂ are calculated as

A “ pE1 ´ B̄E2 ´ RE4qE´1

3
, (4.1.13a)

B “ B̄ ` H1 ´ ZAH2 ´ ZRH3, (4.1.13b)

Â “ pE1 ´ ˆ̄BE2 ´ R̂E4qE´1

3
, (4.1.14a)

B̂ “ ˆ̄B ` Ĥ1 ´ ZÂH2 ´ ZR̂H3, (4.1.14b)

where Z “ µ2h2 the matrices Ei, i “ 1, 2, 3, 4 are listed in Table 4.2 and the matrices
Hj, j “ 1, 2, 3 and Ĥ1 are listed in Table 4.3. In Tables 4.2-4.3, the matrices V0, V1, C
and D are defined in Corollary 4.1.1, the vector θσ,v is defined in (4.1.12), matrices Dk,
k “ 1, 2, 3, 4 are reported in Table 4.4 and the matrices Fk, k “ 1, 2, 3, 4 are obtaind by
deleting the first column from the corresponding matrix Dk.

Table 4.2: Matrices Ei in order conditions (4.1.13a)-(4.1.14b).

Method E1 E2 E3 E4

CL peer CV0 pC ´ IsqV1 V1D V0D

EF peer, with s even D1 D2 D3 D4

EF peer, with s odd F1 F2 F3 F4

Now, in order to derive EF IMEX peer methods, we determine the coefficients
A “ ApZq, B “ BpZq, R “ RpZq, Â “ ÂpZq, B̂ “ B̂pZq and R̂ “ R̂pZq by satisfying
the order conditions of the Theorem 16. In the following, by using the idea of Soleimani
et. al in [287], we describe the derivation of EF IMEX peer method.
Consider the system of ODEs (4.1.1). Using the framework presented in [15, 14, 306],
system (4.1.1) can be converted into a system partitioned by components as follows:

y “ u ` v,

u
1 “ f̃pu, vq “ fpu ` vq,
v

1 “ g̃pu, vq “ gpu ` vq.
(4.1.15)
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Table 4.3: Matrices Hj in order conditions (4.1.13a)-(4.1.14b).

Method H1 Ĥ1 H2 H3

CL peer 0 0 0 0

EF peer, s even 0 0 0 0

EF peer, s odd p0 | θ
´1, c ´ B̄θ

´1, c´1q p0 | θ
´1, c ´ ˆ̄Bθ

´1, c´1q p0 | pC ´ Isq θ0, c´1q p0 | C θ0, cq

Table 4.4: Elements of the matrices Dk “ Dkpc, Zq, k “ 1, 2, 3, 4, for i “ 1, , s and
j “ 1, . . . , s if s is even while j “ 1, . . . , s ` 1 if s is odd.

Matrix j odd, kj “ j´1

2
j even, kj “ j´2

2

pD1qi,j
1

2kj
c
2kj
i ηkj´1 pc2i Zq 1

2kj
c
2kj`1

i ηkj pc2i Zq

pD2qi,j
1

2kj
ĉ
2kj
i ηkj´1 pĉ2i Zq 1

2kj
ĉ
2kj`1

i ηkj pĉ2i Zq

pD3qi,j
kj

2kj´1
ĉ
2kj´1

i ηkj´1 pĉ2i Zq ` 1

2kj
ĉ
2kj`1

i Zηkj pĉ2i Zq 1

2kj
ĉ
2kj
i ηkj´1 pĉ2i Zq

pD4qi,j
kj

2kj´1
c
2kj´1

i ηkj´1 pc2i Zq ` 1

2kj
c
2kj`1

i Zηkj pc2i Zq 1

2kj
c
2kj
i ηkj´1 pc2i Zq

In order to define an EF IMEX peer methods, we refer to Theorem 16 and choose an
even number s of stages. Then, by fixing B̄ “ ˆ̄B, according to Table 4.3, we have
BpZq “ B̂pZq “ B̄ and the method (4.1.4) assumes the form:

Un “ pB̄ b IdqUn´1 ` h pApZq b IdqF pUn´1 ` Vn´1q ` h pRpZq b IdqF pUn ` Vnq,

Vn “ pB̄ b IdqVn´1 ` h pÂpZq b IdqGpUn´1 ` Vn´1q ` h pR̂pZq b IdqGpUn ` Vnq.
(4.1.16)

Adding the equations (4.1.16), by (4.1.15), it follows:

Yn “ pB̄ b IdqYn´1 ` h pApZq b IdqF pYn´1q ` h pRpZq b IdqF pYnq

`h pÂpZq b IdqGpYn´1q ` h pR̂pZq b IdqGpYnq.
(4.1.17)

Method (4.1.17) is called EF IMEX peer method. We observe that B̄, ApZq and RpZq
are cofficients of an implicit EF peer method of order s while B̄, ÂpZq and R̂pZq are
cofficients of an explicit EF peer method of order s. The order conditions follow directly
from Theorem 16. Moreover, when Z ÝÑ 0, (4.1.17) tends to CL IMEX peer methods
[287].
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4.2 An Advection-Diffusion model

Dynamic interactions between aquifers and the sea in coastal regions can be modeled
by the Boussinesq equation, which can be written in the following form [203, 316]

Bφ
Bt “ K

S
pφB2φ

Bx2 ` pBφ
Bxq2 ´ ϑ

Bφ
Bxq,

where S is the drainable porosity, K is the hydraulic conductivity and ϑ is impermeable
base slope. If φ “ φpX, tq shows a slight deviation from the depth of weight, by setting
γ “ T

S
, ν “ K ϑ

S
, where T “ Kφ is referred to as transmissivity in groundwater

hydrology, the model can be written as:

Bφ
Bt “ pγ B2φ

Bx2 ´ ν
Bφ
Bxq,

where px, tq P r0,`8qˆr0,`8q and equipping it with the following initial and boundary
conditions

φpx, 0q “ φ0pxq, φp0, tq “ φpXptq, tq “ fptq,
where Xptq “ cotpγqfptq is the moving boundary depending on time of the parametric
formulation [292].
Therefore we consider the linear advection-diffusion problem

φtpx, tq “ γφxxpx, tq ´ νφxpx, tq, px, tq P p0, Xq ˆ p0, T q
φpx, 0q “ φ0pxq, x P r0, Xs,
φp0, tq “ φpX, tq “ fptq, t P r0, T s.

(4.2.18)

with an arbitrary periodic boundary condition

fptq “ exppiωtq. (4.2.19)

Logan and Zlotnik have shown in [189], that the problem described by (4.2.18)-(4.2.19)
exhibits a solution of the form

φpx, tq “ exppαx ` ipβx ` ωtqq “ expppα ` iβqxq ¨ exppiωtq (4.2.20)

where i is the imaginary unit and

α “ ν

2γ
´ µ, β “ ´ρ, (4.2.21)

with

µ “ 1

2γ

g

f

f

e2γ

d

ω2 ` ν4

16γ2
` ν2

2γ
, ρ “ 1

2γ

g

f

f

e2γ

d

ω2 ` ν4

16γ2
´ ν2

2γ
.
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4.3 EF IMEX peer methods for Boussinesq equation

In this section we construct EF IMEX peer methods for problem (4.2.18)-(4.2.19),
whose solution, by (4.2.20), oscillates both in space and in time. Following the method
of lines [151, 263, 264], we spatially discretize the domain D in

D∆x “ tpxn, tq : xn “ n∆x, n “ 0, ..., N ´ 1,∆x “ X

N ´ 1
u,

where ∆x is the spatial integration step. The resulting semi-discrete system (4.2.18)
assumes the form

φ
1

0
ptq “ f

1ptq,
φ

1

nptq “ γθ2,n ´ νθ1,n, 1 ď n ď N ´ 2,

φ
1

N´1
ptq “ f

1ptq,
φnp0q “ φ0pxnq, 0 ď n ď N ´ 1.

(4.3.22)

where φnptq » φpxn, tq, while θ1,n and θ2,n are finite differences approximating the first
and second spatial derivatives in (4.2.18), respectively:

θ1,n “ b0φpxn´1, tq ` b1φpxn, tq
∆x

, θ2,n “ a0φpxn´1, tq ` a1φpxn, tq ` a2φpxn`1, tq
∆x2

,

(4.3.23)
The coefficients a0, a1, a2, b0 and b1 will be derived by the EF proccedure [100, 99]
by considering the following fitting spaces G and F for the first and second spatial
derivatives, respectively.

G “ t1, exppζxqu,
F “ t1, exppζxq, xexppζxqu, (4.3.24)

where ζ “ α ` iβ P C, z “ ζ∆x.
The choice of fitting spaces (4.3.24) is motivated by (4.2.20).

4.3.1 Discretization of the diffusion terms

Using the fitting space F for the second order spatial derivative, we provide the ap-
proximation θ2,n and evaluate a0, a1 and a2. In summary, we have:

φxxpxn, tq » θ2,n “ a0φpxn´1, tq ` a1φpxn, tq ` a2φpxn`1, tq
∆x2

. (4.3.25)

For computation of coefficients a0, a1 and a2, we consider the following linear difference
operator

Lr∆xsφpx, tq “ φxxpx, tq ´ a0φpx ´ ∆x, tq ` a1φpx, tq ` a2φpx ` ∆x, tq
∆x2

. (4.3.26)
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Enforcing the exactness of (4.3.25) on functions of the fitting space F in (4.3.24) is
equivalent to annihilating the linear difference operator (4.3.26) on such functions.
According to [158], it is enough to annihilate them for x “ 0:

Lr∆xs 1|x“0 “ a0 ` a1 ` a2 “ 0,

Lr∆xs exppζxq|x“0 “ z2 ´ a0 expp´zq ´ a1 ´ a2 exppzq “ 0,

Lr∆xs x exppζxq|x“0 “ 2z ` a0 expp´zq ´ a2 exppzq “ 0.

(4.3.27)

Then, the coefficients are

a0 “ ´zexppzqp2 ´ 2exppzq ` zexppzqq
pexppzq ´ 1q2 , a1 “ zp2 ´ 2expp2zq ` z ` zexpp2zqq

pexppzq ´ 1q2 ,

a2 “ ´zp2 ´ 2exppzq ` zq
pexppzq ´ 1q2 .

(4.3.28)

These coefficients are functions of z, where z “ ζ∆x “ pα ` iβq∆x.

Generally, z ‰ 0 since ∆x and ζ are non-zero. Moreover, as z tends to 0, the coefficients
tend to the classic finite difference values:

a0 “ a2 “ 1, a1 “ ´2. (4.3.29)

Also EF finite differences preserve the accuracy of classical finite differences, which is
equal to 2.

4.3.2 Discretization of the advection terms

Now we discretize the advection term by using the fitting space G for the first order
spatial derivative, we approximate θ1,n and compute the b0 and b1. In this case, we
have:

φxpxn, tq » θ1,n “ b0φpxn´1, tq ` b1φpxn, tq
∆x

, (4.3.30)

We use the following linear difference operator for computation of coefficients b0 and
b1,

Mr∆xsφpx, tq “ φxpx, tq ´ b0φpx ´ ∆x, tq ` b1φpx, tq
∆x

. (4.3.31)

By imposing the exactness of (4.3.30) on functions of the fitting space G (4.3.24), i.e.
by annihilating the linear difference operator (4.3.31) on such functions, we obtain

Mr∆xs 1|x“0 “ b0 ` b1 “ 0,

Mr∆xs exppζxq|x“0
“ z ´ b0 expp´zq ´ b1 “ 0.

(4.3.32)
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Then, the coefficients are

b0 “ z

pexpp´zq ´ 1q , b1 “ ´ z

pexpp´zq ´ 1q . (4.3.33)

These coefficients are functions of z, where z “ ζ∆x “ pα ` iβq∆x.

Also in this case, the obtaining coefficients, when z tends to 0, follow the classic finite
difference values

b0 “ ´1, b1 “ 1. (4.3.34)

Also EF finite differences preserve the accuracy of classical finite differences, which is
equal to 1.

4.3.3 The EF IMEX peer methods

Now, we concentrate on time integration of the spatially semidiscretized system (4.3.22),
which assumes the compact form

φ1ptq “ Apzqφptq ` Bpzqφptq ` gpz, tq, (4.3.35)

where

• xn “ n∆x, n “ 0, . . . , N ´ 1, x0 “ 0, xN´1 “ X,

• z “ pα ` iβq∆x,

• φptq “ rφpxn, tqsdn“1
, d “ N ´ 2,

• Apzq “ γ

∆x2
diagpa0, a1, a2q,Bpzq “ ´ ν

∆x
diagpb0, b1, 0q, tridiagonal matrices of

dimension d,

• gpz, tq “
ˆ

γa0

∆x2
´ νb0

∆x

˙

fptqe1 ` γa2

∆x2
fptqed, with e1 “ p1, 0, ..., 0qT P R

d and

ed “ p0, ..., 0, 1qT P R
d.

The vector field of the system of ODEs (4.3.35) derives from processes of the advection
and diffusion. The first summand is diffusion term that is typically stiff and depends on
matrix Apzq, and implicit methods have to be used. The part depending on matrix Bpzq,
advection term, is non-stiff and can be treated by explicit methods [14, 148]. Indeed,
IMEX methods, which implicitly integrate only the stiff constituents and explicitly
integrate the others, can achieve benefits in stability and efficiency [14, 33, 34, 148].

We consider the fully discretized domain

D∆x,∆t “ tpxn, tjq : xn “ n∆x, tj “ j∆t, n “ 0, ..., N ´ 1, j “ 0, ...,M ´ 1u

being ∆x “ X
N´1

, ∆t “ T
M´1

. As the exact solution of the problem (4.2.18)-(4.2.19)
has the form (4.2.20), we consider the time discretization by the adapted s-stage EF
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IMEX peer method (4.1.17) with h “ ∆t and Z “ µ2p∆tq2 “ ´ω2p∆tq2. Therefore, by
applying to (4.3.35) the adapted s-stage EF IMEX peer method (4.1.17), we have:

Φj`1 “ pB̄ b IdqΦj ` ∆t pApZq b IdqF pΦjq ` ∆t pRpZq b IdqF pΦj`1q

`∆t pÂpZq b IdqGpΦjq ` ∆t pR̂pZq b IdqGpΦj`1q
(4.3.36)

where

F pΦjq “ pIs b ApzqqΦj,

GpΦjq “ pIs b BpzqqΦj ` gpz, tj ` c∆tq, (4.3.37)

where c “ pc1, ..., csqT and

Φj »

¨

˚

˝

φpx1, tj ` c∆tq
...

...
...

...
φpxN´2, tj ` c∆tq

˛

‹

‚
P Rsd, d “ N ´ 2,

with

φpxn, tj ` c∆tq “ r φpxn, tj ` c1∆tq, ..., φpxn, tj ` cs∆tqsT P Rs, n “ 1, ..., N ´ 2.

Remark 2. Observe that fully implicit peer methods derived in [80], applied to system
(4.3.35) assume the form (4.3.36) with ÂpZq “ ApZq and R̂pZq “ RpZq.

4.4 Stability analysis

We now analyze the stability properties of the proposed numerical method. According
to the framework of [285], our goal is to verify stability by controlling the propagation
of the error caused by an incoming perturbation. The solution of (4.3.36) Φj, j “
0, ...,M ´ 1 is then perturbed, as follows:

Φ̃j “ Φj ` δj,

and we analyze the behavior of the error

Ej “ Φj ´ Φ̃j. (4.4.38)

We have the following stability theorem.

Theorem 17. For the EF IMEX peer methods (4.3.36) applied to the semidiscrete
problem (4.1.17), we obtain the following stability inequality

}Ej`1}8 ď }M}8 }Ej}8 ,
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where
M “ Ω´1 Λ, (4.4.39)

being

Ω “ pId.s ´ ∆t pRpZq b Idq pIs b Apzqq ´ ∆t pR̂pZq b Idq pIs b Bpzqqq, (4.4.40)

and

Λ “ pB̄ b Id ` ∆t pApZq b Idq pIs b Apzqq ` ∆t pÂpZq b Idq pIs b Bpzqqq. (4.4.41)

Proof. By the discretization error in a fixed time grid point (4.4.38) and applying the
IMEX EF peer method (4.3.36), we have:

Ej`1 “ pB̄ b IdqEj ` ∆t pApZq b Idq pF pΦjq ´ F pΦ̃jqq ` ∆t pRpZq b Idq pF pΦj`1q

´F pΦ̃j`1qq ` ∆tpÂpZq b IdqpGpΦjq ´ GpΦ̃jqq ` ∆tpR̂pZq b IdqpGpΦj`1q ´ GpΦ̃j`1qq
(4.4.42)

Applying (4.3.37) and taking into (4.4.42), we have:

Ej`1 “ Ω´1 ΛEj.

where Ω and Λ are given by (4.4.40) and (4.4.41), respectively. The tesis immediately
follows.

According to Theorem 17, stability is ensured if }M}8 ă 1, where M given by the
(4.4.39).

Since infinity norm of

}Bpzq}8 “ p|b0| ` |b1|q|ν|
∆x

and

}Apzq}8 “ p|a0| ` |a1| ` |a2|q|γ|
∆x2

,

then,

}M}8 ď }Ω´1}8

´

›

›B̄
›

›

8 ` ∆t }ApZq}8 p3p|zp2 ´ 2expp2zq ` z ` zexppzqq|q|γ|
∆x2|pexppzq ´ 1q2| q

`∆t
›

›

›
ÂpZq

›

›

›

8
p 2p|z|q|ν|
∆x|pexpp´zq ´ 1q|q

¯

.

By setting: ε1 “ }ApZq}8 , ε̂1 “
›

›

›
ÂpZq

›

›

›

8
, ϕpzq “ p|zp2 ´ 2expp2zq ` z ` zexppzqq|q

|pexppzq ´ 1q2|
and ϕ̂pzq “ p|z|q

|pexpp´zq ´ 1q| , the stability condition }M}8 ă 1 reduces to:
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}Ω´1}8

´

›

›B̄
›

›

8 ` 6
∆t

∆x2
|γ|ε1ϕpzq ` 2

∆t

∆x
|ν|ε̂1ϕ̂pzq

¯

ă 1.

For the classical case, when z tend to zero, lim
zÑ0

ϕpzq “ 2, lim
zÑ0

ϕ̂pzq “ 1, then for

stability condition it is enough to ensure that:

}Ω´1}8

´

›

›B̄
›

›

8 ` 12
∆t

∆x2
|γ|ε1 ` 2

∆t

∆x
|ν|ε̂1

¯

ă 1.

4.5 Numerical experiments

In this section we present the numerical results obtained by applying the IMEX EF peer
method developed in the previous section to Boussinesq equation (4.2.18)-(4.2.19). We
report in the tables the error calculated as the infinite norm of the difference at the end
point between the numerical solution and the exact solution. Moreover, in the figures,
we represent the profile of real part of numerical solutions computed by different solvers
and compare them based on stability behavior.

Example 3. We consider the Boussinesq equation (4.2.18) with X “ 10 and T “ 10

with the periodic boundary conditionfptq “ exppiωtq and h0pxq “ eαx`iβx where α and
β given by (4.2.21).

Consider s “ 2. By according to Section 8.1.2, in this case K “ 0 and P “ 0. We
fix c1 “ 0, c2 “ 1, the corresponding EF IMEX peer method is

B̄ “
„

0 1

0 1



, RpZq “
„

1 0

0 1



, R̂pZq “
„

0 0

0 0



,

ÂpZq “
«

0 0
1´η´1pZq
Zη0pZq ´η´1pZq1´η´1pZq

Zη0pZq ` η0pZq

ff

,

ApZq “
«

0 ´1
1´η´1pZq
Zη0pZq ` 1

η´1pZq
Zη0pZqpη0pZq ´ 1 ´ pZη0pZq ´ η´1pZqqq ` η0pZq ´ 1

ff

,

(4.5.43)
by refering to Theorem 16.

The corresponding classical IMEX peer method is obtained in the limit when Z Ñ 0

and has coefficients:

c “
„

0

1



, B̄ “
„

0 1

0 1



, R “
„

1 0

0 1



, R̂ “
„

0 0

0 0



,

A “
„

0 ´1

1 0



, Â “
„

0 0
1

2

3

2



,

(4.5.44)
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The EF IMEX peer method introduced in Section 4.3 for the numerical solution of
(4.2.18) in based on two levels of adaptation: in space by means of EF finite differences,
and in time by means of EF peer methods. We will use the following notations to
indicate the usage of classical or adapted numerical methods:

• CL FD: Spatial semidiscretization based on classical finite difference (4.3.35)
with coefficients (4.3.29) and (4.3.34),

• EF FD: Spatial semidiscretization based on EF finite difference (4.3.35) with
coefficients (4.3.28) and (4.3.33),

• CL IMEX P2: Classical IMEX peer time integration of order 2 with coefficients
(4.5.44),

• EF IMEX P2: EF IMEX peer time integration of order 2 with coefficients
(4.5.43),

• CL IM P2: Classical implicit peer time integration of order 2 with coefficients
B̄, A, R (4.5.44) and Â “ A, R̂ “ R according to Remark 2,

• EF IM P2: EF implicit peer time integration of order 2 with coefficients B̄, ApZq,
RpZq (4.5.43) and ˆApZq “ ApZq, ˆRpZq “ RpZq according to Remark 2.

The obtained results confirm the effectiveness of the proposed EF IMEX method. In
Tables 4.5 and 4.7 we compare fully implicit peer methods [80] and IMEX peer methods
for system (4.3.35). We observe that EF explicit peer methods reported in [73, 77] are
unstable because of the presence of stiff part. From Tables 4.5 and 4.7 we observe that
implicit and IMEX peer methods have the same behavior in accuracy but the IMEX
methods have smaller computational cost. Also the results listed in Tables 4.5 and 4.7
show that the EF peer methods produce smaller errors with respect to their classic
counterparts and the best results are obtained by adapting the method both in space
and time.

Tables 4.6 and 4.8 show the behavior of the methods when the parameters ω, α
and β characterizing the exact solution are not known exactly. By denoting with
δ the relative error in the parameters, we apply EF FD combined with EF IM and
EF IMEX peer methods whose coefficients are calculated in correspondence of z “
pαp1 ` δq ` iβp1 ` δqq∆x, Z “ ´ω2p1 ` δq2p∆tq2. Observe that the error of EF peer
methods keeps smaller than the corresponding classic counterparts and when δ increases
it approachs the result of classic methods.

Figure 4.1 represents the profile of real part of numerical solution computed by
both classical methods in space and time, while in Figure 4.2 we employed EF methods
both in space and time. We observe that an unstable behavior of CL FD+CL IMEX P2



82 Exponentially fitted IMEX peer methods for an advection-diffusion problem

solver is clearly visible, while EF FD+EF IMEX P2 solver is able to correctly reproduce
the profile of the solution.

Table 4.5: Errors with parameter values γ “ 5, ν “ 2, ω “ 2,∆x “ ∆t “ 0.1, Example
3.

Space/Time CL IM P2 CL IMEX P2 EF IM P2 EF IMEX P2

CL FD 6.05e ´ 03 2.59e ´ 02 5.04e ´ 03 5.04e ´ 03

EF FD 9.84e ´ 03 2.71e ´ 02 6.67e ´ 14 6.57e ´ 14

Table 4.6: Errors with parameter values γ “ 5, ν “ 2, ω “ 2,∆x “ ∆t “ 0.1 when the
coefficients of EF FD and EF P2 are computed in correspondence of z “ pαp1 ` δq `
iβp1 ` δqq∆x, Z “ ´ω2p1 ` δq2p∆tq2, Example 3.

EF EF δ “ 10´7 EF δ “ 10´1 CL

FD + IM P2 6.67e ´ 14 2.40e ´ 09 2.30e ´ 03 6.05e ´ 03

FD + IMEX P2 6.57e ´ 14 5.39e ´ 09 7.76e ´ 03 2.59e ´ 02

Table 4.7: Errors with parameter values γ “ 5, ν “ 2, ω “ 20,∆x “ ∆t “ 0.1, Example
3.

Space/Time CL IM P2 CL IMEX P2 EF IM P2 EF IMEX P2

CL FD 1.03e ´ 01 1.53e ` 00 3.85e ´ 03 3.85e ´ 03

EF FD 3.98e ´ 01 1.53e ` 00 5.36e ´ 15 4.00e ´ 15

Table 4.8: Errors with parameter values γ “ 5, ν “ 2, ω “ 20,∆x “ ∆t “ 0.1 when the
coefficients of EF FD and EF P2 are computed in correspondence of z “ pαp1 ` δq `
iβp1 ` δqq∆x, Z “ ´ω2p1 ` δq2p∆tq2, Example 3.

EF EF δ “ 10´7 EF δ “ 10´1 CL

FD + IM P2 5.36e ´ 15 4.31e ´ 08 3.37e ´ 02 4.03e ´ 01

FD + IMEX P2 4.00e ´ 15 2.57e ´ 07 2.12e ´ 01 1.53e ` 00
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Figure 4.1: Profile of real part of numerical solution computed by CL FD+CL IMEX
P2 solver for γ “ 5, ν “ 20, ω “ 20,∆x “ ∆t “ 0.1, Example 3.
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Figure 4.2: Profile of real part of numerical solution computed by EF FD+EF IMEX
P2 solver for γ “ 5, ν “ 20, ω “ 20,∆x “ ∆t “ 0.1, Example 3.
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4.6 Conclusion

In this chapter, we have developed a novel IMEX method for numerical solution of
advection-diffusion problems with oscillatory solutions. Infact we have proposed an
adapted numerical method both in space and in time. The spatial semidiscretization of
the problem is based on finite differences, adapted to both to the diffusion and advection
terms while the time discretization employed EF implicit-explicit peer methods. Nu-
merical experiments shown the convenience of the new method with respect to classical,
fully implicit and IMEX methods.



Chapter 5

Frequency evaluation for adapted peer
methods

As observed in Chapters 3 and 4, EF technique has been widely studied in the past few
decades to improve the efficiency and accuracy of numerical solutions for problems with
oscillating or periodic solutions [76, 78, 97, 98, 99, 158, 161, 164, 280, 281, 303, 237].
EF algorithms were designed to overcome the limitations of classical algorithms, which
require very small step sizes for accuracy when the oscillation frequency is high. With
the EF technique, the same level of accuracy can be achieved with larger step sizes,
leading to more efficient and accurate numerical methods.

One of the critical questions in developing EF methods is how to choose the frequen-
cies to maximize their benefits. In previous studies, [157, 162, 163], an algorithm was
presented to tune the frequencies optimally for systems of ODEs using EF multistep
methods. The optimal frequencies were derived by considering the expression of the
error, which depends on higher-order derivatives of the solution.

Therefore, the exponential fitting technique remains valuable for solving problems
with oscillatory or periodic solutions. The development of optimal frequency selection
algorithms continues to be an active area of research. The present chapter focuses on a
general class of EF two-step peer methods [73, 80] of the form (5.1.2) for the numerical
integration of ODEs (5.1.1) with oscillatory solutions. In this chapter, we make an es-
sential contribution by investigating Ixaru’s frequency evaluation algorithm for adapted
EF peer methods and presenting new frequency formulae based on the behavior of the
leading term of the error.

The chapter begins with a brief review of EF peer methods in Section 5.1, laying
the foundation for the rest of the chapter. Then, Section 5.2 explores the fundamental
concepts of frequency evaluation and the development of an EF peer method frequency
assessment algorithm. The estimation of derivatives is also discussed in Section 5.3.
To demonstrate the effectiveness of the new frequency assessment algorithm, numer-

85
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ical examples are presented in Section 5.4. Finally, the chapter concludes with some
conclusions drawn in Section 5.5.

5.1 EF peer methods

We consider systems of ODEs of the form

y1ptq “ fpt, yptqq, ypt0q “ y0 P Rd, t P rt0, T s, (5.1.1)

where f : R ˆ Rd Ñ Rd is sufficiently smooth to ensure that the solution exists and
it is unique. In addition, we assume that the problem (5.1.1) possesses an oscillatory
solution. Let ttn :“ t0 ` nh, n “ 0, . . . , Nu be a discretization of the interval rt0, T s
with fixed stepsize h ą 0, 0 ď c1 ď . . . ď cs “ 1 be fixed distinct nodes and define
tni “ tn ` cih, i “ 1, . . . , s. Two-step peer methods can be formulated as follows:

Yn “ pB b IqYn´1 ` h pA b IqF pYn´1q ` h pR b IqF pYnq, (5.1.2)

where h ą 0 is the stepsize, I is the identity matrix of dimension d, A “ raijssi,j“1
, B “

rbijssi,j“1
and R “ rrijssi,j“1

are the coefficient matrices. The stages vector Yn “ rYnissi“1

contains the approximations Yni « yptniq and F pYnq “ rfptni, Yniqssi“1
. As cs “ 1, Yns

is the approximation of the solution at grid point tn`1.
The procedure for the construction of EF peer methods is a crucial step in the devel-
opment of efficient numerical methods for solving problems with oscillatory or periodic
solutions. This procedure is described in detail in Chapter 3, Section 3.1, and Section
3.2. In order to provide a clear and concise overview, the authors have compiled the
procedure into an algorithm, which is briefly reviewed below.

The algorithm outlines the steps involved in constructing EF peer methods, includ-
ing selecting a suitable exponential function, calculating coefficients, and implementing
the method. It is important to note that the construction of EF peer methods is an
iterative process, and the algorithm provides a clear and concise guide for this process
and can help simplify the development of EF peer methods.
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Algorithm 1 : Construction of EF peer methods

Start: Choose the fitting space:

F “ t1, t, t2, . . . , tK , e˘µt, t e˘µt, t2e˘µt, . . . , tP e˘µtu, (5.1.3)

with µ “ i ω where ω P R is problem’s oscillating frequency.
Use: Define the linear difference operator

Lirh,ws yptq “ ypt ` ci hq ´
s
ÿ

j“1

bij ypt ` pcj ´ 1qhq ´ h

s
ÿ

j“1

aij y
1pt ` pcj ´ 1qhq

´ h

i
ÿ

j“1

rij y
1pt ` cj hq, i “ 1, . . . , s,

(5.1.4)

where the vector w contains all the coefficients of the method (5.1.2). The coefficient
matrices A, B and R of peer methods (5.1.2) are obtained by imposing that the operator
(5.1.4) annihilates when the function y belongs to the fitting space (5.1.3).
Step 1: Construct the classic moments and the dimensionless classic moments:

L˚
imph,wq “ 1

hm
Lirh,wstm|t“0 for i “ 1, . . . , s, m “ 0, 1, . . . ,M ´ 1. (5.1.5)

which have the form:

L˚
imph,wq “ cmi ´

s
ÿ

j“1

bij pcj ´ 1qm ´ m

s
ÿ

j“1

aij pcj ´ 1qm´1 ´ m

i
ÿ

j“1

rij c
m´1

j ,

for i “ 1, . . . , s, m “ 0, 1, . . . ,M ´ 1.

(5.1.6)

Step 2: We now look for the maximum value M that ensures the compatibility of the
system

L˚
imph,wq “ 0, i “ 1, . . . , s, m “ 0, 1, . . . ,M ´ 1, (5.1.7)

which is equivalent to annihilating the difference operator (5.1.4) on polynomials with
a degree less or equal to M ´ 1. This system corresponds to the simplifying condition
(4.1.5) with q “ M .

ABpMq “ cmi ´
s
ÿ

j“1

bij pcj ´ 1qm ´ m

s
ÿ

j“1

aij pcj ´ 1qm´1

´ m

i
ÿ

j“1

rij c
m´1

j “ 0, i “ 1, . . . , s, m “ 0, . . . ,M ´ 1.

(5.1.8)
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Therefore, we may construct an s-order peer method if M “ s` 1, due to the Theorem
15 and Corollary 4.1.1.
Step 3: Construct the formal expressions of

E˚
impz,wq “ 1

hm
Lirh,wstmeµt|t“0 “ 0, i “ 1, . . . , s, (5.1.9)

G
˘pmq
i pZ,wq “ 0, m “ 0, 1, . . . , P, i “ 1, . . . , s,

where Z “ z2 and G˘pmq
i pZ,wq are the G´functions at each stage i

G`
i pZ,wq “ E˚

i0pz, wq ` E˚
i0p´z, wq

2
, G´

i pZ,wq “ E˚
i0pz, wq ´ E˚

i0p´z, wq
2z

, (5.1.10)

Step 4: Construct the possible expressions for the fitting space (5.1.3) taking into
account that M “ s ` 1 and the self-consistency condition K ` 2P “ M ´ 3 has to
be verified. The number of stages s and the dimension M of the system (5.1.7) are of
different parities, so the number K ` 1 “ s ´ 1 ´ 2P of classic functions in the fitting
space is odd or even if s is even or odd.

Step 5: Solve formally the linear systems

L˚
imph,wq “ 0, i “ 1, . . . , s, m “ 0, . . . , K,

G
˘pmq
i pZ,wq “ 0, i “ 1, . . . , s, m “ 0, . . . , P.

with Z dependent coefficients. The numeric values of aij and bi are computed either
for real or imaginary µ-values.

Step 6: Compute the leading term of the local truncation error for CL and EF peer
methods (Choices for K and P summarized in Table 5.1):

plteef qi “ p´1qP`1hs`1
L˚

i,K`1
ph,wq

pK ` 1q!ZP`1
DK`1pD2 ´ µ2qP`1yptq, i “ 1, . . . , s,

where we denote D the derivative with respect to time.
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5.2 Frequency evaluation

5.2.1 Basic elements

The question of how frequencies need to be tuned to achieve maximum benefit from
EF methods has not been answered for a long time. Ixaru et al. [157, 162, 163], and
Vanden Berghe et al. [301, 302] have proposed a frequency evaluation algorithm for
EF multistep methods and EF Runge-Kutta methods (respectively) which enable to
tune of the frequency µ in the way that the principal local truncation error vanishes.
Therefore, the analysis of the error behavior is a required step. We refer to the articles
[157, 162, 163, 301, 302] for technical information and even some practical points and
we restrict the discussion to only three relevant cases: A0, A1, and A2 algorithms that
exactly incorporate all linear combinations from the reference set of functions.

• Algorithm A0: t1, t, t2, . . . , tKu,

• Algorithm A1: t1, t, t2, . . . , tK , eµt |µ P Ru,

• Algorithm A2: t1, t, t2, . . . , tK , e˘µt |µ P R or µ P iRu,

where K is specified by the considered method. The choice A0 covers the purely alge-
braic classical method; Algorithm A1 is especially of importance whenever the solution
exhibits a purely exponential behavior, while Algorithm A2 describes oscillatory solu-
tions if µ is strictly imaginary.

As said, for the investigation of frequency, analyzing the behavior of the error is a
necessary stage. We compute the expression of the leading term of the error (lte) for
these algorithms by using the general procedure described in Section 5.1 and appropriate
options for K and P in the fitting space based on the above algorithms.

Method K P

CL peer, (Algorithm A0) s ´1

EF peer, with s even or odd (Algorithm A1) s ´ 1 0

EF peer, with s even or odd (Algorithm A2) s ´ 2 0

Table 5.1: Choices for K and P in the fitting space (5.1.3)

5.2.2 Frequency evaluation for adapted EF peer methods

To start, we consider EF peer methods derived in Algorithm 1 to the scalar equation
y1ptq “ fpt, yptqq, then the leading term of their error (lte) assumes the form

plteef qi “ p´1qP`1hs`1
L˚

i,K`1
ph,wq

pK ` 1q!ZP`1
DK`1pD2 ´ µ2qP`1yptq, i “ 1, . . . , s. (5.2.11)
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When we apply three types of algorithms A0, A1 and A2 to the scalar equation
(5.1.1) and assume appropriate options for K and P in the fitting space summarized in
Table 5.1 and by attention to Eq. (5.2.11) the lte is derived as follows.

• Algorithm A0: in this case K “ s and P “ ´1, therefore lte is described as
follows

plteA0q “ hs`1

ps ` 1q!D
s`1yptq; (5.2.12)

• Algorithm A1: in this case K “ s´ 1 and P “ 0 and lte is given by the following
expressions assuming s even or odd.

– if s “ 2, then K “ 1, P “ 0

plteA1qi “ ´h3
2!

L˚
i,2ph,wq
Z

D2pD2 ´ µ2qyptq; i “ 1, 2, (5.2.13)

– if s “ 3, then K “ 2, P “ 0

plteA1qi “ ´h4
3!

L˚
i,3ph,wq
Z

D3pD2 ´ µ2qyptq, i “ 1, 2, 3. (5.2.14)

• Algorithm A2: for this case with K “ s ´ 2 and P “ 0, assuming that s is even
or odd, the following expressions provide lte.

– s “ 2, then K “ 0, P “ 0

plteA2qi “ ´h3
L˚

i,1ph,wq
Z

DpD2 ´ µ2qyptq; i “ 1, 2, (5.2.15)

– s “ 3, then K “ 1, P “ 0

plteA2qi “ ´h4
2!

L˚
i,2ph,wq
Z

D2pD2 ´ µ2qyptq, i “ 1, 2, 3. (5.2.16)

Our principal purpose is to determine the µ value that guarantees maximum accuracy
when the classical A0 case is replaced by one of the two EF Algorithms. For the
calculation of parameter µ, we restrict discussion to the expressions for the lte of A1
and A2 cases especially for s “ 2 and s “ 3:

plteA1, s “ 2q “ ´h3
2

L˚
i,2ph,wq
Z

´

yp4qptq ´ µ2y
2ptq

¯

, i “ 1, 2,

plteA1, s “ 3q “ ´h4
3!

L˚
i,3ph,wq
Z

´

yp5qptq ´ µ2yp3qptq
¯

, i “ 1, 2, 3,

plteA2, s “ 2q “ ´h3
L˚

i,1ph,wq
Z

´

yp3qptq ´ µ2y
1ptq

¯

, i “ 1, 2,

plteA2, s “ 3q “ ´h4
2

L˚
i,2ph,wq
Z

´

yp4qptq ´ µ2y
2ptq

¯

, i “ 1, 2, 3.

(5.2.17)
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In all cases, we see that the lte consists of a product of three factors, i.e.

• a general h3 (in the case s “ 2) or general h4 factor (in the case s “ 3),

• a function depending on Z which tends to the classical value when Z tends to
zero.

• a factor that involves two derivatives of the solution.

The important thing for our studies is the different behavior of the third factor.
This differential factor can make a real difference in accuracy. Let us then introduce
the following functionals:

D1ryptq, µ, s “ 2s “
´

yp4qptq ´ µ2y
2ptq

¯

, D1ryptq, µ, s “ 3s “
´

yp5qptq ´ µ2yp3qptq
¯

D2ryptq, µ, s “ 2s “
´

yp3qptq ´ µ2y
1ptq

¯

, D2ryptq, µ, s “ 3s “
´

yp4qptq ´ µ2y
2ptq

¯

If a µ exists such that D1 identically vanishes on the quoted interval then the version
A1 corresponding to that µ will be exact. The reason is that identically vanishing D1

is equivalent to looking at the differential equation yp4qptq ´ µ2y
2ptq “ 0 and yp5qptq ´

µ2yp3qptq “ 0 for s “ 2 and s “ 3, respectively.
In general, no constant µ can be found such that D1 identically vanishes but it makes
sense to address the problem of finding that value of µ which ensures that the values
of D1 are kept as close to zero as possible for tn in the considered interval. When D1 is
held close to zero, the optimal µ are given by

µA1,s“2
“ ˘

d

yp4qptnq
y

2ptnq , µA1,s“3
“ ˘

d

yp5qptnq
yp3qptq . (5.2.18)

In A1 case the frequency must be real.

For algorithm A2, the same considerations can be repeated for D2. The reason
is that identically vanishing D2 are equivalent to looking at the differential equation
yp3qptq ´ µ2y

1ptq “ 0 and yp4qptq ´ µ2y
2ptq “ 0 for s “ 2 and s “ 3, respectively. When

D2 is held close to zero, the optimal µ are given by

µA2,s“2
“ ˘

d

yp3qptnq
y

1ptnq , µA2,s“3
“ ˘

d

yp4qptnq
y

2ptnq . (5.2.19)

The frequencies are either real or imaginary if Algorithm A2 is chosen.
We have succeeded in proposing formulae for the optimal µ “ iω (ω is frequency)



92 Frequency evaluation for adapted peer methods

value in (5.2.18)-(5.2.19). Having found the optimal value for µ, we have the optimal
frequency ω.

5.3 Estimation of the derivatives

The evaluation of the optimal µ value and then optimal frequency ω requires knowing
the total derivatives appearing in the expressions of the formulae (5.2.18)-(5.2.19). At
first, it seems like a very simple task: the first-order derivative is equivalent to the
right-hand sides of the equation (5.1.1) i.e. fpt, yptqq, after that, it is very straight-
forward to calculate the higher-order derivatives. This technique works well on many
problems, but in [157], authors demonstrate this should be avoided on stiff problems.
They also demonstrate that it is sufficient to use finite difference approximations of the
derivatives. Since the expressions of the formulae (5.2.18)-(5.2.19) contain derivatives
of orders three and four (for s “ 2) and four and five (for s “ 3), we will estimate the
derivatives in each integration point tn with five points finite difference formulae for
s “ 2 and six points finite difference formulae for s “ 3.

Since in [304], the author has shown approximation of the derivatives by five points
finite difference formulae, in this work we just mention the formulae of the six points
finite difference with data at tn´4, tn´3, tn´2, tn´1, tn and tn`1 for the input.

y
1 » 3 yn´4 ´ 20 yn´3 ` 60 yn´2 ´ 120 yn´1 ` 65 yn ` 12 yn`1

60h
,

y
2 » yn´4 ´ 6 yn´3 ` 14 yn´2 ´ 4 yn´1 ´ 15 yn ` 10 yn`1

12h2
,

yp3q » ´ yn´4 ` 7 yn´3 ´ 22 yn´2 ` 34 yn´1 ´ 25 yn ` 7 yn`1

4h3
,

yp4q » ´ yn´4 ` 6 yn´3 ´ 14 yn´2 ` 16 yn´1 ´ 9 yn ` 2 yn`1

h4
,

yp5q » ´ yn´4 ` 5 yn´3 ´ 10 yn´2 ` 10 yn´1 ´ 5 yn ` yn`1

h5
.

The data yn´4, yn´3, yn´2, yn´1, yn for the input points are the value of the numerical
solution at tn´4, tn´3, tn´2, tn´1, tn. The estimation for the yn`1 at tn`1 is determined
by Milne-Simpson two-step formulae [157] as follows:

yn`1 “ yn´1 ` h

3

`

fptn´1, yn´1q ` 4 fptn, ynq ` fptn`1, yn`1q
˘

.

It is necessary that we make this approximation with a method that has a higher or the
same order as the EF peer method. Therefore it is sufficient to choose Milne-Simpson’s
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two-step formulae. We only use the result for the calculation of the derivatives and not
for the propagation of the solution.

Case s “ 2:

If tn is a root of y
2ptq, the algorithm A1 is not defined, while A2 is not defined when

tn is a root of y
1ptq . In a very special case, when tn is a root of both y

1ptq and y
2ptq

EF algorithms are not suitable and so the classic A0 Algorithm must be activated.
In general, a logical way to choose between A1 and A2 involves comparing |y1ptq| and
|y2ptq| . If |y1ptnq| ă |y2ptnq| then A1 is selected, otherwise A2.

Case s “ 3:

In this case, if tn is a root of yp3qptq, the algorithm A1 is not defined, whereas A2
when tn is a root of y

2ptq, not defined. It happens that both y
2ptq and yp3qptq change

the sign with the same time interval, neither the two EF algorithms are not suitable,
so the classic A0 should be enabled. In general, as in the previous case, there is a
reasonable way to choose between A1 and A2 involves comparing |y2ptq| and |yp3qptq|.
If |y2ptnq| ă |yp3qptnq| then algorithm A1 otherwise A2 is selected.

5.4 Numerical experiments

In this section we present numerical experiments showing the behaviour of the new
"optimal EF peer methods", with Z-dependent coefficients whose are computed for
optimal µ-values in (5.2.18)-(5.2.19). In the following examples, we apply the described
optimal EF peer methods and the classic and EF peer methods to solve the test cases.
We compare errors of the optimal EF implicit peer methods with errors of classic and
EF implicit peer methods of [80] in Examples 4 and 5 , and we also compare achieved
results from Example 6 with reported results by Ixaru et al. in [157].

The error will be estimated as the infinite norm of the difference between the numerical
solution and the exact solution at the endpoint and reported in the tables. In addition,
we will use the following notation to represent the used numerical methods:

• CL = classic,

• EF = exponentially fitted,

• IM P2 = implicit peer method of order 2.

In the following examples, we use the notation reported in [80]. We consider s “ 2. In
this case K “ 0 and P “ 0. We fix c1 “ 0, c2 “ 1. According to Z “ µ2h2 “ ´ω2h2,



94 Frequency evaluation for adapted peer methods

the numerical values of aij and bi are computed either for real or imaginary µ-values.
The corresponding optimal EF IM peer method and EF IM peer method are:

B “
„

0 1

0 1



, R “
„

1 0

0 1



,

A “
«

0 ´1
1´η´1pZq
Zη0pZq ` 1

η´1pZq
Zη0pZqpη0pZq ´ 1 ´ pZη0pZq ´ η´1pZqqq ` η0pZq ´ 1

ff

.

Example 4. Let us consider the Prothero-Robinson problem

y1ptq “ λ p yptq ´ sinp51 tq q ` p51q cosp51 tq, t P
”

0,
π

2

ı

,

yp0q “ 0,
(5.4.20)

whose exact solution is

yptq “ sinp51 tq “ sinp50 tq cosptq ` cosp50 tq sinptq.

The oscillating behavior of the exact solution leads us to utilize the EF methods with the
parameter µ characterizing the functions belonging to the fitting space equal to µ “ iω.
So the problem is integrated by the EF peer methods, where the parameter ω is chosen
equal to the frequency of the exact solution, i. e. ω “ 50.

We also consider the case in which the oscillatory frequency ω is not known exactly.
Therefore by finding the frequency from the formulae (5.2.18)-(5.2.19) and denoting
with ωop, we employ the EF peer methods whose coefficients are computed in correspon-
dence of a frequency ωop and µ “ i ωop value.

We used the initial conditions and carried out with CL, EF IM peer methods, and opti-
mal EF IM peer methods, whose algorithms are constructed by the procedure described in
Algorithm 1. We consider interval r0, π

2
s with different grid points N “ 320, 640, 1280.

Tables 5.2, 5.3 represent the absolute errors from the considered methods, for λ “ ´1

(non stiff case) and λ “ ´106 (stiff case). We see that the optimal EF IM peer method
works much better than CL and is close to EF IM peer methods, irrespective of whether
the problem is stiff or non-stiff.
For additional confirmation, we present some graphs for both cases λ “ ´1 and λ “
´106. In Fig. 5.1, we depict the variation of ωop at each integration point for the
problem when the A2 algorithm is chosen. It is seen from Figs. 5.2, (as expected) the
obtained ωop is close to ω “ 50. It is instructive to mention that Fig. 5.2 shows the
efficiency curve for this problem obtained by the CL IM, EF IM, and optimal EF IM
peer methods.
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Figure 5.1: Plot of calculated ωop for problem (5.4.20) with λ “ ´1 (up),λ “ ´106

(below), N “ 320 grid point for Example 4.
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N

Methods ω 320 640 1280

CL IM P2 ´´ 3.78e ´ 02 9.33e ´ 03 2.31e ´ 03

EF IM P2 50 1.45e ´ 03 3.62e ´ 04 8.98e ´ 05

Optimal EF IM P2 ωop 7.89e ´ 04 6.23e ´ 05 5.83e ´ 06

Table 5.2: Comparison of errors for the problem (5.4.20) with λ “ ´1, N grid points
and fixed and optimal frequency ω for Example 4.

N

Methods ω 320 640 1280

CL IM P2 ´´ 2.16e ´ 7 2.55e ´ 8 3.15e ´ 09

EF IM P2 50 9.73e ´ 10 1.36e ´ 10 1.22e ´ 10

Optimal EF IM P2 ωop 9.49e ´ 09 3.08e ´ 10 9.62e ´ 12

Table 5.3: Comparison of errors for the problem (5.4.20) with λ “ ´106, N grid points
and fixed and optimal frequency ω for Example 4.
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Figure 5.2: Plots of errors of the considered methods (5.4.20) with λ “ ´1 (left),
λ “ ´106 (right), N grid points and fixed and optimal frequency ω for Example 4.
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Example 5. Consider the Prothero-Robinson problem

y1ptq “ λ p yptq ´ sinp101 tq q ` p101q cosp101 tq, t P
”

0,
π

2

ı

,

yp0q “ 0,
(5.4.21)

where exact solution is

yptq “ sinp101 tq “ sinp100 tq cosptq ` cosp100 tq sinptq.

The oscillating behavior of the exact solution leads us to utilize the EF methods with
the parameter µ “ iω. This system is integrated by the EF peer methods, where the
parameter ω is chosen equal to the frequency of the exact solution, i. e. ω “ 100.
In this example, we also consider the case in which the oscillatory frequency ω is not
known exactly and we integrate the system by the optimal EF peer methods with ωop.
In detail, we utilized the initial conditions and performed the experiments with CL and
EF IM peer methods, as well as optimal EF IM peer methods, whose algorithms are
constructed in the process outlined in Algorithm 1. We examine the interval r0, π

2
s with

various grid points N “ 320, 640, 1280. The absolute errors from the considered ap-
proaches are listed in the tables 5.4, 5.5 for λ “ ´1 (non-stiff case) and λ “ ´106 (stiff
case).

Whether the problem is stiff or non-stiff, the optimal EF IM peer methods perform
much better than CL IM and are close to EF IM peer methods. We offer some graphs
for both scenarios λ “ ´1 and λ “ ´106 for extra validation. In Fig. 5.4, we depict
the variation of ωop at each integration point for the problem when the A2 algorithm is
chosen. As predicted, it is obvious from Fig. 5.4, the obtained ωop is close to ω “ 100.
It is instructive to mention that Fig. 5.3 shows the efficiency curve for this problem
obtained by the CL, EF, and optimal EF IM peer methods.

N

Methods ω 320 640 1280

CL IM P2 ´´ 1.31e ´ 01 3.45e ´ 02 8.81e ´ 03

EF IM P2 100 2.53e ´ 03 6.77e ´ 04 1.73e ´ 04

Optimal EF IM P2 ωop 8.41e ´ 03 4.96e ´ 05 1.93e ´ 05

Table 5.4: Comparison of errors for the problem (5.4.21) with λ “ ´1, N grid points
and fixed and optimal frequency ω for Example 5.
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N

Methods ω 320 640 1280

CL IM P2 ´´ 2.16e ´ 7 7.51e ´ 08 4.90e ´ 08

EF IM P2 100 5.78e ´ 08 7.52e ´ 09 9.48e ´ 10

Optimal EF IM P2 ωop 4.61e ´ 07 1.27e ´ 08 5.78e ´ 10

Table 5.5: Comparison of errors for the problem (5.4.21) with λ “ ´106, N grid points
and fixed and optimal frequency ω for Example 5.
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Figure 5.3: Plots of errors of the considered methods on problem (5.4.21) with λ “
´1,´106, N grid points and different values for the frequency ω for Example 5.
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Figure 5.4: Plot of calculated ωop for problem (5.4.21) with λ “ ´1pupq,´106pbelowq,
N “ 320 grid point for Example 5.

Example 6. Consider the following test case

y
1 “ 1 ´ t ` 1

2
t2, t ą 0, yp0q “ 1, (5.4.22)
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with the exact solution

yptq “ 1 ` t ´ 1

2
t2 ` 1

6
t3.

This is a simple differential equation, and it helps to illustrate some exciting aspects
when (5.4.22) is approached by optimal EF IM peer methods (with Z-dependent co-
efficients whose are computed for optimal µ-values) introduced in this work. We can
construct the optimal µ value for both A1 and A2 algorithms by using formulae (5.2.18)
and (5.2.19). For instance, when s “ 2 , by using formulae (5.2.18) the optimal µ value
for A1 is the constant representation

ϕ1ptq “ µ2 “ yp4qptnq
y

2ptnq “ 0

while by using formulae (5.2.19) the optimal µ2 value for A2 is

ϕ2ptq “ µ2 “ yp3qptnq
y

1ptnq “ 1

1 ´ t ` t2

2

.
It follows that by using the A1 algorithm when s “ 2, we don’t have all of the data
to construct the optimal µ value. For this reason, in this test case, we construct the
solution by the A2 algorithm along with the whole interval. In Fig. 5.5, we depict the
variation of optimal µ2 at each integration point for the problem. As predicted, it is
evident from Fig. 5.5, µ2 » 0.024 when t “ 10, s “ 2, h “ 0.0125, as the theoretically
expected value 0.024 is also given from ϕ2p10q.
This test case has been employed by Ixaru et al. in [157]. They used EF multistep
methods for Eq. (5.4.22). In Table 5.6, we report the absolute errors at t “ 1, t “ 5

and t “ 10, with the fixed stepsize h “ 0.0500, 0.0250 and h “ 0.0125 by optimal EF
IM peer methods and compare them with reported results in [157]. From this table,
we observe that for s “ 2, the optimal EF IM peer methods have the same accuracy
behavior concerning with EF multistep methods [157].
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Figure 5.5: Plot of calculated optimal µ2 value for problem (5.4.22) for s “ 2, h “ 0.0125

for Example 6.

t=1
h “ 0.0500 h “ 0.0250 h “ 0.0125

Classical A0 [157] ´8.15e ´ 04 ´2.06e ´ 04 ´5.18e ´ 05

EF multistep [157] ´1.61e ´ 05 ´2.08e ´ 06 ´2.73 ´ 07

optimal EF IM P2 4.86e ´ 04 5.78e ´ 05 7.06e ´ 06

t=5
h “ 0.0500 h “ 0.0250 h “ 0.0125

Classical A0 [157] ´4.15e ´ 03 ´1.04e ´ 03 2.60e ´ 04

EF multistep [157] 1.68e ´ 05 1.80e ´ 06 2.16e ´ 07

optimal EF IM P2 4.14e ´ 04 5.25e ´ 05 6.62e ´ 06

t=10
h “ 0.0500 h “ 0.0250 h “ 0.0125

Classical A0 [157] ´8.31e ´ 3 ´2.08e ´ 03 ´5.21e ´ 04

EF multistep [157] 2.53e ´ 05 2.87e ´ 06 3.49e ´ 07

optimal EF IM P2 4.01e ´ 04 5.11e ´ 05 6.46e ´ 06

Table 5.6: Comparison of errors for the problem (5.4.22) for Example 6.
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5.5 Conclusion

In this chapter, we applied EF peer methods for the numerical solution of first-order
ODEs and examined the problem of how the frequencies should be tuned to obtain
the maximal benefit from the exponential fitting versions. To answer this question,
we analyzed the error behavior of EF peer methods. We have succeeded in proposing
formulae for optimal µ values. Under this condition and with the determination of
optimal µ values, we achieved the "optimal EF peer methods". The introduced methods
were tested on some examples, and the efficiency of optimal EF peer methods was
shown.



Part II

Numerical solution of Volterra integral
equations
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Chapter 6

Numerical solution of delay Volterra
functional integral equations with
variable bounds

In recent decades, the numerical treatment of integral equations has attracted consid-
erable interest. VIEs are significant in modeling phenomena in many applicable fields,
including engineering, mechanics, physics, chemistry, astronomy, biology, economics,
potential theory, and electrostatics, among others [24, 32, 222].

Since it is typically challenging to solve VIEs analytically, numerical approaches are
employed. In the numerical computation of integral and differential equations, spectral
methods have grown in popularity [46, 52, 67, 68, 274]. Various numerical approaches
based on spectral methods and orthogonal polynomials have been employed to solve
VIEs [127, 248, 222, 307]. When the solution to the problem is infinitely smooth,
spectral methods have excellent error characteristics and provide exponential rates of
convergence.

This chapter proposes a new numerical method to solve delay VIEs of the form

m1
ÿ

k“0

Pkpxqypαkx ` βkq “ fpxq `
m2
ÿ

r“0

λr

ż vrpxq

urpxq
Krpx, tqFpypµrt ` γrqqdt, (6.0.1)

where Pkpxq, fpxq, Krpx, tq, urpxq and vrpxq are continuous functions on the inter-
val ra, bs, a ď urpxq ď vrpxq ď b and αk,βk,λk,µk and γk are appropriate constants.
Fpypµrt ` γrqq is a function of unknown function of ypxq.

The classical orthogonal polynomials belong to the discrete/continuous orthogonal
polynomials category. The idea of using discrete orthogonal polynomials is due to
the projection approach. Examples of discrete polynomials include Charlier, Meixner,
Krwtchouk, and Hahn. The chapter focuses on using Hahn polynomials Hnrx, α, β,N s,
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which are discrete orthogonal polynomials, to solve Volterra integral equations (VIEs).
The Hahn polynomials, invented by W. Hahn [131] in 1949, are discrete orthogonal poly-
nomials of degree n on the interval r0, N s in the variable x with parameters α, β ą ´1.

The chapter is organized as follows: Section 6.1 introduces the Hahn polynomials
and some of their characteristics. Section 6.2 examines the Hahn coefficients and pro-
vides proof of their spectral accuracy and convergence. In Section 6.3, the operational
matrix of integration, derivation, and product for the Hahn polynomials has been de-
rived. Section 6.4 proposes a collocation approach based on Hahn polynomials and their
associated operational matrices to solve VIEs (6.0.1). The numerical experiments in
Section 6.5 validate the correctness of the approach. Finally, the chapter concludes in
Section 6.6 with a discussion of the results. The use of Hahn polynomials in this chapter
is based on the collocation approach and has been referred to as the HPs approach. The
chapter aims to demonstrate the effectiveness of Hahn polynomials in solving VIEs.

6.1 Hahn polynomials and properties

This section briefly describes Hahn polynomials, including their formulae and charac-
teristics. The Hahn polynomials Hnrx, α, β,N s were introduced in 1949 by W. Hahn
[131]. They are discrete orthogonal polynomials of degree n and α, β ą ´1 on the range
r0, N s in the variable x. For further information about Hahn polynomials, please see
[124, 171, 317].

Definition 6.1.1. For arbitary complex numbers ai, i “ 1, 2, 3 and bj ‰ 0, j “ 1, 2

the generalized hypergeometric series 3F2pa1, a2, a3; b1, b2; zq is defined as

3F2pa1, a2, a3; b1, b2; zq “
8
ÿ

k“0

pa1qkpa2qkpa3qk
pb1qkpb2qk

.
zk

k!

where
paiq0 “ 1,

paiqk “ aipai ` 1q...pai ` k ´ 1q, k ě 1.
(6.1.2)

The series terminates if one of the ai is zero or a negative integer.

Definition 6.1.2. The Hahn polynomials Hnpxq “ Hnpx;α, β,Nq, n “ 0, 1, ..., N when
N is positive integer and for real α, β ą ´1 are defined by

Hnpxq “ 3F2p´n,´x, n ` α ` β ` 1;α ` 1,´N ; 1q. (6.1.3)

Hnpxq is a polynomials on the interval r0, N s in the variable x of degree n.

By using (6.1.3) and generalized hypergeometric series 3F2, the explicit formula of
Hahn polynomials is as follows:

Hnpxq “
n
ÿ

k“0

p´nqkpn ` α ` β ` 1qkp´xqk
pα ` 1qkp´Nqkk!

, n “ 0, 1, ...N. (6.1.4)
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Remark 3. Hahn polynomials are orthogonal on r0, N s. The orthogonality relation of
these polynomials as follows:

xHnpxq,Hnpxqy “
N
ÿ

x“0

HnpxqHnpxqwpxq “ p´1qnpn ` α ` β ` 1qN`1
pβ ` 1qnn!

p2n ` α ` β ` 1qp´Nqnpα ` 1qnN !

(6.1.5)
and if n ‰ m

xHnpxq,Hmpxqy “ 0

where wpxq is the weight function and defined as

wpxq “
ˆ

α ` x

x

˙ˆ

β ` N ´ x

N ´ x

˙

“ Γpα ` x ` 1qΓpβ ` N ´ x ` 1q
Γpx ` 1qΓpN ´ x ` 1qΓpα ` 1qΓpβ ` 1q .

By using of expansion of Hahn polynomials in terms of Taylor basis, relation (6.1.4)
can be written the following form

Hnpxq “
n
ÿ

k“0

ak,nx
k, n “ 0, 1, ...N,

such that

ak,n “
n
ÿ

i“k

p´1qi p´nqipn ` α ` β ` 1qi Si
k

pα ` 1qip´Nqii!
where

Si
k “ 1

i!

i
ÿ

r“0

p´1qi´r

ˆ

i

r

˙

rk.

Remark 4. The polynomials solve the eigenvalue equation

γn Hnpxq “ BpxqHnpx ` 1q ´ rBpxq ` DpxqsHnpxq ` DpxqHnpx ´ 1q (6.1.6)

with eigenvalues γn “ npn ` α ` β ` 1q, Bpxq “ px ` α ` 1qpx ´ Nq and Dpxq “
xpx ´ β ´ N ´ 1q. By using the difference operators

△fpxq :“ fpx ` 1q ´ fpxq, ▽ fpxq :“ fpxq ´ fpx ´ 1q

and their identities

△fpxq “ ▽fpx ` 1q,
△rfpxqgpxqs “ fpxq △ gpxq ` gpx ` 1q △ fpxq
▽rfpxqgpxqs “ fpx ´ 1q ▽ gpxq ` gpxq ▽ fpxq

(6.1.7)

we can reshape equation (6.1.6) in the following self-adjoint form

△ r´Dpxqwpxq ▽Hnpxqs ` γnwpxqHnpxq “ 0 (6.1.8)

with weight function w.
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Function approximation:

Any function fpxq, defined over the interval r0, 1s, may be approximated by the Hahn
polynomials as follows:

fpxq »
N
ÿ

i“0

ciHipxq “ CTΨpxq, (6.1.9)

such that

Ψpxq “ rH0pxq,H1pxq, ...,HNpxqsT , CT “ rc0, c1, ..., cN sT (6.1.10)

6.2 Convergence analysis

Covergence analysis and spectral accuracy of the Hahn polynomials expansion are inves-
tigated thoroughly in [124, 125]. Spectral accuracy/convergence indicates that the i-th
coefficient in the expansion of a smooth function decays to zero faster than any power
of i. In this part, the behavior of the Hahn coefficients is examined. It is inaccurate to
speak of spectral convergence in this context because all coefficients ci are either equal
to zero for i ą N or are undefined. Consequently, we use the term spectral accuracy
in the following sense: Accuracy is spectral if there exists an index n1 such that the
absolute values of ci, N ě i ą n1, decrease faster than any power of i. Nonetheless, we
examine the interval I “ r0, N s using a pN ` 1q-equidistant grid. Transformation to
any compact interval ra, bs is conceivable and follows similarly. For Hahn polynomials,
spectral accuracy derives immediately from Theorem 18.

Theorem 18. Let α, β ą ´1, m, N P N with m ď N, I “ r0, N s and f P C8pr´1, N`
1sq. Hipxq are the normalized Hahn polynomials of degree i. The Hahn projection of f
with degree m is given by

Pm fpxq “
m
ÿ

i“0

ciHipxq,

with the coefficient
ci “ xHi, f yw

and weight function w. It holds

|ci | ď 1

i2k

´
N
ÿ

j“0

wpjqpLdiskfpjqq2
¯ 1

2

(6.2.11)

for all k P N0, where Ldisk :“ 1

wpjq△r´Dpjqwpjq▽s is the discrete difference operatator.

Proof. The proof follows directly from [[124], Theorem 3.1, page 4]

Remark 5. For fixed N and f P C8, the sum 1

i2k

´ N
ř

j“0

wpjqpLdiskfpjqq2
¯ 1

2

is well-

defined and independent of i. The decay behavior of ci is characterized by 1

i2k
for i ď N .

If i ą N then ci is equal to zero.
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The following Theorem provides conditions that ensure that the series expansion of
a function by the discrete Hahn polynomials converges.

Theorem 19. The series expansion
n
ř

k“0

xf,Hky
xHk,HkyHkpxq of a function f by the discrete

Hahn polynomials converges pointwise, if the series expansion of the function f by the

Jacobi polynomials converges pointwise and if
n3`α`maxt1,αu

N
ÝÑ 0 as n,N ÝÑ 8.

Proof. The proof follows directly from [[125], Theorems 1.1, 2.1 and 2.2].

6.3 Operational matrices based on Hahn orthogonal

polynomials

Here, we provide explicit formulae for the Hahn polynomials’ ordinary differentiation
and integration and delay product operational matrices. First, we assume that Ψpxq
is the Hahn polynomials vector. For more details about operational matrices based on
orthogonal polynomials, refer to [71, 213].

Ψpxq “ rH0pxq,H1pxq, ...,HNpxqs.

6.3.1 Ordinary integral matrix for Hahn polynomials

Lemma 6.3.1. Suppose that, for a positive real number s, the inner product of the nth
Hahn polynomial Hnptq and xs is denoted by λpn, sq. It can be derived as

λpn, sq “ xHnpxq, xsyw “
N
ÿ

r“0

n
ÿ

k“0

ak,nr
s`kΓpα ` r ` 1qΓpβ ` N ´ r ` 1q

Γpr ` 1qΓpN ´ r ` 1qΓpα ` 1qΓpβ ` 1q (6.3.12)

Proof. From the definition of the discrete inner product x., .yw in (6.1.5), we have:

λpn, sq “
N
ř

r“0

Hnprq rswprq “
N
ř

r“0

´ n
ř

k“0

ak,nr
k
¯

rs
ˆ

α ` r

r

˙ˆ

β ` N ´ r

N ´ r

˙

“
N
ř

r“0

n
ř

k“0

ak,nr
s`kΓpα ` r ` 1qΓpβ ` N ´ r ` 1q

Γpr ` 1qΓpN ´ r ` 1qΓpα ` 1qΓpβ ` 1q .
(6.3.13)

Theorem 20. If Ψpxq is the Hahn polynomials vector, then the Ordinary integration
of Hahn polynomial vector is given by

IΨpxq “ GΨpxq (6.3.14)
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where G is the pN ` 1q ˆ pN ` 1q matrix. In fact, the pi, jq-th element of this matrix is
obtained by:

Gi,j “
i´1
ÿ

k“0

ak,i´1λpj, k ` 1q
pk ` 1qρj

, i “ 1, 2, ..., N ` 1, j “ 0, ..., N.

where

ρj “ p´1qj pj ` α ` β ` 1qN`1pβ ` 1qjj!
p2j ` α ` β ` 1qpα ` 1qjp´NqjN !

.

Proof. Assume that the i-th element of the vector Ψpxq is Hi´1pxq. Applying the
analytical form of Hi´1pxq, the ordinary integration for this function can be written as

IHi´1pxq “
i´1
ÿ

k“0

ak,i´1x
k`1

pk ` 1q (6.3.15)

Now the term of xk`1by expanding exactly with Hahn polynomials as

xk`1 “
N
ÿ

j“0

uk,jHjpxq (6.3.16)

in which uk,j can be derived by using Lemma 6.3.1 as

uk,j “ 1

ρj

@

Hjpxq, xk`1
D

w
“ λpj, k ` 1q

ρj
(6.3.17)

By putting Eqs. (6.3.16) and (6.3.17) in (6.3.15), we have:

IHi´1pxq “
N
ÿ

j“0

´
i´1
ÿ

k“0

ak,i´1λpj, k ` 1q
pk ` 1qρj

¯

Hjpxq,

therfore the desired result is derived.

6.3.2 Ordinary differentiation matrix for Hahn polynomials

Theorem 21. If Ψpxq is the Hahn polynomials vector, then the Ordinary differentiation
of Hahn polynomial vector is given by

DΨpxq “ ΦHpxq (6.3.18)

where Φ is the pN ` 1q ˆ pN ` 1q matrix. In fact, the pi, jq-th element of this matrix is
obtained by:

Φi,j “
i´1
ÿ

k“0

k ak,i´1λpj, k ´ 1q
ρj

, i “ 1, 2, ..., N ` 1, j “ 0, ..., N.

where

ρj “ p´1qj pj ` α ` β ` 1qN`1pβ ` 1qjj!
p2j ` α ` β ` 1qpα ` 1qjp´NqjN !

.
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Proof. Assume that the i-th element of the vector Ψpxq is Hi´1pxq. Applying the
analytical form of Hi´1pxq, the ordinary differentiation for this function can be written
as

DHi´1pxq “ pD
i´1
ÿ

k“0

ak,i´1x
kq

Therefore

DHi´1pxq “
i´1
ÿ

k“0

ak,i´1k x
k´1 (6.3.19)

Now the term of xk´1by expanding exactly with Hahn polynomials as

xk´1 “
N
ÿ

j“0

qk,jHjpxq (6.3.20)

in which qk,j can be derived by using Lemma6.3.1 as

qk,j “ 1

ρj

@

Hjpxq, xk´1
D

w
“ λpj, k ´ 1q

ρj
(6.3.21)

By putting Eqs. (6.3.20) and (6.3.21) in (6.3.19), we have:

DHi´1pxq “
N
ÿ

j“0

´
i´1
ÿ

k“0

k ak,i´1λpj, k ´ 1q
ρj

¯

Hjpxq, (6.3.22)

therfore the desired result is derived.

Remark 6. Let Ψpxq be the pN ` 1q Hahn vector defined in (6.1.10) and V be an
arbitrary pN ` 1q vector. Then, we can write

ΨpxqΨT pxqV “ ṼΨpxq, (6.3.23)

where Ṽ is the pN ` 1q ˆ pN ` 1q product operational matrix and its pi, jqth element
can be defined as

Ṽi`1,j`1 “ 1

ρj

N
ÿ

k“0

Vk xHkptqHipxq,Hjpxqy
w
, i, j “ 0, 1, ..., N.

6.4 Numerical approach

Consider the delay VIEs (6.0.1). First, we approximate ypxq, fpxq and kpx, tq in terms
of the HPs as follows

ypxq » CTΨpxq “ ΨT pxqC, (6.4.24)
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fpxq » F TΨpxq “ ΨT pxqF, (6.4.25)

Pkpxq » P T
k Ψkpxq “ ΨT pxqPk, (6.4.26)

Krpx, tq » ΨpxqTKr Ψptq “ ΨptqTKT
r Ψpxq, (6.4.27)

where C, P and F are the HPs coefficient vectors and Kr is the HPs coefficient matrix
that is obtained by the following relations:

Kr “ rkri,js, kri,j “ xHjpxq, xKrpx, tq,Hiptqyy i, j “ 0, 1, 2, ..., N.

Hence, by using (6.4.24), the functions ypαkx` βkq and Fpypµrt` γrqq can be derived
as:

y pαkx ` βkq « CTΨpαkx ` βkq “ ΨT pαkx ` βkqC

and

Fpy pµrt ` γrqq « ZTΨptq “ ΨT ptqZ

These delay function can be expanded as

y pαkx ` βkq « CTΩkΨ pxq ` V T
k Ψ pxq , (6.4.28)

where Vk is known pN ` 1q vector, whereas Ωk is known pN ` 1q ˆ pN ` 1q matrix
which depends on the delay parameters αk, βk, respectively. Substituting Eqs. (6.4.25)-
(6.4.26)-(6.4.27) and (6.4.28) in the VIEs (6.0.1), we get

m1
ř

k“0

P T
k ΨpxqΨT pxqpCΩT

k ` Vkq “ F TΨpxq `
m2
ř

r“0

λr

´

şvrpxq
urpxq Z

TΨptqΨT ptqdt
¯

KT
r Ψpxq,

Now by applying product operation matrix for HPs defined in Remark 33, we have:

m1
ř

k“0

ΨT pxqP̃kpCΩT
k ` Vkq “ F TΨpxq `

m2
ř

r“0

λr

´

şvrpxq
urpxq Ψ

T ptqdt
¯

Z̃KT
r Ψpxq,

P̃k and Z̃ are the product operation matrices. Now by applying operational matrix of
integration Qr for HPs defined in Theorem 6.3.14, we have the residual function Rpxq
for the VIE (6.0.1) can be derived as:

Rpxq “
m1
ÿ

k“0

´

P̃kpCΩT
k ` Vkq ´ F T ´

m2
ÿ

r“0

λrQr Z̃KT
r

¯

Ψpxq, (6.4.29)

In order to approximate solution of the VIEs (6.0.1), we collocate the residual system
(6.4.29) at the N ` 1 zeros of shifted Chebyshev polynomials in the interval r0, 1s, as
follow:

Rprjq “ 0, i “ 1, 2..., N ` 1. (6.4.30)
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Eqs. (6.4.30) generate a system of N ` 1 algebraic equations for N ` 1 unknown coef-
ficients of the vector C. This system of algebraic equations can be solved for unknown
coefficients of the vector C. For nonlinear cases, the Newton-Raphson method can be
applied to solve the nonlinear system. Consequently, unknown function ypxq can be
obtained by substituting the vector C in Eq. (6.4.24).

The accuracy of the approximate solutions is determined by substituting the solu-
tions into the Eq. (6.0.1)

ENpxq “ |
m1
ÿ

k“0

Pkpxqypαkx ` βkq ´
´

fpxq `
m2
ÿ

r“0

λr

ż vrpxq

urpxq
Krpx, tqFpypµrt ` γrqqdt

¯

|

(6.4.31)
We anticipate that ENpxq “ 0 on the collocation points. Whenever ypxq » yNpxq
then ENpxq » 0. The accuracy of the approximate solutions may not provide any
information about the absolute errors. Thus, we can estimate the absolute errors using
the residual correction approach [65, 66, 226, 273].

We now will provide an error estimation for the HPs approach based on the residual
function. Using the residual function, we have

RNpxq “
m1
ÿ

k“0

Pkpxqypαkx ` βkq ´
´

fpxq `
m2
ÿ

r“0

λr

ż vrpxq

urpxq
Krpx, tqFpypµrt ` γrqqdt

¯

.

(6.4.32)
The error function eNpxq can be defined as eNpxq “ ypxq ´ yNpxq, where ypxq is the
exact solution of problem6.0.1 and also yNpxq is the approximate solution.
By adding Eq. (6.4.32) into the both side of Eq. (6.0.1), we have

´ RN “
m1
ÿ

k“0

PkpxqeNpαkx ` βkq ´
m2
ÿ

r“0

λr

vrpxq
ż

urpxq

Krpx, tqFpypµrt ` γrq ´ yNpµrt ` γrqqdt.

(6.4.33)
On the other hand, using the residual function described by RNpxq, the solution’s
accuracy can be evaluated, and error can be estimated. If RNpxq ÝÑ 0 when N is
sufficiently large enough, then error decrease.
Using the error equation (6.4.33), we obtain the approximation eN,Mpxq to eNpxq, pM ě
Nq

eN,Mpxq “
M
ÿ

k“0

akHkpxq,

where , eN,Mpxq is the Hahn polynomial solution of the error equation (6.4.33). So, we
establish the error function eNpxq “ ypxq ´yNpxq, the estimated error function eN,Mpxq
and the corrected Hahn polynomial solution is

EN,Mpxq “ eNpxq ´ eN,Mpxq “ ypxq ´ yN,Mpxq.
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6.5 Numerical experiments

In this section, five examples demonstrate how well Hahn polynomials perform in solv-
ing the linear and nonlinear delay VIEs. The accuracy of the numerical solution is
examined using the Root Mean Squared Error (RMSE). Assume that the function
ypxq is approximated by ỹpxq. In the examples, actual absolute error is shown by
eNpxq “ |ỹpxq ´ yNpxq|, estimated absolute error is demonstrated by eN,M and cor-
rected absolute error is defined by EN,Mpxq.All findings were calculated using Maple 17
with a precision of 16 digits and α “ 1, β “ 1.

For this approximate function ỹptq, the RMSE can be calculated as follows:

}y ´ ỹ}
2

“

d

řm

i“1
|ypxiq ´ ỹpxiq|2

N
. (6.5.34)

Example 7. Assume the following delay VIEs:

ypxq ` xe´xyp1
2
xq ´

ż x

0

ex´typtqdt “ fpxq, (6.5.35)

where fpxq “ px ` 1qex ` xe
x
2 . This equation has exact solution ỹpxq “ ex.

The presented HPs method has been used to solve this delay VIEs. Comparison
between actual absolute errors with the estimated and corrected absolute errors for
x “ 0, 0.2, 0.4, 0.6, 0.8, 1, 1.1 and different values of N,M are listed in Table 6.1. The
absolute errors acquired by the published results and our method are compared in Ta-
ble 6.2. The numerical examples show that for different values of N , the approach
outperforms all other methods, such as the Legendre collocation method, the Lagrange
collocation method, the Chebyshev collocation method, the VIM method, and Taylor col-
location method. In addition, Fig. 6.1 shows the comparison between absolute errors
for different N. Fig. 6.2 shows the errors of approximation solution y(x). From these
results, we conclude that the presented method is an effective tool for solving the delay
VIEs and that the RMSE of the approximate solutions significantly decreases as the
number of basis functions increases. According to Fig. 6.2, numerical errors will decay
at an exponential rate. The errors exhibit an exponential decrease, as expected because
the error variations in this semi-log representation are practically linear versus the de-
grees of the polynomial. The elapsed CPU time (in second) for different values of N is
provided in Table 6.3.
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xi

Actual absolute errors
N “ 4, e4pxiq

Estimated absolute errors
N “ 4, M “ 6, e4,6pxiq

Corrected absolute errors
N “ 4, M “ 6, E4,6pxiq

HPs [127] HPs [127] HPs [127]

0.0 0 0 0 0 0 0

0.2 0.356494e ´ 5 0.161717e ´ 4 0.352973e ´ 5 0.161129e ´ 4 0.352052e ´ 9 0.588529e ´ 7

0.4 0.183943e ´ 4 0.175270e ´ 4 0.184318e ´ 4 0.175071e ´ 4 0.375707e ´ 9 0.199332e ´ 7

0.6 0.315997e ´ 4 0.258794e ´ 3 0.315600e ´ 4 0.258772e ´ 3 0.397138e ´ 9 0.221217e ´ 7

0.8 0.459194e ´ 8 0.949598e ´ 3 0.500791e ´ 8 0.949614e ´ 3 0.415973e ´ 9 0.163145e ´ 7

1.0 0.265482e ´ 4 0.137166e ´ 2 0.265931e ´ 4 0.137166e ´ 2 0.449127e ´ 9 0.248660e ´ 6

1.1 0.342140e ´ 3 0.896502e ´ 3 0.343941e ´ 3 0.896502e ´ 3 0.180041e ´ 5 0.598131e ´ 7

xi

Actual absolute errors
N “ 5, e5pxiq

Estimated absolute errors
N “ 5, M “ 7, e5,7pxiq

Corrected absolute errors
N “ 5, M “ 7, E5,7pxiq

HPs [127] HPs [127] HPs [127]

0.0 0 0 0 0 0 0

0.2 0.874173e ´ 8 0.288997e ´ 5 0.874657e ´ 8 0.288713e ´ 5 0.483213e ´ 11 0.284325e ´ 8

0.4 0.676526e ´ 8 0.320749e ´ 5 0.676478e ´ 8 0.320842e ´ 5 0.481330e ´ 12 0.927994e ´ 9

0.6 0.468135e ´ 8 0.630605e ´ 4 0.468085e ´ 8 0.630614e ´ 4 0.504941e ´ 12 0.834475e ´ 9

0.8 0.116701e ´ 5 0.433426e ´ 3 0.116757e ´ 5 0.433428e ´ 3 0.557997e ´ 11 0.165510e ´ 8

1.0 0.178320e ´ 5 0.249601e ´ 2 0.178458e ´ 5 0.249602e ´ 2 0.138734e ´ 10 0.683476e ´ 8

1.1 0.268999e ´ 4 0.512460e ´ 2 0.270031e ´ 4 0.512466e ´ 2 0.103263e ´ 8 0.608253e ´ 7

Table 6.1: Comparison of numerical results for different N,M , Example 7.

N “ 3 N “ 4 N “ 5

r20s 4.60e ´ 004 7.30e ´ 007 1.10e ´ 007

r32s 2.20e ´ 004 9.20e ´ 006 4.10e ´ 007

r127s 1.00e ´ 004 3.00e ´ 007 5.80e ´ 008

HPs 3.48e ´ 004 6.868e ´ 007 4.03e ´ 008

Table 6.2: Comparison RMSE for different values of N, Example 7.

Figure 6.1: Comparison of absolute errors for different N, Example 7
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Figure 6.2: The errors of approximation solution y(x) for Example 7

N

4 6 8

Wall clock timepsq 0.906 1.047 1.031

Table 6.3: CPU times for different N of Example 7.

Example 8. Consider the following delay VIEs:

x2ypxq ` exyp2xq ´
ż

2x

0

ex`typtqdt `
ż

1

0

ex´2typ2tqdt “ fpxq, (6.5.36)

where

fpxq “ ´ex

4
´ 1

4
ex´2 cos 2` 1

2
e3x cos 2x´ 1

4
ex´2 sin 2´ 1

2
e3x sin 2x` x2 sin x` ex sin 2x.

This equation has exact solution ỹpxq “ sinpxq.
The proposed HPs method has been employed to solve this delay VIEs. The absolute
errors acquired by the published results and our method are compared in Table 6.4. The
method provides a better approximation than all other methods, including the Legendre
collocation method, the Lagrange collocation method, the Chebyshev collocation method,
the VIM method, and Taylor collocation method for different values of N , as can be
seen from the numerical examples. Additionally, Table 6.5 displays the comparison
of the actual absolute errors with the estimated and corrected absolute errors for x “
0, 0.2, 0.4, 0.6, 0.8, 1 and different values of N,M . Fig. 6.3 compares absolute errors
for different N. In summary, the results show that the proposed method is a useful tool
for solving the delay VIEs and that the RMSE of the approximations drops noticeably
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with the number of basis functions. Furthermore, in Fig. 6.4, we exhibit the numerical
errors for various values of N to demonstrate the high accuracy and convergence of the
proposed method. These results illustrate that our method provides a good approximation
and produces an exponential rate of convergence. The elapsed CPU time (in second)
for different values of N is provided in Table 6.6.

N “ 2 N “ 5 N “ 8 N “ 9

r127s ´ ´ ´ ´ ´ 1.40e ´ 004 7.40e ´ 009 2.40e ´ 010

r196s ´ ´ ´ ´ ´ 2.93e ´ 005 3.94e ´ 008 2.29e ´ 009

r196s 3.41e ´ 002 3.68e ´ 004 1.24e ´ 005 3.46e ´ 007

r308s 7.87e ´ 002 6.23e ´ 005 1.89e ´ 008 2.35e ´ 008

r309s 7.87e ´ 002 6.23e ´ 005 1.77e ´ 007 7.21e ´ 006

HPs 3.87e ´ 002 4.90e ´ 005 5.07e ´ 009 3.60e ´ 010

Table 6.4: Comparison RMSE for different values of N, Example 8.

Figure 6.3: Comparison of absolute errors for different N, Example 8
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Figure 6.4: The errors of approximation solution y(x) for Example 8

xi

Actual absolute errors
N “ 8, e8pxiq

Estimated absolute errors
N “ 8,M “
10, e8,10pxiq

Corrected absolute errors
N “ 8,M “
10, E8,10pxiq

HPs [127] HPs [127] HPs [127]

0.0 0.786197e ´ 10 0.166857e ´ 4 0.787897e ´ 10 0.166840e ´ 4 0.170019e ´ 12 0.173027e ´ 8

0.2 0.649202e ´ 10 0.677028e ´ 6 0.647776e ´ 10 0.675149e ´ 6 0.142549e ´ 12 0.187909e ´ 8

0.4 0.300124e ´ 10 0.253054e ´ 4 0.298293e ´ 10 0.253029e ´ 4 0.183106e ´ 12 0.245143e ´ 8

0.6 0.570982e ´ 10 0.203764e ´ 4 0.572993e ´ 10 0.203731e ´ 4 0.201106e ´ 12 0.327117e ´ 8

0.8 0.5861108e ´ 10 0.351658e ´ 4 0.587918e ´ 10 0.351610e ´ 4 0.180781e ´ 12 0.478454e ´ 8

1.0 0.278791e ´ 10 0.557315e ´ 4 0.276729e ´ 10 0.557239e ´ 4 0.206177e ´ 12 0.762705e ´ 8

xi

Actual absolute errors
N “ 9, e9pxiq

Estimated absolute errors
N “ 9, M “
11, e9,11pxiq

Corrected absolute errors
N “ 9, M “
11, E9,11pxiq

HPs [127] HPs [127] HPs [127]

0.0 0.5094913e ´ 11 0.252523e ´ 5 0.5104291e ´ 11 0.252528e ´ 5 0.937864e ´ 14 0.435909e ´ 10

0.2 0.519600e ´ 11 0.400632e ´ 5 0.519755e ´ 11 0.400637e ´ 5 0.154924e ´ 14 0.537286e ´ 10

0.4 0.529117e ´ 11 0.433152e ´ 5 0.528033e ´ 11 0.433158e ´ 5 0.108388e ´ 13 0.686267e ´ 10

0.6 0.209963e ´ 11 0.637944e ´ 5 0.208680e ´ 11 0.637953e ´ 5 0.1282759e ´ 13 0.928910e ´ 10

0.8 0.382958e ´ 11 0.893953e ´ 5 0.383205e ´ 11 0.893966e ´ 5 0.246816e ´ 14 0.134946e ´ 9

1.0 0.400643e ´ 11 0.144296e ´ 4 0.402344e ´ 11 0.144298e ´ 4 0.170102e ´ 13 0.214906e ´ 9

Table 6.5: Comparison of numerical results for different N,M , Example 8.
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N

4 6 8

Wall clock timepsq 1.000 1.062 1.156

Table 6.6: CPU times for different N of Example 8.

Example 9. Consider the delay VIEs:

ypxq ` e´xyp0.8xq `
1
ż

´1

ex´typtqdt “ fpxq (6.5.37)

where fpxq “ 3e´x ` e3´0.8x. This equation has exact solution ỹpxq “ ex.
This delay VIEs has been resolved using the suggested HPs approach. The compari-
son of the actual absolute errors with the estimated and corrected absolute errors for
x “ ´1,´0.6,´0.2, 0, 0.2, 0.6, 1 and different values of N,M is also shown in Table
6.7. The absolute error comparison for various N is shown in Fig. 6.5. In conclusion,
the findings demonstrate that the suggested approach is a helpful tool for resolving delay
VIEs and that the RMSE of the approximations decreases significantly with the number
of basis functions. These outcomes show that our approach yields accurate approxi-
mations and an exponential convergence rate. The elapsed CPU time (in second) for
different values of N is provided in Table 6.8.

Figure 6.5: Comparison of absolute errors for different N, Example 9

Example 10. Consider the nonlinear delay VIEs:

ypxq ´
x
ż

0

2e´xy2ptqdt “ fpxq (6.5.38)
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xi

Actual absolute errors
N “ 10, e10pxiq

Estimated absolute errors
N “ 10,M “
10, e10,12pxiq

Corrected absolute errors
N “ 10,M “
10, E10,12pxiq

HPs [127] HPs [127] HPs [127]

´1.0 0.0213245e ´ 5 0.364e ´ 7 0.209132e ´ 5 0.367e ´ 7 0.411295e ´ 9 0.147e ´ 12

´0.6 0.102876e ´ 10 0.542e ´ 9 0.535040e ´ 11 0.741e ´ 10 0.493721e ´ 11 0.436e ´ 14

´0.2 0.110353e ´ 8 0.818e ´ 9 0.1.10352e ´ 8 0.427e ´ 9 0.340561e ´ 14 0.325e ´ 13

0.0 0.155889e ´ 8 0.100e ´ 8 0.155889e ´ 8 0.600e ´ 9 0.860343e ´ 19 0.476e ´ 13

0.2 0.215293e ´ 8 0.137e ´ 8 0.215293e ´ 8 0.828e ´ 9 0.751331e ´ 19 0.671e ´ 13

0.6 0.660083e ´ 8 0.247e ´ 8 0.388293e ´ 8 0.166e ´ 9 0.432497e ´ 19 0.135e ´ 13

1.0 0.278791e ´ 8 0.563e ´ 7 0.660083e ´ 8 0.555e ´ 7 0.873861e ´ 19 0.227e ´ 12

xi

Actual absolute errors
N “ 14, e14pxiq

Estimated absolute errors
N “ 14, M “
16, e14,16pxiq

Corrected absolute errors
N “ 14, M “
16, E14,16pxiq

HPs [127] HPs [127] HPs [127]

´1.0 0.307047e ´ 11 0.100e ´ 9 0.295285e ´ 11 0.130e ´ 11 0.117622e ´ 12 0.460e ´ 18

´0.6 0.374663e ´ 13 0.150e ´ 10 0.370333e ´ 13 0.570e ´ 14 0.433044e ´ 15 0.350e ´ 19

´0.2 0.121881e ´ 12 0.220e ´ 10 0.1.21881e ´ 12 0.130e ´ 13 0.350602e ´ 19 0.640e ´ 19

0.0 0.172013e ´ 12 0.750e ´ 10 0.172013e ´ 12 0.190e ´ 13 0.110900e ´ 25 0.910e ´ 19

0.2 0.237523e ´ 12 0.160e ´ 9 0.237523e ´ 12 0.260e ´ 13 0.487724e ´ 24 0.120e ´ 18

0.6 0.428388e ´ 12 0.400e ´ 9 0.428388e ´ 12 0.490e ´ 13 0.450163e ´ 24 0.210e ´ 18

1.0 0.728241e ´ 12 0.490e ´ 9 0.728241e ´ 12 0.160e ´ 11 0.272505e ´ 24 0.440e ´ 18

Table 6.7: Comparison of numerical results for different N,M , Example 9.

N

4 6 8

Wall clock timepsq 0.844 0.891 1.063

Table 6.8: CPU times for different N of Example 9.

where fpxq “ ´e´x. This equation has exact solution ỹpxq “ ex.
The suggested HPs technique has been used to resolve this nonlinear delay VIEs. Table
6.9 compares the actual absolute errors with the estimated and corrected absolute errors
for x “ 0, 0.2, 0.4, 0.6, 0.8, 1 and various values of N,M . Fig. 6.6 displays the absolute
error comparison for various N . The results show that the recommended strategy is
a valuable tool for resolving delay VIEs and that the RMSE of the approximations
dramatically lowers with the number of basis functions. Furthermore, CPU times have
been given to show the efficiency of the method. The elapsed CPU time (in second) for
different values of N is provided in Table 6.10.
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Figure 6.6: Comparison of absolute errors for different N, Example 10

xi
Errors 0 0.2 0.4 0.6 0.8 1

e5pxiq 0 1.7932e ´ 7 1.1893e ´ 8 8.7149e ´ 7 3.0828e ´ 4 5.2387e ´ 3

e5,7pxiq 0 1.7872e ´ 7 1.1697e ´ 8 8.7090e ´ 7 2.9883e ´ 6 4.8023e ´ 5

E5,7pxiq 0 5.9496e ´ 10 1.96268e ´ 10 5.9405e ´ 10 9.4489e ´ 8 4.3641e ´ 4

e9pxiq 0 6.9560e ´ 10 1.3780e ´ 9 1.7720e ´ 9 4.3584e ´ 8 9.1656e ´ 4

e9,11pxiq 0 6.7893e ´ 10 1.0892e ´ 9 1.0614e ´ 9 1.7477e ´ 8 4.3370e ´ 7

E9,11pxiq 0 1.6668e ´ 11 2.8881e ´ 10 7.1054e ´ 10 6.1062e ´ 8 8.7319e ´ 4

Table 6.9: Numerical results for different N,M for Example 10.

N

4 6 8

Wall clock timepsq 0.906 0.922 1.297

Table 6.10: CPU times for different N of Example 10.
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Example 11. Consider the nonlinear delay VIEs:

ypxq ´
x
ż

0

y3ptqdt “ fpxq (6.5.39)

where fpxq “ ex ´ 1

3
e3x ` 1

3
. This equation has exact solution ỹpxq “ ex.

This nonlinear delay VIEs has been solved using the indicated HPs approach. For
x “ 0, 0.2, 0.4, 0.6, 0.8, 1 and various values of N,M , Table 6.11 compares the actual
absolute errors with the estimated and corrected ones. The absolute error comparison
for different N is shown in Fig. 6.7. The findings demonstrate that the suggested ap-
proach is a valuable tool for resolving nonlinear delay VIEs and that the number of basis
functions significantly impacts the approximations’ accuracy. In addition, CPU times
have been given to show the efficiency of the method. The elapsed CPU time (in second)
for different values of N is provided in Table 6.12.

Figure 6.7: Comparison of absolute errors for different N, Example 11

xi
Errors 0 0.2 0.4 0.6 0.8 1

e5pxiq 0 2.2991e ´ 7 2.4853e ´ 7 1.5468e ´ 4 1.1769e ´ 4 4.7640e ´ 3

e5,7pxiq 0 2.2975e ´ 10 2.4849e ´ 10 1.5467e ´ 6 1.1750e ´ 6 4.7595e ´ 5

E5,7pxiq 0 1.6036e ´ 10 4.0380e ´ 11 8.4491e ´ 11 1.8949e ´ 9 4.5005e ´ 8

e8pxiq 0 1.4907e ´ 8 3.7929e ´ 8 3.9737e ´ 8 1.5273e ´ 7 4.1273e ´ 7

e8,10pxiq 0 1.4902e ´ 8 3.7903e ´ 8 3.9683e ´ 8 1.5268e ´ 7 4.1120e ´ 7

E8,10pxiq 0 4.7886e ´ 12 2.5968e ´ 11 5.3967e ´ 11 5.5293e ´ 11 1.5385e ´ 9

Table 6.11: Numerical results for different N,M for Example 11.
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N

4 6 8

Wall clock timepsq 1.515 2.985 7.890

Table 6.12: CPU times for different N of Example 11.

6.6 Conclusion

In this chapter, a direct numerical method based on discrete orthogonal polynomials is
proposed to approximate the solution of delay VIEs (linear and nonlinear). By using
the properties of proposed polynomials, explicit formulations for their integration and
product operational matrices were derived. A numerical approach was suggested to
solve delay VIEs using collocation methods and these matrices. An instrument for
residual correction is also provided to calculate the estimated and corrected absolute
errors. The current method is applied to several problems that were previously studied
in the literature and the error analysis is carried out. Several illustrative examples
were considered to confirm the accuracy of the proposed method. The method has
advantages such as:

• The presented method is accurate and effective for the numerical solution of lin-
ear and nonlinear delay VIEs. we can calculate the approximate solutions and
absolute errors in a short time.

• Application of discrete Hahn polynomials is less time-consuming and less complex
in comparison with continuous polynomials. As these polynomials are orthogonal
with respect to a discrete norm, the implementation of the proposed numerical
method is more efficient and less complex in comparison to similar methods in
which continuous polynomials are used. The complexity and required CPU time
of continuous polynomials increase significantly as the number of basis functions
increases.

• Tables and figures have shown that the error decreases when N and M increase.

• Furthermore, CPU times have been given to show the efficiency of the method.

• As a result, the technique can be applied to a particular type of mathemati-
cal models, such as differential functional integral equations with delay, nonlin-
ear differential functional integral equations with delay, and fractional Volterra
integro-differential equations, but some modifications are required.





Chapter 7

Optimal control of system governed by
nonlinear Volterra integral and
derivative equations

Optimal Control (OC) is used in various engineering fields such as aerospace, mechan-
ics, robotics, electronics, chemical processes, medical engineering, and sub-branches.
The OC was first introduced by Newton and Leibniz. They could express dynamic
processes by defining concepts such as differential and integral in the 17th century. But
the OC in its present form has been considered since the 1950s. In the 1970s, with the
significant development of software and hardware of digital computers and numerical
algorithms, it became possible to provide very complex methods based on numerical
calculations to solve optimal control problems. Several applications of optimal control
problems in different scientific fields will be mentioned in the following.

Medical Engineering: The human body is highly complex and nonlinear, yet has
highly regulated and adaptive physiological control systems. Therefore, there is a close
relationship between control theory and physiology. Effective preventive measures and
controlling the spread of infectious diseases are among the most important concerns
worldwide. The control strategy in modeling the control of the spread of infectious
diseases is vaccination (provided that the vaccine is readily available in the market).

Cancer tumor treatment: The simulation of the problem of treating a cancer
tumor is studied to check the efficiency of optimal control in diseased tissue. The pop-
ulation of different cells as effective species, the effect of immune cells, chemotherapy
drugs, and some important factors have been considered. After choosing the model,
presenting a treatment program that can suggest a suitable process to reduce the num-
ber of cancer cells and, at the same time, cause the least damage to the patient’s body
is one of the issues raised in the field of optimal control. In this regard, it is important
to consider various biological limitations, including the need to limit the dose of the
injected drug and maintain the healthy cell population of a tissue.

125
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Rehabilitation of disabled patients: The process of strengthening the muscles
to bring them to normal values (rehabilitation) is a time-consuming task and requires
high cost and precision. There are many exercise machines for rehabilitation purposes.
Most of these machines are used in a limited and special way for various reasons. An
optimal algorithm for designing an intelligent system for rehabilitating human lower
limbs can be done using a parallel robot. Due to their high stiffness and fast reactions,
parallel robots have recently attracted the attention of many researchers for medical
applications and low-cost pharmaceutical activities. These robots generally have two
circular plates of fixed and movable shape, connected using several flexible and re-
movable links. The length of the links is controlled to reach the desired position and
direction. Estimation and optimization of control parameters using neural networks
and genetic algorithms. The use of the neural network in the control of rehabilitation
robots arose from the fact that the results of experiments have shown that there are
training centers in the spinal cord of adult mammals that activate and control the mo-
tor neurons responsible for walking. In the genetic algorithm, quantitative coding is
used for chromosomes, and classical optimal control strategies can be used to find the
least deviation from the desired path.

Car control systems: By using anti-lock brakes and slip and stability control, the
safety of cars has been transformed by control technology. The invention of mechanical
control for car suspension led to victory in car racing for the first time. Also, collision
avoidance systems are used in air traffic management based on control and estimation
algorithms. Also, optimal control has been used to design and solve various problems-
described in this section.

Optimal Control Problems (OCPs) are widely used in several fields, such as aerospace,
economy and finance, medical engineering, automotive systems, etc.

They are essentially related to identifying state trajectories for a dynamical system
over a time interval that optimizes a specific performance index by achieving the best
possible outcome through endogenous control of a parameter within a mathematical
model of the system itself. The associated problem is characterized by a cost or objective
function, depending on the state and control variables, and by a group of constraints.
There are two essential types of OCPs, respectively, subjected to differential equations
and integral equations. The classical optimal control theory was initially conceived to
solve systems of controlled ordinary differential equations, referring to the first type.
However, the second type of OCPs recently gained significant success for handling a
broad class of phenomena and mathematical models, such as, for example, technological,
physical, economic, biological, and network control problems, as reported in Figure 7.1.
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Figure 7.1: Some applications of optimal control problem in real life

OCPs are typically nonlinear and hence do not admit analytic solutions, especially
when they are ruled by Volterra integral or Volterra integral derivative systems (second
type). To overcome the difficulties related to obtaining an analytical solution to these
problems, several authors have suggested different techniques to provide a numerical
solution.

Belbas described iterative methods with their convergence by assuming some con-
ditions on the kernel of the integral equations involved to solve optimal control of non-
linear Volterra integral equations (VIEs) [27]. Also, he discovered a technique to solve
OCPs for VIEs based on approximating the controlled VIEs by systems of controlled
ordinary differential equations[28, 29]. The existence and uniqueness of solutions for
OCPs governed by VIEs can be found in [11].

In addition, orthogonal functions have been leveraged to find the solution OCPs
for VIEs. An iterative numerical method for solving optimal control using triangular
functions is described in [198]. Maleknejad and Ebrahimzadeh introduced a collocation
approach based on rationalized Legendre wavelets to approximate optimal control and
state variables in [199]. In [296], Tohidi and Samadi investigated the use of Lagrange
polynomials in solving OCPs for systems governed by VIEs and also analyzed the con-
vergence of their proposed solution, characterized by a significant efficiency, mainly for
problems characterized by smooth solutions. Hybrid functions consisting of block-pulse
functions and a Bernoulli polynomial method for OCPs described by integro-differential
equations has been investigated by Mashayekhi et al. in [205]. In [241], the authors pro-
posed hybrid approaches leveraging the steepest descent and two-step Newton methods
for achieving optimal control and the associated optimal state. Some other methods
have been described in [106, 185, 200].
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In a recent paper, Khanduzi et al. [174] proposed a novel revised method based
on teaching-learning-based optimization (MTLBO) to gain an approximate solution of
OCPs subjected to nonlinear Volterra integro-differential systems.

As said, the OCPs, which is the minimization of a performance index subject to the
dynamical system is one of the most practical subjects in science and engineering. As a
generalization of the classical OCPs and Fractional Optimal Control Problems (FOCPs)
involve the minimization of a performance index subject to dynamical systems in which
fractional derivatives or integrals are used (See [214] and references therein). Even if
fractional calculus is almost as old as normal integer order calculus, its application in
various fields of science has gained increasing attention in the last three decades. In
related literature, considerable attention has been paid to fractional calculus to have a
better description of the behavior of the natural processes [23, 225, 261, 289].

Centered on the approach reported in [174, 199] and considering the interest in
fractional calculus that has grown over the past few years, the main aim of this analysis
is to establish a new computational method for solving the OCPs ruled by Nonlinear
Volterra Integro-Fractional Differential systems (NVIFs):

minJ “
ż

1

0

Lpt, yptq, uptqqdt (7.0.1)

subjected to the NVIFs

Dαyptq ` aptqyptq ´ bptquptq ´ cptq
şt

0
Gpt, s, ϕpsqqds “ 0, , 0 ă α ď 1,

yp0q “ y0.
(7.0.2)

where yptq and uptq are the state and control functions, Dαyptq denotes the fractional
derivative of yptq in the Caputo sense, aptq, bptq and cptq are functions and ϕ is a linear
or nonlinear function. Moreover, L and G are continuously differentiable operators.

This chapter considers a new type of orthogonal polynomial, which Chelyshkov has
described for the first time. First, the Dαpyq is expanded using Chelyshkov polyno-
mials vector with unknown coefficients. The fractional integral operational matrix is
employed to find the approximate solution of OCPs (7.0.1) subject to the dynamic
system (7.0.2). By increasing the number of basis functions, the accuracy of numerical
results is enhanced.

The novelty of this work is that in the dynamic system (7.0.2), we have considered
the order as a fractional, while in the reported works (see [173, 174, 199] and references
therein), the order of the dynamic system is considered α “ 1. We have proposed a new
formulation for OCPs subject to nonlinear Volterra integral equations. One of the big
advantages of this approach is that by setting α “ 1, our scheme can easily be applied



7.1 Chelyshkov polynomials 129

to OCPs for NVIFs considered for examples in the work of Khanduzi et al. [174] and
Maleknejad et al.[199], and to other similar methods. To verify this notable inference,
the new technique is compared with MTLBO, TLBO, Legendre wavelet methods, and
GWO and local methods [173, 174, 199] when α “ 1. Comparing the results of this
work with the other relevant ones available in the related literature, as those reported
by [173, 174, 199], revealed that the newly proposed formulation provides better per-
formances concerning the previous ones.

The chapter aims to comprehensively analyze Chelyshkov polynomials and their
applications in solving NVIFs. Section 7.1 describes the Chelyshkov polynomials and
highlights their essential properties. The integration matrix, which plays a crucial role
in solving these differential systems, is evaluated in Section 7.2. Section 7.3 proposes
a computational optimization approach that can efficiently solve NVIFs. The accuracy
of the proposed method is demonstrated through three numerical examples in Section
7.4. Finally, the chapter concludes with a summary of the key points and insights in
Section 7.5.

7.1 Chelyshkov polynomials

In this section, we will report the definition and some properties of Chelyshkov polyno-
mials. These polynomials were introduced in 2006 by Chelyshkov [69]. They constitute
a family of new orthogonal polynomials defined by:

χnptq “
N´n
ÿ

j“0

γj,nt
n`j, n “ 0, 1, ...N, (7.1.3)

in which

γj,n “ p´1qj
ˆ

N ´ n

j

˙ˆ

N ` n ` j ` 1

N ´ n

˙

. (7.1.4)

Moreover, the orthogonality condition for these polynomials is described as follow:

ż

1

0

χpptqχqptqdt “ δpq

p ` q ` 1
,

where δpq represents Kronecker delta.

Remark 7. By paying attention to the definition of the Chelyshkov polynomials, we
conclude that the main difference between the these polynomials and other orthogonal
polynomials in the interval r0, 1s, where the n-th polynomial has a degree n.



130
Optimal control of system governed by nonlinear Volterra integral and derivative

equations

Function approximation

Any function fptq which is integrable on r0, 1q can be approximated by applying the
Chelyshkov polynomials as

fptq »
N
ÿ

i“0

ciχiptq “ CTΥptq, (7.1.5)

where Υptq and C are pN ` 1q vectors given by

C “ rc0, c1, ..., cN sT , Υptq “ rχ0ptq, χ1ptq, ..., χNptqsT . (7.1.6)

and the coefficients ci, i “ 0, 1, ...N can be derived by means of the expression:

ci “ xfptq, χiptqy˚
xχiptq, χiptqy˚

“
ş

1

0
χiptqfptqdt

ş

1

0
χiptqχiptqdt

“ p2i ` 1q
ż

1

0

χiptqfptqdt. (7.1.7)

7.2 Operational matrices

This section concerns processing operational matrices of the Chelyshkov polynomials
vector Υptq. In the following, some explicit formulations for the fractional integration
operational matrix in the Riemann-Liouville sense and the product operational matrix
for the Chelyshkov polynomials vectors will be given.

Theorem 22. The fractional integration of order α of Chelyshkov polynomials vector
can be obtained by

IαΥptq » ΩpαqΥptq, (7.2.8)

where Υptq is pN ` 1q Chelyshkov polynomials vector, Ωpαq P R
N`1 is the fractional in-

tegration operational matrix of Υptq and each element of this matrix can be computed as

Ω
pαq
i,j “

N´i`1
ÿ

r“0

N´j
ÿ

s“0

p2j ` 1qΓ pi ` rqγr,i´1γs,j

pα ` r ` i ` j ` sqΓ pi ` r ` αq , i “ 1, 2..., N ` 1, j “ 0, ..., N.

Proof. Let us consider the i-th element of the vector Υptq. The fractional integral of
order α for χi´1ptq, can be obtained as

IαΥiptq “ Iαχi´1ptq “ Iα
N´i`1
ÿ

r“0

γr,i´1t
r`i´1 “

N´i`1
ÿ

r“0

Γ pi ` rqγr,i´1

Γ pi ` r ` αq t
α`r`i´1, (7.2.9)

we expand by using the Chelyshkov polynomials the expression tα`r`i´1, then we have

tα`r`i´1 »
N
ÿ

j“0

θr,jχjptq, (7.2.10)
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where θr,j can be obtained as

θr,j “ p2j ` 1q
ż

1

0

χjptqtα`r`i´1dt

“ p2j ` 1q
N´j
ÿ

s“0

γs,j

ż

1

0

tα`r`i`j`s´1dt “ p2j ` 1q
N´j
ÿ

s“0

γs,j

α ` r ` i ` j ` s
. (7.2.11)

Now, by substituting (9.2.11) and (9.2.12) in (7.2.9) we have:

IαΥiptq »
N
ÿ

j“0

˜

N´j
ÿ

s“0

N´i`1
ÿ

r“0

p2j ` 1qΓ pi ` rqγr,i´1γs,j

pα ` r ` i ` j ` sqΓ pi ` r ` αq

¸

χjptq.

Therefore the desired outcome is extracted.

Theorem 23. Let Y P R
Nˆ1 be an arbitrary vector.

ΥptqΥT ptqY “ ỸΥptq, (7.2.12)

where Υptq P R
N`1 is the Chelyshkov polynomial vector introduced in (7.1.6) and the

pi, jq-th element of the product operational matrix Ỹ can be obtained as:

Ỹi,j “
N
ÿ

k“1

Yk

ż

1

0

ΥkptqΥiptqΥjptqdt, i, j “ 1, 2, ..., N ` 1.

Proof. Consider two Chelyshkov polynomial vectors Υptq and ΥT ptq. The product of
these two vectors is a matrix described as follows:

ΥptqΥT ptq “

»

—

—

—

–

χ0ptqχ0ptq χ0ptqχ1ptq . . . χ0ptqχNptq
χ1ptqχ0ptq χ1ptqχ1ptq . . . χ1ptqχNptq

...
...

. . .
...

χNptqχ0ptq χNptqχ1ptq . . . χNptqχNptq

fi

ffi

ffi

ffi

fl

pN`1qˆpN`1q

.

As a consequence, the relation (7.2.12) can be represented as:
N
ÿ

k“0

χkptqχiptqYk`1 “
N
ÿ

k“0

χkptqỸi`1,k`1, i “ 0, 1, ..., N. (7.2.13)

By multiplying χjptq on both sides of the relation (7.2.13) and integrating results over
r0, 1s, we have:

N
ÿ

k“0

Yk

ż

1

0

χkptqχiptqχjptqdt “
N
ÿ

k“0

Ỹi,k

ż

1

0

χkptqχjptqdt, i, j “ 0, 1, ..., N.

Finally, the pi, jq-th element of product operational matrix Ỹ provided by

Ỹi,j “
N
ÿ

k“0

Yk

ż

1

0

χkptqχiptqχjptqdt, i, j “ 0, 1, ..., N.
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7.3 Description of the proposed numerical method

Consider the NVIFs (7.0.1) with initial conditions (7.0.2). First of all, all functions
involved in NVIFs are approximated as follows:

Dα
t yptq » Y TΥptq, (7.3.14)

y0ptq » OTΥptq, ϕpsq » εTΥpsq, (7.3.15)

aptq » ATΥptq, bptq » BTΥptq, cptq » CTΥptq, (7.3.16)

where Υptq is a vector defined as in relation (7.1.6). Moreover, O, A, B and C are known
coefficient vectors that can be determined as described in (7.1.5) and Y represents the
unknown vector to be determined. By (2.1.7) we have:

IαDα
t yptq “ yptq ´ y0ptq. (7.3.17)

Moreover, from Eq. (7.2.8) along with Eq. (7.3.14), we also have:

IαDα
t yptq » Y TQαΥptq, (7.3.18)

where Qα is the fractional derivative operational matrix.
In virtue of Eqs. (7.3.17)-(7.3.18), we get

yptq » Y TQαΥptq ` OTΥptq, (7.3.19)

Applying of Eqs. (11.3.2), (7.3.15), (7.3.16) and (7.3.19) in relation (7.0.2), we have:

uptq » 1

BTΥptqpY TΥptq ` ATΥptqpY TQαΥptq ` OTΥptqq

´CTΥptq
ż t

0

Gpt, s, εTΥpsqqdsq

Continuing, we can re-write uptq in the following format by using the Gauss-Legendre
quadrature formula on r0, 1s:

uptq » 1

BTΥptq
´

Y TΥptq ` ATΥptqpY TQαΥptq ` OTΥptqq ´ pCTΥptqq

p t
2

M
ÿ

k“1

wkGpt, t
2
sk ` t

2
, εTΥp t

2
sk ` t

2
qqqq

¯

(7.3.20)
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where sk and wk are Gauss-Legendre quadrature weights and nodes, respectively.
Therefore, the performance index (7.0.1) is approximated as follows:

J ry0, y1, ..., yN s »
ż

1

0

Ψ pt, Y q dt,

where

Ψpt, Y q “ L
´

t, Y TQαΥptq ` OTΥptq, 1

BTΥptqpY TΥptq ` ATΥptqpY TQαΥptq

OTΥptqq ´ CTΥptqp t
2

M
ÿ

k“1

wkGpt, t
2
sk ` t

2
, εTΥp t

2
sk ` t

2
qqqq

¯

.

Additionally, the performance indicator J ry0, y1, ..., yN s can be approximated by im-
plementing the Gauss-Legendre quadrature formula on r0, 1s, as follows:

J ry0, y1, ..., yN s »
M
ÿ

k“1

wkΨ ptk, Y q, (7.3.21)

where wk and tk are Gauss-Legendre quadrature nodes and weights, respectively. Ulti-
mately, the conditions required for the optimal performance indicator are:

BJ
Byi

“ 0, i “ 0, 1, ..., N. (7.3.22)

We solve the algebraic equation systems for the unknown vector Y to determine the
optimal coefficient values yi with i “ 0, 1, ..., N . Next, we use Newton’s iterative method
to evaluate the coefficients of this modified problem, which is an algebraic equation
system for the unknown vector Y . By identifying the vector Y and inserting vector
Y in Eqs. (7.3.19) and (7.3.20), the state and control functions yptq and uptq can be
approximated, respectively.

7.4 Numerical experiments

In this section, to investigate the proposed method’s effectiveness, the numerical re-
sults based on three examples are exhibited. In these examples, the exact solutions are
compared with the numerical solutions. Moreover, the obtained results are compared
with the results of the method suggested in [173, 174, 199]. All the algorithms have
been implemented using Maple 17 with 16 digits and M (number of Gauss-Legendre
quadrature nodes and weights).

Example 12. Consider the following NVIFs: minimize the performance indicator

minJ “
1
ż

0

ppyptq ´ et
2q2 ` puptq ´ p1 ` 2tqq2qdt,
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subjected to the initial dynamical system

Dαyptq ` yptq ´ uptq ´
t
ş

0

ptp1 ` 2tqespt´sqypsqqds “ 0,

yp0q “ 1.

For α “ 1, ỹptq “ et
2

, ũptq “ 1 ` 2t are the exact solutions. Hence, the solution
of these NVIFs using the presented Chelyshkov polynomials-based approach for various
values of N and α has been approximated. As it can be seen from Figure 7.2 the ap-
proximate solutions (for N “ 8, M “ N ` 2 and α “ 0.45, 0.55, 0.65, 0.75, 0.85, 0.95, 1)
have been determined. The absolute errors of the numerical solution for yptq and uptq
for α “ 1, N “ 10 are also shown in Figure 7.3.

Table 7.1 summarizes the results obtained using the presented method and the ones
reported in other papers [174, 199] with various values of N , where α “ 1 and M “
N`2. In addition, as α approaches 1, the numerical solutions converge to the exact one
and agree well with it. As the fractional order α approaches 1, the optimal performance
indicator J gets close to the optimal value (J “ 0) of the integer-order α “ 1. Based
on the results, it can be concluded that the approach has successfully solved the above
problem and outperformed the other analyzed techniques.

Table 7.1: Comparison between indicator J of the obtained numerical solutions and other
reported results for various value of N and α “ 1 in Example 12.

N
Methods 2 4 6 8

our method 2.68e ´ 02 2.11e ´ 07 2.23e ´ 10 2.48e ´ 14

MTLBO[174] 3.59e ´ 05 1.24e ´ 06 3.29e ´ 09 3.40e ´ 13

TLBO[174] 1.94e ´ 04 8.40e ´ 05 4.50e ´ 08 1.32e ´ 12

Legendr wavelet [199] 9.33e ´ 03 5.19e ´ 04 7.46e ´ 08 4.57e ´ 12
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Figure 7.2: Numerical results for various values of α and N “ 8 for y(t) and u(t) in Example
12.

Figure 7.3: The absolute errors of numerical results for y(t) and u(t) for α “ 1, N “ 10

Example 12.
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Example 13. Consider the following NVIFs: minimize the performance indicator

minJ “
1
ż

0

ppyptq ´ tq2 ` puptq ´ p1 ´ tet
2qq2qdt,

subjected to the initial dynamical system

Dαyptq ´ yptq ´ uptq ` 2
t
ş

0

ptse´y2psqqds “ 0,

yp0q “ 0

where ỹptq “ t, ũptq “ 1´ tet
2

are the exact solutions. The resulting plot of the approxi-
mate solutions (related to N “ 8, M “ N`2 and α “ 0.45, 0.55, 0.65, 0.75, 0.85, 0.95, 1)
considering both state and control functions together is shown in Figure 7.4, whereas
the absolute errors for α “ 1 and N “ 10 are plotted in Figure 7.5. The solution of
these NVIFs using the presented Chelyshkov polynomials approach for various values of
N and α has been approximated. A comparison between the obtained optimal perfor-
mance indicator J results obtained with the presented method and the others referred to
in [174, 199] with different values of N , where α “ 1 and M “ N ` 2 are reported in
Table 7.2.
Based on the numerical findings presented in these Tables, the utility of the method
for solving NVIFs is obvious. In contrast to other approaches, the implementation of
Chelyshkov polynomials is effective and accurate. In addition, as α approaches 1, the
numerical solutions converge to the exact one and agree well with it. That is, as the
fractional order α approaches 1, the optimal performance indicator J get close to the op-
timal value (J “ 0) of the integer-order α “ 1. From the outcome of our investigation,
it is possible to conclude that also this experiment has given good results.

Table 7.2: Comparison between indicator J of the obtained numerical solutions and other
reported results for various value of N and α “ 1 in Example 13.

N
Methods 2 4 6 8

our method 7.29e ´ 22 4.68e ´ 23 1.68e ´ 23 2.00e ´ 24

MTLBO[174] 5.02e ´ 16 1.05e ´ 16 8.98e ´ 17 9.25e ´ 18

TLBO[174] 3.72e ´ 13 7.51e ´ 15 5.26e ´ 16 1.41e ´ 17

Legendr wavelet [199] 3.94e ´ 06 5.98e ´ 10 2.47e ´ 14 8.67e ´ 17
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Figure 7.4: Numerical results for various values of α and N “ 8 for y(t) and u(t) in Example
13.

Figure 7.5: The absolute errors of numerical results for y(t) and u(t) for α “ 1, N “ 10

Example 13.

Example 14. Now, consider the following NVIFs: minimize the performance indicator
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minJ “
1
ż

0

ppyptq ´ etq2 ` puptq ´ e3tq2qdt,

subjected to the initial dynamical system

Dαyptq ´ 3

2
yptq ` 1

2
uptq ´

t
ş

0

pept´sqy3psqqds “ 0,

yp0q “ 1.

where ỹptq “ et, ũptq “ e3t are the exact solutions. The approximate solutions (related
to N “ 6, M “ N ` 2 and α “ 0.45, 0.55, 0.65, 0.75, 0.85, 0.95, 1) are shown in Figure
7.6 for both state and control functions. The absolute errors of the numerical solution
for yptq and uptq for α “ 1, N “ 10 are also shown in Figure 7.7.
Hence, the solution of these NVIFs using the suggested Chelyshkov polynomials ap-
proach for various values of N and α has been approximated. A comparison between
the obtained optimal performance indicator J obtained with the suggested method and
the other ones reported in [174, 199] with different values of N , where α “ 1 and
M “ N ` 2 is reported in Tables 7.3.
Based on the presented results, the utility of the method for solving NVIFs is obvious,
and in contrast to other approaches, the implementation of Chelyshkov polynomials is
efficient and accurate. In addition, as α approaches 1, the numerical solutions converge
to the exact one and agree well with it. That is, as the fractional order α approaches
1, the optimal performance indicator J get close to the optimal value (J “ 0) of the
integer-order α “ 1. The findings of our research are quite convincing, and thus it is
possible to assert that the method is accurate and successful.

Table 7.3: Comparison between indicator J of the obtained numerical solutions and other
reported results for various value of N and α “ 1 in Example 14.

N
Methods 2 4 6 8

our method 8.43e ´ 05 1.25e ´ 09 1.49e ´ 15 3.04e ´ 22

MTLBO[174] 9.09e ´ 05 1.39e ´ 07 8.02e ´ 09 1.95e ´ 15

TLBO[174] 2.39e ´ 04 1.80e ´ 07 8.45e ´ 09 6.10e ´ 14

Legendre wavelet [199] 1.05e ´ 02 1.98e ´ 07 1.17e ´ 11 2.73e ´ 12

In the end, a comparison between the obtained optimal performance indicator J with
the suggested method and the other ones reported in [173] for N “ 7, where α “ 1 and
M “ N ` 2 is reported in Table 7.4 (for Examples 1, 2 and 3). As can be seen,
the superiority of the method for solving NVIFs is clear, and the implementation of
Chelyshkov polynomials is efficient and accurate.
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Figure 7.6: Numerical results for various values of α and N “ 8 for y(t) and u(t) in Example
14

Figure 7.7: The absolute errors of numerical results for y(t) and u(t) for α “ 1, N “ 10

Example 14.

Table 7.4: Comparison between indicator J of the obtained numerical solutions and other
reported results for N “ 7, α “ 1 in Examples 12, 13, 14.

Methods Our method GWO algorithm[173] Local method[173]
Example12 1.70e ´ 12 7.40e ´ 12 1.29e ´ 11

Example13 8.15e ´ 17 2.12e ´ 14 8.84e ´ 14

Example14 1.65e ´ 23 7.74e ´ 12 4.17e ´ 11
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7.5 Conclusion

In this chapter, a practical approach was introduced in order to approximate solutions
of systems of Volterra fractional integral equations. The essential characteristic of the
proposed method is based on new polynomials named Chelyshkov polynomials and
their fractional operational matrix and it helps reduce the Volterra fractional integral
equations system into systems of algebraic equations to obtain approximate solutions.
Three Examples illustrating the usefulness and precision of the suggested method have
been presented. In addition, a summary of our numerical findings and the numerical
solutions obtained with some other methods already show that the Chelyshkov method
of polynomials is more precise than other approaches. The obtained results by the
proposed Chelyshkov polynomials emphasized that:

• The main contribution is that a new type of polynomials is applied to obtain
numerical solutions.

• Chelyshkov polynomials are efficient and successful in solving NVIFs.

• Application of Chelyshkov polynomials is accurate, and the results, as α approach
to 1, are better than other reported results.

• The current strategy has ended well and with good results.



Chapter 8

Collocation methods or nonlinear
Volterra integral equations with
oscillatory kernel

Numerous mathematical problems in physics, biology, and engineering can be solved
utilizing integral equations. These equations cannot often be solved analytically. Thus,
numerically solving integral equations has attracted considerable interest [36, 67, 143,
144, 188]. In this chapter, we consider VIEs with a highly oscillatory kernel. Due to
the oscillation factor, standard techniques may be costly. Therefore, specific numerical
approaches are needed to discretize the highly oscillatory integral of the VIEs. For ex-
ample, the steepest descent approach [145], the Filon type method [153], the exponential
fitting method [158], the Levin type method [183], and other works [88, 191, 228, 318].

Some research has been reported on numerical approaches for VIEs with periodic
solutions. The mixed collocation method, which differs from the polynomial collocation
approach, is one of them. It includes additional trigonometric functions for approxi-
mating solutions. The mixed collocation approach was developed by Brunner [37] to
solve problems with periodic solutions. Cardone et al. also developed the Exponential
Fitting (EF) approach, which solved these VIEs using the EF quadrature formula [54].
Zhao et al. propose and demonstrate the EF collocation method for VIEs and global
convergence based on EF interpolation [333].

In actuality, numerical solutions to integral equations with highly oscillatory kernels
are the subject of very few publications. Xiang et al. studied VIEs with a Bessel kernel
[319] by employing analytical expressions and a Filon-type technique. The author in
[309] obtained a numerical solution by using a Filon-type method directly to the inte-
gral problem. In [186], the authors employed an improved Levin approach for solving
Fredholm oscillatory integral equations.

There exists a category of numerical methods whose error acts asymptotically like
a negative frequency power ω. Such methods have asymptotic order α if their error

141
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is Opω´αq for ω " 1, where α can be any positive number. Xiang et al. presented
linear collocation techniques based on the Filon method for weakly singular VIEs of
the second class with Bessel kernel in [320]. They confirmed that the methods have an
asymptotic order. Asymptotic order is desirable for highly oscillatory problems. Zhao
et al. proposed collocation methods based on the Filon method for the second kind
VIEs with an oscillatory kernel in [335]. Based on an asymptotic solution analysis, they
studied the convergence of the technique. For other schemes based on the Filon-type
technique, please refer to [139, 192] and the references therein. Notably, the focus of
the abovementioned articles is mainly on the asymptotic order , i.e., on the relationship
between the error and the frequency. Less focus has been on the exact relationship
between error and step size.

In this chapter, we consider second-kind Nonlinear Volterra Integral Equations
(NVIEs) with a highly oscillatory kernel having the form

uptq “ fptq `
ż t

0

Kpt, s, upsqqeiωgpt,sqds, pω " 1q, t P I “ r0, T s pT ă 8q (8.0.1)

where uptq is the unknown function and fptq is a given continuous function on I. The
function K “ Kpt, s, uq is assumed to be defined and continuous on ΩB :“ tpt, s, yq :

pt, sq P D, u P R |u ´ fptq| ď B, u, where D :“ tpt, sq : 0 ď s ď t ď T u. The oscil-
lating frequency ω is a real positive fixed parameter. Brunner [38, 39] has studied the
oscillatory behavior of solutions for separable oscillators, i.e., gpt, sq “ g0ptq ´ g0psq. In
this chapter, we are concerned with the NVIEs for gpt, sq “ s.

Following the approach of [36] and based on a similar strategy extended to solve VIEs
with the oscillatory kernel in [335], we employ the conventional collocation approach
with predetermined collocation points for (3.1.1) to develop approaches for such highly
oscillatory cases. The oscillatory integrals in the exact collocation are then discretized
using a Filon-type method to produce an utterly discrete scheme. The theoretical part
examines the asymptotic property and derivative of the solution. The error estimates
for exact and discrete collocation are then calculated. Our results demonstrate the
combined influence of step size h and frequency on error. The approach converges with
step size h, and adding collocation points enhances the classical order. The approach
has an asymptotic order if the frequency is substantial. Numerous cases in the numer-
ical part support the theoretical results.

This chapter is structured into four sections. Section 8.1 describes the collocation
approach for NVIEs of the second kind and applies the Filon technique for NVIEs.
Section 8.2 contains theorems and lemmas that are useful for analyzing the solution’s
asymptotic property and the approach’s convergence. Section 8.3 illustrates numerical
experiments. In the final, Section 8.4 discusses conclusions.
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8.1 Collocation method for second kind of NVIE

The exact collocation method and its fully discrete version are presented in this section.
The first description is based on Brunner’s classical approach [36]. The integrals in the
exact collocation are then discretized using a Filon-type technique. Just for simplicity,
we will use a uniform mesh. Discretize the interval I “ r0, T s by

Ih :“ ttn :“ nh, n “ 0, ..., N, h ě 0, Nh “ T u . (8.1.2)

Let σn :“ ptn, tn`1s. Define the collocation points

Th :“ tt “ tn,j :“ tn ` cjh, 0 ď c1 ď ... ď cm ď 1 p0 ď n ď N ´ 1qu . (8.1.3)

with cj being collocation parameters. Now, we aim to identify a collocation solution
for (8.0.1) in the space of piecewise polynomials.

S
p´1q
m´1pIhq :“

 

P psq : P psq|σn
P πm´1 p0 ď n ď N ´ 1q

(

, (8.1.4)

where πm´1 represents the space of all polynomials of degree less than or equal to
m´ 1. Brunner discusses how selecting c1 “ 0 and cm “ 1 would result in a continuous
numerical solution on the I [36].

8.1.1 The exact collocation scheme

The collocation solution uh, for (8.0.1) is specifically defined:

uhptq “ fptq `
ż t

0

Kpt, s, uhpsqqeiωsds (8.1.5)

From another point of view, if we consider Un,i :“ uhptn,iq, the collocation uhptq on σn
could also be expressed as

uhptq “ uhptn ` shq “
m
ÿ

j“1

LjpsqUn,j, s P p0, 1s, (8.1.6)

where Ljpsq represents the Lagrange basis functions.

Ljpsq :“
m
ź

k‰j

s ´ ck

cj ´ ck
. (8.1.7)

For t “ tn,j the collocation equation (8.1.5) could be expressed as follows:

uhptq “ fptq `
ştn`cjh

0
Kpt, s, uhpsqqeiωsds

“ fptq `
n´1
ř

l“0

ştl`1

tl
Kpt, s, uhpsqqeiωsds `

ştn`cjh

tn
Kpt, s, uhpsqqeiωsds

“ fptq `
n´1
ř

l“0

h eiωtl
ş

1

0
Kpt, tl ` sh, uhptl ` shqqeiωshds

`h eiωtn
şcj

0
Kpt, tn ` sh, uhptn ` shqqeiωshds

(8.1.8)
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Putting the local representation (8.1.6) of uh into (8.1.8) and expressing it in terms of
Un,j yields

Un,j “ fptn,jq `
n´1
ř

l“0

h eiωtl
ş

1

0
Kptn,j, tl ` sh,

m
ř

k“1

LkpsqUl,kqeiωshds`

h eiωtn
şcj

0
Kptn,j, tn ` sh,

m
ř

k“1

LkpsqUn,kqeiωshds
(8.1.9)

8.1.2 The fully discrete scheme

Due to the highly oscillatory integrals, the scheme in the last section could not always
be applicable in practice. We need a fully discrete system ready to utilize for numerical
simulation from a computational viewpoint. In order to deal with the highly oscillatory
integral, we use a Filon-type technique. We recommend citing for additional information
about oscillatory quadrature [118, 145, 153, 318, 333]. The new collocation equation
supposes

ûhptq “ fptq `
ż tn`cjh

0

Kpt, s, ûhpsqqeiωsds, t P Th, (8.1.10)

where ûhptq P Sp´1q
m´1pIhq is the fully discrete collocation solution and

şt

0
Kpt, s, ûhpsqqeiωsds

is the Filon-type approximation of uhptq “ fptq `
ştn`cjh

0
Kpt, s, uhpsqqeiωsds. In fact,

we use

m
ÿ

j“1

wjpνqKpt, tn ` νcjh, uhptn ` νcjhqq (8.1.11)

for the integrals
ż ν

0

Kpt, tn ` sh, uhptn ` shqqeiωshds (8.1.12)

where wjpνq :“ ν
ş

1

0
eiωνshds could be found using the incomplete Gamma function

[153]. Replace the integrals in (8.1.8) with the previous quadrature approximations
and disregard the quadrature errors to obtain the appropriate fully discrete collocation
equation. The local representation of ûh on σh that is identical to (8.1.6) is

ûhptn ` shq “
m
ÿ

j“1

Ljpsq Ûn,j, s P p0, 1s, (8.1.13)

with Ûn,j :“ ûhptn,jq. Therefore, the fully discrete version is

Ûn,j “ fptn,jq `
n´1
ř

l“0

h eiωtl
m
ř

k“1

wkp1qKptn,j, tl ` ckh,
m
ř

k“1

Lkpckq Ûl,kq `

h eiωtn
m
ř

l“1

wlpcjqKptn,j, tn ` clcjh,
m
ř

k“1

Lkpclcjq Ûn,kq
(8.1.14)
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8.2 Convergence analysis

The existence and uniqueness of the solution for NVIEs (8.0.1), are indicated within
the taking after lemma and theorem which can be found in [36].

Lemma 8.2.1. Suppose that z, g P CpIq, k P CpIq and let I :“ r0, T s with kptq ě 0. If
z satisfies the inequality

zptq ď gptq `
ż t

0

kpsq zpsq ds, t P I. (8.2.15)

Then

zptq ď gptq `
ż t

0

kpsq gpsq ¨ exp
´

ż t

0

kpνqdν
¯

ds, for all t P I. (8.2.16)

If g is non-decreasing on I the above inequality reduces to

zptq ď gptq ¨ exp
´

ż t

0

kpsqds
¯

, for all t P I. (8.2.17)

Theorem 24. Set ΩB :“ tpt, s, uq : pt, sq P D, u P R and |u ´ fptq| ď Bu and MB :“
max t|kpt, s, uq| : pt, s, uq P ΩBu. Assume:

a) f P CpIq
b) k P CpΩBq
c) K satisfies the Lipschitz condition for all pt, s, uq, pt, s, zq P ΩB

Then

• The Picard iterates unptq exist for all n ě 1. They are continuous on the interval
I0 :“ r0, σ0s, where

σ0 :“ min tT, T

MB

u

and they converge uniformly on I0 to a solution u P CpI0q of the NVIEs (8.0.1).

• This solution u is the unique continuous solution on I0.

Proof. Uniqueness: Assume that (8.0.1) possesses two continuous solutions u1 and u2
on the interval I0. Thus, by (c),

|u1ptq ´ u2ptq| ď
şt

0
|kpt, s, u1psqq ´ kpt, s, u2psqq|ds

ď LB

şt

0
|u1psq ´ u2psq| ds, t P I0

(8.2.18)

It follows from the continuity of |u1 ´ u2| and from Lemma 8.2.1 that

|u1ptq ´ u2ptq| ď 0 ¨ exppLBtq “ 0, for all t P I0 (8.2.19)
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Hence, }u1 ´ u2}0,8 :“ maxttPI0 |u1ptq ´ u2ptq| “ 0, implying that the two solutions are
identical on I0.

Existence: The Picard iterates defined in (8.0.1) satisfy

|unptq ´ fptq| ď MBt ď B, for all t P I0 (8.2.20)

Since this statement is definitely true for n “ 0, suppose it is true for n. This means
that kpt, s, unpsqq P ΩB when t P I0. Hence, kpt, s, unpsqq is well defined and we have

|kpt, s, unpsqq| ď MB, for pt, sq P D. (8.2.21)

This gives results

|unptq ´ fptq| ď
ˇ

ˇ

ˇ

ˇ

ż t

0

kpt, s, unpsqqds
ˇ

ˇ

ˇ

ˇ

ď MBt ď B, for t P I0. (8.2.22)

Therefore, un`1ptq is defined on I0, and results from the continuity of f and k on I and
ΩB that un`1 P CpI0q.

The sequence tunptqu defined by Picard iteration (8.0.1) is a Cauchy sequence on
I0. Hence, let znptq :“ un`1ptq ´ unptq. It is easily verified that

|znptq| ď MBLBt
n`1

pn ` 1q! , t P I0 pn ě 0q (8.2.23)

Therefore,

un`mptq ´ unptq “
m´1
ÿ

j“0

run`j`1ptq ´ un`jptqs (8.2.24)

implies that, for all t P I0,

|un`mptq ´ unptq| ď |zn`jptq| ď MB

m´1
ÿ

j“0

L
n`j
B tn`j`1

pn ` j ` 1q! “ MB

n`m
ÿ

j“n`1

L
j´1

B tj

pjq! . (8.2.25)

Thus, lim
nÑ8

unptq “: uptq uniformly on I0, with limit u P CpI0q. Using the Lipschitz

condition for kpt, s, uq with respect to u (assuming pcq), we obtain
ˇ

ˇ

ˇ

ˇ

ż t

0

kpt, s, unpsqq ´ kpt, s, upsqqds
ˇ

ˇ

ˇ

ˇ

ď LB

ż t

0

|unpsq ´ uptq| ÝÑ 0, t P I0 (8.2.26)

as n Ñ 8. This allows us to do the last step of proving existence, that is, to show that
u solves the nonlinear integral equation (8.0.1) in I0:

ˇ

ˇ

ˇ

şt

0
kpt, s, unpsqq ´ kpt, s, upsqqds

ˇ

ˇ

ˇ
ď LB

şt

0
|unpsq ´ uptq|

“ fptq `
şt

0
kpt, s, lim

nÑ8
un´1psqq “ fptq`

şt

0
kpt, s, upsqqds, t P I0

(8.2.27)

The proof is now complete.
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We now introduce some lemmas that are used to estimate highly oscillating integrals.

Lemma 8.2.2. [293] Suppose qptq is real-valued and smooth in pa, bq, and that |qpkqptq| ě
1 for all t P pa, bq. Then

ˇ

ˇ

ˇ

ˇ

ż b

a

eiωqptq
ˇ

ˇ

ˇ

ˇ

ď cpkqω´1{k (8.2.28)

holds when:

• 1) k ě 2, or

• 2) k=1 and q
1ptq is monotonic.

The bound cpkq is independent of q and ω and cpkq “ 5 ¨ 2k´1 ´ 2.

Lemma 8.2.3. [293] Under the assumptions on qptq in Lemma 8.2.2, we can conclude
that

ˇ

ˇ

ˇ

ˇ

ż b

a

eiωqptqφptqdx
ˇ

ˇ

ˇ

ˇ

ď cpkqω´1{k
„

|φpbq| `
ż b

a

ˇ

ˇ

ˇ
φ

1ptq
ˇ

ˇ

ˇ
dt



. (8.2.29)

Following the idea of [318],the following theorem is proposed for oscillating integrals
with a specific φptq, i.e., φptq has some zero points.

Theorem 25. Suppose φptq P C1, qptq satisfies the assumptions in Lemma 8.2.3 and
there exists a point t0 P ra, bs making φpt0q “ 0. Then we have

ˇ

ˇ

ˇ

ˇ

ż b

a

eiωqptqφptqdt
ˇ

ˇ

ˇ

ˇ

ď 2 cpkq
›

›φ
1ptq

›

›

8
ω1{k pb ´ aq. (8.2.30)

Moreover, if φptq P C2, qptq P C3 with k “ 1 and φpaq “ φpbq “ 0, it can be concluded
that

ˇ

ˇ

ˇ

ˇ

ż b

a

eiωqptqφptqdt
ˇ

ˇ

ˇ

ˇ

ď min

"

C1

b ´ a

ω2
, C2

pb ´ aq2
ω

,

*

(8.2.31)

where C1 “ 6

›

›

›

›

›

ˆ

φptq
u

1ptq

˙2
›

›

›

›

›

8

, C2 “ 3
›

›φ
2ptq

›

›

8.

Proof. With the constant t inra, bs, we consider

ψpxq “ φptq ´ φptq
t ´ t0

px ´ t0q. (8.2.32)

Clearly, ψpxq P C1 and it satisfies ψptq “ ψpt0q “ 0. Pursuant to Rolle’s theorem, there
exists a η P pa, bq such that

ψ
1pηq “ φ

1pηq ´ φptq
t ´ t0

“ 0. (8.2.33)
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That means φptq “ φ
1pηqpt ´ t0q. Then, by Lemma 8.2.3, we get

ˇ

ˇ

ˇ

şb

a
eiωqptqφptqdt

ˇ

ˇ

ˇ
ď cpkqω´1{k

”

|φpbq| `
şb

a

ˇ

ˇφ
1ptq

ˇ

ˇdt
ı

ď cpkq
ω1{k

`

|φ1pηq|pb ´ aq `
›

›φ
1ptq

›

›

8 pb ´ aq
˘

ď 2cpkq
›

›φ
1ptq

›

›

8
ω1{k pb ´ aq.

(8.2.34)

This complete the first part.

For the second part, the result is very similar to [318]. Integration by parts produces

ż b

a

eiωqptqφptqdt “ ´ 1

iω

ż b

a

ˆ

φptq
q1ptq

˙1

eiωqptqdt, (8.2.35)

where φpaq “ φpbq “ 0. According to Rolle’s theorem, there exists at least one c in
pa, bq such that pφptq{q1ptqq1|t“c “ 0. Like the procedure of the first part, the inequality

ˇ

ˇ

ˇ

ˇ

ż b

a

eiωqptqφptqdt
ˇ

ˇ

ˇ

ˇ

“ 1

ω

ˇ

ˇ

ˇ

ˇ

ˇ

ż b

a

ˆ

φptq
q1ptq

˙1

eiωqptqdt

ˇ

ˇ

ˇ

ˇ

ˇ

ď C1

b ´ a

ω2
(8.2.36)

holds for k “ 1, where C1 :“ 6

›

›

›

›

›

ˆ

φptq
q1ptq

˙2
›

›

›

›

›

8

.

In other words,
ˇ

ˇ

ˇ

şb

a
eiωqptqφptqdt

ˇ

ˇ

ˇ
ď cp1qω´1

”

|φpbq| `
şb

a
|φ1ptq| dt

ı

“ cp1q
ω

şb

a
|φ1ptq| dt

ď C2

pb ´ aq2
ω

(8.2.37)

where C2 :“ 3
›

›φ
2ptq

›

›

8. Finally, the combination of (8.2.36) and (8.2.37) results
(8.2.31).

8.2.1 Convergence of collocation solution uh

Suppose 1 ď d ď m and y P CdpIq. According to Peano’s Theorem [36], on σn

uptn ` shq “
m
ÿ

j“1

Ljpsquptn,jq ` hdRd,npsq, s P p0, 1s, (8.2.38)

where

Rd,npsq :“
ż

1

0

Kdps, zqupdqptn ` zhqdz, (8.2.39)
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with

Kdps, zq “ 1

pd ´ 1q!rps ´ zqd´1

` ´
m
ÿ

j“1

Ljpsqpcj ´ zqd´1

` s, z P p0, 1s, (8.2.40)

ps´zqp` “ 0 for s ă z and ps´zqp` “ ps´zqp for s ě z. Therefore, the error eh :“ u´uh
has the local representation for the exact collocation solution

ehpxn ` shq “
m
ÿ

j“1

Ljpsqεn,j ` hdRd,npsq, (8.2.41)

at t “ tn,j

ehptn,jq “
ştn,j

0
Kptn,j, s, upsqqeiωsds ´

ştn,j

0
Kptn,j, s, uhpsqqeiωsds

“
ştn

0
Kptn,j, s, upsqqeiωsds `

ştn,j

tn
Kptn,j, s, upsqqeiωsds

´
ştn

0
Kptn,j, s, uhpsqqeiωsds ´

ştn,j

tn
Kptn,j, s, uhpsqqeiωsds

“
n´1
ř

l“0

heiωtl
ş

1

0
pKptn,j, tl ` sh, uptl ` shqq ´ Kptn,j, tl ` sh, uhptl ` shqqqeiωshds

`heiωtn
şcj

0
pKptn,j, tn ` sh, uptn ` shqq ´ Kptn,j, tn ` sh, uhptn ` shqqqeiωshds

(8.2.42)
As to uh “ u ´ eh, we can write it in the form

ehptn,jq “
n´1
ř

l“0

heiωtl
ş

1

0
Kuptn,j, tl ` sh, zlpsqqehptl ` shqeiωshds

`heiωtn
şcj

0
pKuptn,j, tn ` sh, znpsqqehptn ` shqeiωshds

“
n´1
ř

l“0

heiωtl
ş

1

0
Kuptn,j, tl ` sh, zlpsqqp

m
ř

k“1

Lkpsqεl,k ` hdRd,lpsqqeiωshds

`heiωtn
şcj

0
pKuptn,j, tn ` sh, znpsqqp

m
ř

k“1

Lkpsqεn,k ` hdRd,npsqqeiωshds

(8.2.43)

assuming Kupt, s, .q is continuous and bounded. The functions zl pl ď nq are the argu-
ments arising in the Taylor remainder terms.

Then εn,j :“ uptn,jq ´ uhptn,jq implies that

εn,j ´ heiωtn
m
ř

k“1

şcj

0
Kuptn,j, tn ` sh, znpsqqLkpsqeiωshdsεn,k

“
n´1
ř

l“0

heiωtl
m
ř

k“1

ş

1

0
Kuptn,j, tl ` sh, zlpsqqLkpsqeiωshdsεl,k

`
n´1
ř

l“0

hd`1eiωtl
m
ř

k“1

ş

1

0
Kuptn,j, tl ` sh, zlpsqqRd,lpsqeiωshds

`hd`1eiωtn
şcj

0
Kuptn,j, tn ` sh, znpsqqRd,npsqeiωshds

(8.2.44)

for j “ 1, ...,m. Define the matrices

Bl
n :“

˜

m
ÿ

k“1

ż

1

0

Kuptn,j, tl ` sh, zlpsqqLkpsqeiωshds
¸

j,k“1,...,m

, p0 ď l ă n ď N ´ 1q,

(8.2.45)
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Bn :“
˜

m
ÿ

k“1

ż cj

0

Kuptn,j, tn ` sh, znpsqqLkpsqeiωshds
¸

j,k“1,...,m

, (8.2.46)

ρln :“
˜

eiωtl
m
ÿ

k“1

ż

1

0

Kuptn,j, tl ` sh, zlpsqqRd,lpsqeiωshds
¸T

j“1,...,m

, pl ă nq, (8.2.47)

and

ρn :“
ˆ

eiωtn
ż cj

0

Kuptn,j, tn ` sh, znpsqqRd,npsqeiωshds
˙T

j“1,...,m

(8.2.48)

and let ξn :“ pεn,1, ..., εn,mqT . The Eq. (8.2.44) then assume the form

“

Im ´ heiωtnBn

‰

ξn “
n´1
ÿ

l“0

h eiωtlBl
n ξl `

n´1
ÿ

l“0

hd`1ρln ` hd`1ρn, 0 ď N ´ 1 (8.2.49)

Here, Im denotes the identity matrix.

If the kernel function Kpt, s, .q is continuous, we can ensure that each element in
the matrices Bn is bounded. According to the Neumann Lemma [232], the inverse of
the matrix Im ´ heiωtnBn exists whenever h }eiωtnBn} ă 1 for some matrix norm. This
holds when h is small enough. In other words, for any mesh Ih with h P p0, h̄q where h̄
is suitably small, each matrix Im ´ heiωtnBn has uniformly bounded inverse. Then,

›

›Im ´ heiωtnBn

›

›

1
ď D0 (8.2.50)

for sufficient small h and 0 ď n ď N ´ 1. Also, we suppose
›

›

›
B

plq
n

›

›

›

1

ď D1 for

l ă n ď N ´ 1.

Paying attention to Rd,lpc1q “ ... “ Rd,lpcmq “ 0 gives
ˇ

ˇ

ˇ

ˇ

ż

1

0

Kuptn,j, tl ` sh, zlpsqqRd,lpsqeiωshds
ˇ

ˇ

ˇ

ˇ

ď C
Md

ωh
(8.2.51)

given a “ 0, b “ 1 , qptq “ t in Theorem 25, where Md :“
›

›updqptq
›

›

8. From now on, we
apply C to represent a constant that may have different values in different places, but
does not depend on h and ω. In addition, if d ě 2 and c1 “ 0, cm “ 1 which means
that Rd,lp0q “ ... “ Rd,lp1q “ 0, then we have

ˇ

ˇ

ˇ

ˇ

ż

1

0

Kuptn,j, tl ` sh, zlpsqqRd,lpsqeiωshds
ˇ

ˇ

ˇ

ˇ

ď CMd min

"

1

ω2h2
,
1

ωh

*

. (8.2.52)

We can deduce in a similar way
ˇ

ˇ

ˇ

ˇ

ż cj

0

Kuptn,j, tn ` sh, znpsqqRd,npsqeiωshds
ˇ

ˇ

ˇ

ˇ

ď C
Md

ωh
(8.2.53)
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and, for d ě 2 and c1 “ 0,
ˇ

ˇ

ˇ

ˇ

ż cj

0

Kuptn,j, tn ` sh, znpsqqRd,npsqeiωshds
ˇ

ˇ

ˇ

ˇ

ď CMd min

"

1

ω2h2
,
1

ωh

*

. (8.2.54)

Then we have the estimate
›

›

›
ρ

plq
n

›

›

›

1

ď
m
ř

j“1

ˇ

ˇ

ˇ

ş

1

0
Kuptn,j, tl ` sh, zlpsqqRd,lpsqeiωshds

ˇ

ˇ

ˇ

ď CMd

$

’

&

’

%

min

"

1

ω2h2
,
1

ωh

*

, for d ě 2 and c1 “ 0, cm “ 1,

1

ωh
otherwise

(8.2.55)

For }ρn}
1
, we have

}ρn}
1

ď CMd

$

’

&

’

%

min

"

1

ω2h2
,
1

ωh

*

, for d ě 2 and c1 “ 0,

1

ωh
otherwise

(8.2.56)

Then, (8.2.49) gives

}εn}
1

ď D0D1

n´1
ÿ

l“0

h }εl}1 ` D0

˜

n´1
ÿ

l“0

hd`1
›

›ρplq
n

›

›

1
` hd`1 }ρn}

1

¸

. (8.2.57)

With the discrete Gronwall inequality in general [36], we estimate

}εn}
1

ď D0

ˆ

n´1
ř

l“0

hd`1

›

›

›
ρ

plq
n

›

›

›

1

` hd`1 }ρn}
1

˙

exp pD0D1T q

ď CMd

#

hd´1

ω
min

 

1

ωh
, 1
(

, for d ě 2 and c1 “ 0, cm “ 1,
hd´1

ω
otherwise

(8.2.58)

In other words, we have
›

›

›
ρ

plq
n

›

›

›

1

ď
m
ř

j“1

ˇ

ˇ

ˇ
eiωtl

ş

1

0
Kuptn,j, tl ` sh, zlpsqqRd,lpsqeiωshds

ˇ

ˇ

ˇ

ď
m
ř

j“1

ş

1

0
|Kuptn,j, tl ` sh, zlpsqqRd,lpsq|ds

ď mK̄kdMd,

(8.2.59)

and
}ρn}

1
ď mK̄kdMd, (8.2.60)

where kd :“ max
sPr0,1s

ş

1

0
|Kdps, zq| dz and K̄ :“ max

tPI

şt

0
|Kupt, s, .q| ds. Taking them into

(8.2.57) leads
}εn}

1
ď CMdh

d (8.2.61)

To conclude this subsection, we summarize the above analysis in the following theorem.



152
Collocation methods or nonlinear Volterra integral equations with oscillatory

kernel

Theorem 26. Assume the functions fptq and Kpt, s, .q P Cd in (8.0.1) with 1 ď d ď m.
Then numerical solution defined by (8.1.14) is estimated by

max
tPXh

|uptq ´ uhptq|

ď CMd

$

’

’

&

’

’

%

min

"

hd,
hd´1

ω
,
hd´2

ω2

*

, for d ě 2 and c1 “ 0, cm “ 1,

min

"

hd,
hd´1

ω

*

otherwise

(8.2.62)

with Md :“
›

›updqptq
›

›

8.

Proof. Pursuant to Theorem 24, we infer that uptq P Cd. Thus, the regularity condition
for uptq at the begin of this subsection is satisfied and the above method can be done
successfully. Combining (8.2.58) and (8.2.61) completes the proof.

8.2.2 Convergence of collocation solution ûh

By taking the quadrature error of (8.1.11), we have

El
npt, νq :“

şν

0
Kpt, tn ` sh, uhptl ` shqqeiωshds ´

m
ř

j“1

wjpνqKpt, tn ` νcjh, uhptn ` νcjhqq

(8.2.63)
By reducing (8.1.11) from (8.1.12) for fixed ν ą 0, we have

El
npt, νq

:“ ν
ş

1

0

´

Kpt, tn ` νsh, uhptl ` νshqq ´
m
ř

j“1

wjpνqKpt, tn ` νcjh, uhptn ` νcjhqq
¯

eiωshds.

(8.2.64)
In (8.2.64), the expression in the brackets is the interpolation error for ppsq :“ Kpt, tn `
νsh, uhptn ` νshqq.Thus, by Peano’s Theorem, we have

El
npt, νq “ νhd

ş

1

0
R̂d,npsq eiωshds. (8.2.65)

with
R̂d,npsq :“ νhd

ş

1

0
K̂dps, zqppdqptn ` zhqdz. (8.2.66)

Then, we have |El
npt, νq| ď Chd. Furthermore, it holds R̂d,npc1q “ ... “ R̂d,npcmq “ 0.

Similar to (8.2.51) and (8.2.52), quadrature error (8.2.65) has the estimate

ˇ

ˇEl
npt, νq

ˇ

ˇ ď C

$

’

’

&

’

’

%

min

"

hd,
hd´1

ω
,
hd´2

ω2

*

, for d ě 2 and c1 “ 0, cm “ 1,

min

"

hd,
hd´1

ω

*

otherwise

(8.2.67)
where the same idea of the last subsection is applied. For ν “ 0, the above result is
obvious.
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Theorem 27. Assume that the given functions fptq and Kpt, s, uq P Cd in (8.0.1) with
1 ď d ď m. Then the numerical solution defined by (8.1.14) has an estimate

max
tPTh

|uptq ´ ûhptq|

ď Cγd

$

’

’

&

’

’

%

min

"

hd,
hd´1

ω
,
hd´2

ω2

*

, for d ě 2 and c1 “ 0, cm “ 1,

min

"

hd,
hd´1

ω

*

otherwise

(8.2.68)

with γd :“ maxtMd, 1u.

Proof. Due to

|uptq ´ ûhptq| ď |uptq ´ uhptq| ` |uhptq ´ ûhptq| . (8.2.69)

The result is conducted in a way that is similar to the last subsection, then we estimate
|uhptq ´ ûhptq|.
Let zhptq :“ uhptq ´ ûhptq. Then, on σn,

zhptn ` shq :“ uhptn ` shq ´ ûhptn ` shq “
m
ÿ

j“1

LjpsqZn,j, (8.2.70)

with Zn,j :“ Un,j ´ Ûn,j. Due to the (8.1.9) and (8.1.14), we have

Zn,j “
n´1
ř

l“0

h eiωtl
m
ř

k“1

ş

1

0
Kuptn,j, tl ` sh, zlpsqqLkpsqZl,ke

iωshds`

h eiωtn
m
ř

l“1

şcj

0
Kuptn,j, tn ` sh, znpsqqLkpsqZn,ke

iωshds ` ǫnptn,jq,
(8.2.71)

where

ǫnptn,jq :“
n´1
ÿ

l“0

h eiωtlEl
npt, 1q ` h eiωtnEn

npt, cjq

and the functions zl pl ď nq are the arguments arising in the Taylor remainder terms.

Recalling the definition of Bl
n and Bn in the last section, the system can be written

as
“

Im ´ heiωtnBn

‰

Zn “
n´1
ÿ

l“0

h eiωtlBl
n Zl ` χn (8.2.72)

where Z :“ pZn,1, ..., Zn,mqT and χn :“ pǫn,1, ..., ǫn,mqT . This structure is as the same
structure (8.2.49) but different from the term inhomogeneous. It therefore leads to



154
Collocation methods or nonlinear Volterra integral equations with oscillatory

kernel

similar inequality as follow (8.2.57). For χn, we have

}χn}
1

“
m
ř

j“1

ˇ

ˇ

ˇ

ˇ

n´1
ř

l“0

heiωtlEl
nptn,j, 1q ` heiωtnEn

nptn,j, cjq
ˇ

ˇ

ˇ

ˇ

ď
m
ř

j“1

ˆ

n´1
ř

l“0

h
ˇ

ˇEl
nptn,j, 1q

ˇ

ˇ ` h |En
nptn,j, cjq|

˙

ď C

$

’

’

&

’

’

%

min

"

hd,
hd´1

ω
,
hd´2

ω2

*

, for d ě 2 and c1 “ 0, cm “ 1,

min

"

hd,
hd´1

ω

*

, otherwise.

(8.2.73)

Therefore, the following inequality is established

}Zn}
1

ď C

$

’

’

&

’

’

%

min

"

hd,
hd´1

ω
,
hd´2

ω2

*

, for d ě 2 and c1 “ 0, cm “ 1,

min

"

hd,
hd´1

ω

*

, otherwise.

(8.2.74)

Combination of inequality (8.2.69), Theorem 26 and (8.2.74) give us Theorem 27.

The method converges for a fixed ω as the step length h approaches 0. This theorem
demonstrates that our strategy may produce superior results compared to the classical
collocation method. If Md is bounded by ω, our technique will have asymptotic order 1,
and it may reach 2 if d ě 2 and c1 “ 0, cm “ 1. As ω increases, numerical findings will
become more accurate under such conditions. In conformity with Theorem 24, d “ 1

will yield a technique with one asymptotic order.

8.3 Numerical experiments

As demonstrated in the previous section, Filon’s approaches are practical for solving
NVIEs with highly oscillatory kernels. According to Theorem 27, the errors generated
by these approaches decrease significantly as the frequency increases. This section fo-
cuses on two examples to illustrate the effectiveness of the strategy. In our experiments,
we always take T “ 1. We fix the parameters ω “ 100 and N “ 64, 128, 256, 512, 1024

and plot figures to show the corresponding classical orders. We can get that the asymp-
totic order of the error eh is α if the absolute error is scaled by ωα, i.e., ωα|eh| is bounded
as ω ÝÑ 8. N “ 3 is used to plot the asymptotic orders. Moreover, the following
notation will be used to denote the numerical approach employed:

• CC = classical collocation method,

• CF = proposed method,
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Example 15. Consider the NVIE

uptq “ et ´ 1

piω ` 2qpepiω`2qt ´ 1q `
ż t

0

eiωspupsqq2 ds (8.3.75)

such that the exact solution is uptq “ et.

For this example, we want to illustrate that the classical order is 1 when m “ 2.
For parameters c1 “ 1

3
, c2 “ 1 and c1 “ 0, c2 “ 1, the right pictures of Figures 8.1

and 8.2 indicate that the classical order is 1. We fix the parameters ω “ 100, and
N “ 64, 128, 256, 512, 1024. These figures show the corresponding classical orders along
with the slope line. By taking d “ 1, to demonstrate the asymptotic order behaviour
for parameters c1 “ 1

3
, c2 “ 1, we investigate the left picture of Figure 8.1. In the

left picture of Figure 8.1, the absolute errors scaled by ω are bounded, confirming that
the asymptotic order is 1, which is consistent well with Theorem 27. For parameters
c1 “ 0, c2 “ 1, Theorem 27 predicts that the asymptotic order could be reached to 2 with
d ě 2. Here, g is continuous and dependent on ω, so the solution y “ ypt, ωq behaves
like uptq ´ fptq “ Opωq as ω ÝÑ 8 , so }up2qptq}8 “ Opωq. In the left picture of Figure
8.2, the absolute errors scaled by ω are bounded, confirming that the asymptotic order
is 1. Our method could be easily adapted to solve the equation. This match well with
Theorem 27. A large sample of numerical findings from the Figures demonstrates that
these approaches are more effective and accurate as frequency increases.

The boundedness of the errors scaled by ω in the figures indicates that it is 1 for the
asymptotic order. To confirm the effectiveness, we compare CF with the CC method in
[36] and the numerical findings are compared in Table 8.1 for ω “ 20. One can observe
that the method converges concerning h. Figure 8.3 shows the superiority of the CF
method in comparison with the CC method. However, our strategy improves the con-
ventional one with the same settings for collocation. The absolute errors are displayed
in Tables 8.2 and 8.3. The data in Tables 8.2 and 8.3 indicate that our technique is
convergent concerning h. The numerical findings show the scheme’s effectiveness, and
our theoretical analysis is precise. They inform us that the proposed approach suits
oscillatory NVIEs, particularly ω " 1.
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Figure 8.1: The asymptotic order and the classical order with c1 “ 1

3
, c2 “ 1 for Example
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Figure 8.2: The asymptotic order and the classical order with c1 “ 0, c2 “ 1 for Example
15

Table 8.1: Comparison of absolute errors with ω “ 20 for Example 15.

N
Parameters Methods 64 128 256 512 1024

c1 “ 1

3
, c2 “ 1

CC 7.63e ´ 03 3.81e ´ 03 1.91e ´ 03 9.54e ´ 04 4.74e ´ 04

CF 7.66e ´ 04 3.80e ´ 04 1.90e ´ 04 9.51e ´ 05 4.75e ´ 05

c1 “ 0, c2 “ 1
CC 2.22e ´ 02 1.13e ´ 02 5.69e ´ 03 2.85e ´ 03 1.43e ´ 03

CF 2.23e ´ 03 1.13e ´ 03 5.67e ´ 04 2.84e ´ 04 1.42e ´ 04



8.3 Numerical experiments 157

0 500 1000

N

10
-5

10
-4

10
-3

10
-2

E
rr

o
r(

N
)

c
1
=1/3,c

2
=1, =100

New Method

Classical Collocation

0 500 1000

N

10
-5

10
-4

10
-3

10
-2

E
rr

o
r(

N
)

c
1
=0,c

2
=1, =100

New Method

Classical Collocation

Figure 8.3: Comparison of absolute errors with ω “ 100 for Example 15

Table 8.2: The absolute errors with c1 “ 1

3
, c2 “ 1 for Example 15.

N
ω 64 128 256 512 1024

50 2.57e ´ 04 1.23e ´ 04 6.09e ´ 05 3.04e ´ 05 1.52e ´ 05

100 1.56e ´ 04 6.61e ´ 05 3.14e ´ 05 1.55e ´ 05 7.74e ´ 06

200 2.24e ´ 04 4.22e ´ 05 1.77e ´ 05 8.39e ´ 06 4.14e ´ 06

400 5.04e ´ 03 6.27e ´ 05 1.23e ´ 05 5.11e ´ 06 2.42e ´ 06

Table 8.3: The absolute errors with c1 “ 0, c2 “ 1 for Example 15.

N
ω 64 128 256 512 1024

50 7.16e ´ 04 3.61e ´ 04 1.81e ´ 04 9.08e ´ 05 4.55e ´ 05

100 3.74e ´ 04 1.84e ´ 04 9.25e ´ 05 4.63e ´ 05 2.32e ´ 05

200 3.87e ´ 04 1.01e ´ 04 4.96e ´ 05 2.47e ´ 05 1.23e ´ 05

400 5.04e ´ 03 1.05e ´ 04 2.95e ´ 05 1.44e ´ 05 7.13e ´ 06

To test its performance for some equations with oscillatory solutions, we also report
the following examples.
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Example 16. Consider the NVIE

uptq “
?
t ´ eiωtp t

iω
` 1

ω2
q ` 1

ω2
`
ż t

0

eiωspupsqq2 ds (8.3.76)

such that the exact solution is uptq “
?
t.

For this example, we want to demonstrate that the classical order is 1 when m “ 2.
For parameters c1 “ 1

3
, c2 “ 1 and c1 “ 0, c2 “ 1, the right pictures of Figures

8.1 and 8.2 tell that the classical order is 1. These figures show the correspond-
ing classical orders along with the slope line for fixing the parameters ω “ 100 and
N “ 64, 128, 256, 512, 1024. By taking d “ 1 in Theorem 27, the asymptotic order of
the method is 1 for c1 “ 1

3
and c2 “ 1 as well , and it is confirmed by the left picture of

Figure 8.4. Noticing M2 :“ }up2qptq}8 “ Opωq, Theorem 27 predicts that the asymptotic
order is 1 with c1 “ 0 and c2 “ 1 and it is confirmed by the left picture of Figure 8.5.
The findings confirm that the method is more efficient and accurate as the frequency
increases.

We also compare the CF and CC approaches to investigate superiority. The numer-
ical results are given in Table 8.4 for ω “ 20. It can be seen that the method converges
concerning h. To verify the superiority, Figure 8.6 shows the CF method’s superiority
compared to the CC method. However, our method outperforms the classical one with
the same collocation parameters. The absolute errors are presented in Tables 8.5 and
8.6. Tables 8.5 and 8.6 describe the convergence of the procedure concerning h and the
order 2 is verified by the right pictures of Figures 8.4 and 8.5. The numerical results
demonstrate the scheme’s effectiveness, and our theoretical analysis is incisive. They
inform us that the approach shown here is suited for oscillatory NVIEs, particularly
ω " 1.
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Table 8.4: Comparison of absolute errors with ω “ 20 for Example 16.

N
Parameters Methods 64 128 256 512 1024

c1 “ 1

3
, c2 “ 1

CC 2.73e ´ 03 1.36e ´ 03 6.82e ´ 04 3.40e ´ 04 1.70e ´ 04

CF 1.53e ´ 04 7.62e ´ 05 3.81e ´ 04 1.90e ´ 05 9.52e ´ 06

c1 “ 0, c2 “ 1
CC 8.11e ´ 03 4.07e ´ 03 2.04e ´ 03 1.02e ´ 03 5.11e ´ 04

CF 4.54e ´ 04 2.28e ´ 04 1.14e ´ 04 5.71e ´ 05 2.85e ´ 05

102 103

log(N)

10-6

10-5

10-4

10-3

10-2

10-1

lo
g

(m
a

x
t 

 T
h

(|
e

(t
)|

))

=100

m=2 and c
1
=0,c

2
=1

slope= -1

Figure 8.5: The asymptotic order and the classical order with c1 “ 0, c2 “ 1 for Example
16

Table 8.5: The absolute errors with c1 “ 1

3
, c2 “ 1 for Example 16.

N
ω 64 128 256 512 1024

50 1.36e ´ 05 4.49e ´ 06 3.21e ´ 06 1.60e ´ 06 7.99e ´ 07

100 1.70e ´ 05 7.16e ´ 06 3.41e ´ 06 1.67e ´ 06 8.36e ´ 07

200 1.58e ´ 06 8.40e ´ 06 3.51e ´ 06 1.66e ´ 06 8.21e ´ 07

400 2.06e ´ 03 1.21e ´ 05 3.66e ´ 06 1.52e ´ 06 7.22e ´ 07
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Figure 8.6: Comparison of absolute errors with ω “ 100 for Example 16

Table 8.6: The absolute errors with c1 “ 0, c2 “ 1 for Example 16.

N
ω 64 128 256 512 1024

50 3.81e ´ 05 1.90e ´ 05 9.56e ´ 06 4.79e ´ 06 2.41e ´ 06

100 4.09e ´ 05 2.02e ´ 05 1.01e ´ 05 5.01e ´ 06 2.50e ´ 06

200 3.19e ´ 05 2.02e ´ 05 9.87e ´ 06 4.91e ´ 06 2.45e ´ 06

400 2.06e ´ 03 2.08e ´ 05 8.81e ´ 06 4.29e ´ 06 2.14e ´ 06

8.4 Conclusion

This chapter presented efficient collocation methods using the Filon-type method for
NVIEs with an oscillatory kernel. Based on the solution’s asymptotic analysis, the
method’s convergence has been achieved by applying the inequalities shown here. The
theorem demonstrates that the approach has a classical order and, for high-frequency
values, an asymptotic order. In addition, by increasing the number of collocation
parameters, the classical order could be raised, and in some cases, the asymptotic order
2 can be reached. The theoretical analysis and numerical tests confirmed that these
methods are efficient and become more accurate as the frequency increases.
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Numerical solution of fractional
integral/differential equations
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Chapter 9

A Galerkin approach for fractional
delay differential equations using
Hybrid Chelyshcov basis functions

Fractional derivatives and integrals have been practical tools for characterizing memory
and hereditary properties in various materials and processes. For instance, fractional
differential equations are employed to explain a range of natural phenomena in physics,
chemistry, fluid mechanics, and mathematics [243].

Unlike ODEs, Delay Differential Equations (DDEs) incorporate addition derivatives
from earlier-time, making the mathematical model closer to real-world occurrence. Bi-
ology, economics, medicine, chemistry, control, and electrodynamics are only a few
of the topics where delay differential equations have been widely used for analysis,
and prediction [221, 4]. As a generalization, Fractional Delay Differential Equations
(FDDEs) deal with differential equations governed by fractional differential operators.
In the last two decades, numerical approaches based on orthogonal polynomials have
been commonly used to approximate the solution of fractional differential and integral
equations. The primary characteristic of these methods is that they convert fractional
problems to a system of algebraic equations that can be solved more conveniently using
the orthogonal properties of polynomials and typical spectral methods.

Several numerical methods have been applied to solve DDEs. For instance, Cheby-
shev polynomials [272], Bernoulli polynomials [295], variational iteration method [324],
one-leg θ-method [310], Adomian decomposition method [110], hybrid of block-pulse
functions and Taylor series [204], Legendre wavelet [257], etc. However, not many
studies focus on finding numerical solutions to FDDEs. Some of these works are Her-
mite wavelet method [258], spectral-collocation method [322], Legendre pseudospectral
method [172], Adams-Bashforth-Moulton method, and the linear interpolation method
[311], finite difference method [209] and Bernoulli wavelets method [246].
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This chapter developed a novel idea for an efficient numerical method to approxi-
mate the solution to the FDDEs presented below, using a combination of block-pulse
functions and Chelyshkov polynomials. Consider

$

&

%

Dαqptq “ ppt, qptq, qpt ´ τqq, 0 ď t ď 1, r ´ 1 ă α ď r, 0 ă τ ă 1,

qpiqp0q “ λi, i “ 0, 1, ..., r ´ 1,

qptq “ ξptq, t ă 0.

(9.0.1)

"

Dαqptq “ ppt, qptq, qptτqq, 0 ď t ď 1, r ´ 1 ă α ď r, 0 ă τ ă 1,

qpiqp0q “ µi, i “ 0, 1, ..., r ´ 1,
(9.0.2)

where p is an analytical function, τ is delay, λi, µi, i “ 0, 1, ..., r ´ 1, are real con-
stants, ξptq is an arbitrary known function, q is the solution to be determined, and
Dα, pr´1 ă α ď rq is the fractional derivative in the Caputo sense [246, 261]. The goal
of this work is to get a direct numerical method that is based on hybrid Chelyshkov
orthogonal polynomials for solving a system of FDDEs (9.0.1) and (9.0.2).

Initially, to solve FDDEs, we shall discuss hybrid Chelyshkov polynomials and the
properties of these polynomials. After that, the Galerkin method was applied to solve
FDDEs utilizing the fractional integration operational matrix of the hybrid Chelyshkov
polynomials. The most notable benefit of using hybrid Chelyshkov orthogonal polyno-
mials and the Galerkin technique for the problem of solving FDDEs is the ability to
convert the problem to a set of algebraic equations with unknown coefficients. Numeri-
cal examples demonstrate that the provided numerical method is accurate and efficient.

The components of this chapter are organized as follows: In Section 9.1, an overview
of the hybrid Chelyshkov polynomial is presented. Three subsections make up Section
9.5. First, we are given an overview of the definition of Chelyshkov polynomials. The
second is linked to the hybrid Chelyshkov functions (HCFs) and the transformation and
fractional operational matrices for HCFs. A numerical method for solving FDDEs will
be presented in Section 9.3, and it will be based on HCFs and the operational matrices
of the problem. In Section 9.4, the proposed approach based on HCFs is applied to
the resolution of specific numerical cases. We will provide some concluding remarks in
Section 9.5.

9.1 Hybrid of the Chelyshkov polynomials and block-

pulse Functions

This section will focus on the fundamental definition of HCFs and some of the aspects
associated with them. These polynomials are part of a family of orthogonal polynomi-
als and were introduced by Vladimir. S. Chelyshkov [69]. The Chelyshkov orthogonal
polynomials are very significant in the performance of HCFs. The previous chapter
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discussed the general features of these polynomials, including the fundamental defi-
nition, formulation, and explicit formulas for operational matrices. After introducing
the Chelyshkov orthogonal polynomials, HCFs will be built by mixing these orthogo-
nal polynomials with block-pulse functions [206]. The procedure for using Chelyshkov
orthogonal polynomials is described in detail in Section 7.1 and Section 7.2 of Chapter
7.
Chelyshkov polynomials are defined explicitly by

ρM,kptq “
M
ÿ

j“k

z
M
k,jt

j, k “ 0, 1, ...M, z
M
k,j “ p´1qj´k

ˆ

M ´ k

j ´ n

˙ˆ

M ` j ` 1

M ´ k

˙

(9.1.3)
The hybrid of Chelyshkov polynomials and block pulse functions, φnmptq, n “ 1, 2, ..., N ,
m “ 0, 1, 2, ...,M are defined on the interval r0, 1s as

φnmptq “
" ?

NρN,mpNt ´ n ` 1q t P rn´1

N
, n
N

s
0 otherwise,

(9.1.4)

where ρN,m denotes the Chelyshkov polynomials of degree m defined in (9.1.3).

Function approximation:

The set of tφnmptq, n “ 1, 2, ..., N,m “ 0, 1, 2, ...,Mu constitutes an orthogonal basis
over r0, 1q and every square inegrable function pptq in interval r0, 1q may be enlarged as

pptq »
N
ÿ

n“1

M
ÿ

m“0

cnmφnmptq “ CTΦptq (9.1.5)

where

Φptq “
“

φ10ptq, φ20ptq, ..., φN0ptq, φ11ptq, φ21ptq, ..., φN1ptq, ..., φ1Mptq, φ2Mptq, ..., φNMptq
‰T
,(9.1.6)

C “ rc10, c20, ..., cN0, c11, c21, ..., cN1, ..., c1M , c2M , ..., cNM sT . (9.1.7)

The vectors Φptq and C in series (9.1.5) can be rewritten as

pptq »
m̂
ÿ

i“1

ciφnmptq “ CTΦptq,

where
Φptq “

“

φ1ptq, φ2ptq, ..., φm̂ptq
‰

, (9.1.8)

and
C “ rc1, c2, ..., cm̂s .

Also ci “ cnm, φiptq “ φnmptq, i “ pn ´ 1qpM ` 1q ` m ` 1, m̂ “ pM ` 1qN .
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9.2 Operational matrices

The solution of variable-order fractional differential or integral equations is accom-
plished using an operational matrix technique. The primary idea behind this part is to
generate the operational integration matrix using hybrid Chelyshkov functions.

Theorem 28. [71, 213, 113] Given that Ψptq represents the Chelshkov polynomial vec-
tors, the Riemann-Liouville fractional integral of order α of the Chelyshkov polynomial
vector can be expressed as:

IαΨptq “ ΘpαqΨptq, (9.2.9)

where Θpαq indicates the fractional integral matrix of order α and has the dimensions
pM ` 1q ˆ pM ` 1q. The pi, jq-th element of this matrix is generated by the following
operations:

Θ
pαq
i,j “

M
ÿ

r“i´1

M
ÿ

s“j

zj,szi´1,rΓpr ` 1qp2j ` 1q
Γpr ` α ` 1qpr ` α ` s ` 1q , i “ 1, 2, ...,M ` 1, j “ 0, ...,M.

Proof. The i-th element of the vector Ψptq is ρi´1ptq. So, by applying the fractional
integration Iα in its analytical form we have

Iαρi´1ptq “ Iα

˜

M
ÿ

r“i´1

zi´1,rt
j

¸

“
M
ÿ

r“i´1

zi´1,rΓ pr ` 1q
Γ pr ` α ` 1q t

r`α, (9.2.10)

by expanding the term tj`α by the Chelyshkov polynomials we get

tr`α »
M
ÿ

j“0

βr,jρjptq, (9.2.11)

in which βj,r can be obtained as

βr,j “ p2j ` 1q
ż

1

0

ρjptqtr`αdt

“ p2j ` 1q
M
ÿ

s“j

zj,s

ż

1

0

ts`r`αdt “ p2j ` 1q
M
ÿ

s“j

zj,s

s ` r ` α ` 1
. (9.2.12)

Now, by inserting Eqs. (9.2.11) and (9.2.12) in Eq. (9.2.10) we get

Iαρi´1ptq “
M
ÿ

j“0

˜

M
ÿ

r“i´1

M
ÿ

s“j

zj,szi´1,rΓpr ` 1qp2j ` 1q
Γpr ` α ` 1qpr ` α ` s ` 1q

¸

ρjptq,

which leads to the desired results.
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Lemma 9.2.1. [71, 213, 113] The m̂ HCFs vector Φptq can be convert into the pM`1q
Chelyshkov polynomials vector Ψptq by expanding as follows:

Φptq “ ΛΨptq, (9.2.13)

where Λ is a m̂ ˆ pM ` 1q matrix,

Λij “ p2j ` 1q
M
ÿ

r“j

M
ÿ

s“m

r
ÿ

k“0

ˆ

r

k

˙

pn ´ 1qr´k
N´ 1

2
´r
zr,jzs,m

r ` s ` 1
,

and i “ 1, ..., m̂, j “ 0, ...,M .

Proof. According to (9.1.8), the i-th element of HCFs vector Φptq is φiptq which can be
defined by Chelyshkov polynomials as

φiptq “
M
ÿ

j“0

Λijρjptq.

The coefficient Λij can be obtained from

Λij “ p2j ` 1q
ż

1

0

φiptqρjptqdt.

By substituting the analytical form of ρjptq from Eq. (9.1.3), the coefficient Λij can be
derived as

Λij “ p2j ` 1q
M
ÿ

r“j

zr,j

ż

1

0

φiptqtrdt “ p2j ` 1q
M
ÿ

r“j

?
Nzr,j

ż n
N

n´1

N

trρm pNt ´ n ` 1q dt,

where i “ pn ´ 1qpM ` 1q ` m ` 1. Now, by changing the variable z “ Nt ´ n ` 1 we
have

Λij “ p2j ` 1q
M
ÿ

r“j

N´ 1

2
´r
zr,j

ż

1

0

pz ` n ´ 1qr ρm pzq dz

“ p2j ` 1q
M
ÿ

r“j

M
ÿ

s“m

N´ 1

2
´r
zr,jzs,m

ż

1

0

pz ` n ´ 1qr zsdz

“ p2j ` 1q
M
ÿ

r“j

M
ÿ

s“m

r
ÿ

k“0

zr,jzs,mN
´ 1

2
´r

ˆ

r

k

˙

pn ´ 1qr´k

r ` s ` 1
.

This completes the proof.
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Theorem 29. [71, 213, 113] Consider the pM`1q Chelyshkov polynomials vector to be
denoted by Ψptq. Then, the HCFs representation of Ψpxq can be developed as follows:

Ψptq “ ΠΦptq, (9.2.14)

where Π is pM ` 1q ˆ m̂ matrix and

Πi,j “
M
ÿ

r“i´1

M
ÿ

s“m

r
ÿ

k“0

zr,i´1zs,mN
´ 1

2
´r

ˆ

r

k

˙

pn ´ 1qr´k

k ` s ` 1
.

Proof. The proof is similar to Lemma 9.2.13.

Theorem 30. [71, 213, 113] Using Φptq as the HCFs vector, the fractional integration
of order α for this vector can be written as:

IαΦptq “ P pαqΦptq, (9.2.15)

where P pαq “ ΛΘpαqΠ is a m̂ˆ m̂ matrix, and Λ and Π are transformation matrices de-
rived in equations (9.2.13) and (9.2.14), respectively. In addition, Θα is the operational
matrix of fractional integration for HCFs vector Φptq.

Proof. Consider the HCFs vector Φptq. By using the transformation matrix Λ, it can
be written as

Ψptq “ ΛΦptq,

applying the fractional integration operator Iα and using (9.2.9), we get

IαΦptq “ ΛIαΨptq “ ΛΘαΨptq,

now the transformation matrix Λ results

IαΦptq “ ΛJαΨptq “ ΛΘαΠΦptq,

which yields (9.2.15) and completes the proof.

9.3 Problem statement and approximation scheme

In this section, we solve FDDEs (9.0.1) and (9.0.2) by employing the Galerkin method
and the fractional integration operational matrices of the HCFs.
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Problem(1)

Consider the FDDEs (9.0.1). To solve this problem, we approximate Dαqptq via HCFs
basis φiptq, i “ 0, 1, 2, ..., m̂, as

Dαqptq “ CTΦptq, (9.3.16)

where C is an unknown vector that can be acquired. By utilizing (9.2.9), we obtain:

qptq » Iα
`

CTΦptq
˘

`
r´1
ÿ

i“0

λi

i!
ti “ CTP pαqΦptq ` dTΦptq. (9.3.17)

In other words, for the problem (9.0.1), we get:

q pt ´ τq “

$

&

%

ξ pt ´ τq , 0 ď t ď τ

CTP pαqΦ pt ´ τq ` dTΦ pt ´ τq , τ ď t ď 1

“ CT
τ Φ ptq .

to

(9.3.19)

We can obtain the following residual function by substituting Eqs. (9.3.16)-(9.3.18) for
the original equations in problem (9.0.1).

Rptq “ CTΦptq ´ p
`

t, CTP pαqΦptq ` dTΦptq, CT
τ Φ ptq

˘

. (9.3.20)

To obtain the answer qptq, we must first identify the residual Rptq at the m̂` 1 points.
As demonstrated below, we use the roots of shifted Chebyshev polynomials to determine
appropriate collocates.

Rptjq “ 0, j “ 1, 2, ...m̂ ` 1. (9.3.21)

It is possible to find the solution to this problem using the vector C coefficients that
are unknown. Consequently, we can obtain the numerical solution by substituting the
resulting vector C into the Eq. (9.3.17).

Problem(2)

We use a method that was employed for the previous problem (9.0.1) to solve the
FDDEs (9.0.2). Replacing Eqs. (9.3.16) and (9.3.17) in (9.0.2), we have the following
residual function:

Rptq “ CTΦptq ´ p
`

t, CTP pαqΦptq ` dTΦptq, CTP pαqΦpτtq ` dTΦpτtq
˘

. (9.3.22)
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As shown follows, we then compute the residual value Rptq at the m̂ ` 1 roots of the
shifted Chebyshev polynomials.

Rptjq “ 0, j “ 1, 2, ...m̂ ` 1. (9.3.23)

These equations are then solved for unknown coefficients of the vector C. As a result,
by solving these systems by determining C, we obtain the numerical solution to this
problem (9.0.2).

9.4 Numerical experiments

This section will examine three different example scenarios to highlight the usefulness
and advantages of the proposed technique.

Example 17. Consider the FDDEs
#

Dαqptq “ qpt ´ τq ´ qptq ` 2t2´α

Γp3´αq ´ t1´α

Γp2´αq ` 2tτ ´ τ 2 ´ τ, 0 ď t ď 1, 0 ă α ď 1,

qptq “ 0, t ď 0.

Figure 9.1: The approximate solution for various values of α (Left) and absolute error for
α “ 1 (Right), Example 17.

In the case where α “ 1, the exact solution to this system is qptq “ t2 ´ t. The
approximate solutions for several different values of α and the absolute error for α “ 1

are displayed in Fig. 9.1 for the case in which M “ 2, N “ 2, and τ “ 0.01 are the input
values. When utilizing the current approach with m̂ “ 6, the RMSE for various values
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of t is displayed in the table referenced by Table 9.1. As anticipated, the outcomes of this
example get closer and closer to the exact solution as the fractional order α approaches
1.

Table 9.1: The RMSE (}q ´ q̃}
2
) for different values of t in Example 17.

Methods t “ 0.2 t “ 0.4 t “ 0.6 t “ 0.8

[9] 7.58 ˆ 10´14 3.90 ˆ 10´14 1.45 ˆ 10´14 7.96 ˆ 10´14

[19] 3.46 ˆ 10´16 2.35 ˆ 10´16 3.46 ˆ 10´16 9.69 ˆ 10´17

[246] 0 1.11 ˆ 10´16 3.15 ˆ 10´14 3.23 ˆ 10´14

[283] 1.19 ˆ 10´14 1.63 ˆ 10´15 7.29 ˆ 10´15 4.64 ˆ 10´15

HCFs 0 2.00 ˆ 10´16 1.00 ˆ 10´16 0

Example 18. Consider the following FDDEs

$

&

%

Dαqptq “ ´qpt ´ 0.3q ´ qptq ` e´t`0.3, 0 ď t ď 1, 2 ă α ď 3

qp0q “ 1, q1p0q “ ´1, q2p0q “ 1,

qptq “ e´t, t ă 0.

qptq “ e´t that provides an exact solution for the present test problem for α “ 3. The
approximate solutions for several different values of α and the absolute error for α “ 3

are displayed in Fig. 9.2, when M “ 8, N “ 2, and τ “ 0.3 are the input variables.
The approximate solutions obtained by applying the current approach with m̂ “ 14 are
displayed in Table 9.2. As the fractional-order α approaches 3, these results demonstrate
that the approximate solutions converge to the precise solution.

Table 9.2: The approximate solutions for different values of t in Example 18.

Methods t “ 0.2 t “ 0.4 t “ 0.6 t “ 0.8

[170] 0.8187 0.6703 0.5488 0.4493

[290] 0.8187 0.6703 0.5488 0.4494

[246] 0.8187 0.6703 0.5488 0.4494

HCFs 0.8187 0.6703 0.5488 0.4494
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Figure 9.2: The approximate solution for various values of α (Left) and absolute error for
α “ 3 (Right), Example 18.

Example 19. Consider the following FDDEs

"

Dαqptq “ 1 ´ 2 q2p1

2
tq, 0 ď t ď 1, 1 ă α ď 2,

qp0q “ 1, q1p0q “ 0.

In this example, the exact solution is qptq “ cosptq when α “ 2. The approximate
solutions for several different values of α and the absolute error for α “ 2 are displayed
in Fig. 9.3 for the case when M “ 6 and N “ 2. The RMSE is shown for different
values of t in Table 9.3, which uses the current approach and has m̂ “ 14. Based on the
information obtained, we can conclude: that the approximate solution will eventually
converge to the exact solution as the fractional order α goes closer and closer to 2.

Table 9.3: The RMSE (}q ´ q̃}
2
) for different values of t and N in Example 19.

Methods t “ 0.2 t “ 0.4 t “ 0.6 t “ 0.8

[246] 3.21 ˆ 10´11 3.81 ˆ 10´11 1.31 ˆ 10´06 1.82 ˆ 10´06

HCFs 3.20 ˆ 10´11 3.81 ˆ 10´11 8.90 ˆ 10´11 6.21 ˆ 10´11
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Figure 9.3: The approximate solution for various values of α (Left) and absolute error for
α “ 2 (Right), Example 19.

9.5 Conclusion

This chapter presented a new and effective method for performing the numerical tech-
nique on hybrid Chelyshkov orthogonal polynomials. In the HCFs strategy, the opera-
tional matrix of fractional integration for HCFs is the first and most significant aspect
of solving the system of FDDEs that we experience, as we have seen in Section , these
matrices were derived. To solve FDDEs, these matrices, in addition to the Galerkin
method, are utilized. As in the final step of the procedure, the robustness and efficiency
of the suggested method are evaluated using numerical examples of FFDEs.





Chapter 10

Discrete Chebyshev polynomials for
solving fractional variational problems

In the last two decades, numerical approaches based on orthogonal polynomials have
been frequently used to approximate the solution of fractional differential, and integral
equations [111, 175, 211, 210, 259]. The essential characteristic of these approaches
is that, by using the orthogonal properties of the polynomials and the typical spec-
tral methods, they reduce such fractional equations to a system of algebraic equations
which can be solved easier. According to the defined inner product in the solution
space, orthogonal polynomials are usually classified into two main classes: continuous
and discrete. For continuous orthogonal polynomials such as Legendre, Chebyshev,
Hermite, and Laguerre, one has to evaluate an integral in the inner product. In con-
trast, discrete orthogonal polynomials come with a discrete scalar product; hence, the
integral becomes a sum [326, 327]. Although continuous orthogonal polynomials have
been more frequently used to approximate the solution of functional equations, there are
some advantages of using discrete orthogonal polynomials. For example, using discrete
orthogonal polynomials, the Fourier coefficients can be calculated with a summation,
and the obtained coefficients are exact. Consequently, compared to continuous cases,
the implementation of discrete orthogonal polynomials is more efficient and less com-
plex [125, 321]. Moreover, there is a close connection between stochastic processes and
discrete orthogonal polynomials which motivated many researchers to consider them to
solve stochastic differential equations [16, 321].

In the field of optimization theory, the calculus of variations is concerned with the
problem of optimizing a real-valued functional over a set of functions [7, 195, 41, 328].
The functional is usually defined as definite integrals involving functions and their
derivatives. Developing the calculus of variations started with Johann Bernoulli and his
well-known "brachistochrone" problem. After that, this subject was developed by the
works of Jakob Bernoulli, Newton, Leibniz, Euler, Lagrange, Legendre, Jacobi, Weier-
strass, and Hilbert [41]. Recently, the calculus of variations has been found in many
applications in areas such as quantum mechanics, medicine, economics, aerodynamics,
environmental engineering, and biology [7, 22, 112, 201, 252, 253]. As a generalization

175
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of the calculus of variations, the Fractional Calculus of Variations (FCV) deals with
variational functionals depending on fractional derivatives instead of integer ones [7].
The subject of FCV was introduced in 1996 with the work of Riewe [252]. He used frac-
tional derivatives to formulate the problem of the calculus of variations and obtained
the respective Euler-Lagrange equations. Nowadays, FCV is under development due
to its many applications in physics, and engineering [7, 22, 112, 201, 253]. The main
purpose of this chapter is to present a comparative study of numerical solution of the
following fractional variational problems:

Min. J pxq “
ż b

a

F
`

t, xptq, C
0
Dα

t xptq, uptq
˘

dt, (10.0.1)

in which the variable uptq is described by

uptq “
ż t

a

K
`

s, xpsq, C
0
Dα

t xpsq
˘

ds, a ď t ď b, (10.0.2)

subject to the following boundary conditions

xpaq “ α, xpbq “ β. (10.0.3)

The functions F and K are continuously differentiable, x is absolutely continuous func-
tions, such that its fractional derivative of order α, i.e. C

0
Dα

t xptq, exists and is continuous
on ra, bs. First, the general formulation of DCPs and their properties are investigated
briefly. Then, DCPs and their operational matrix of fractional integration are used
to approximate the solution of FVP (10.0.1)-(10.0.3). The numerical results and the
required CPU time were compared to the previously acquired results by the classical
Chebyshev polynomials in Ref. [112]. The comparison reveals that the presented DCPs
method is more efficient and less complex than the Chebyshev polynomials method.

This chapter contains five sections. Section 10.1 defines discrete Chebyshev poly-
nomials and their properties. Section 10.2 presents the operational matrices based on
the discrete Chebyshev polynomials. Section 10.3 deals with the numerical solution
of FVPs. Section 10.4gives some illustrative examples to verify the superiority of the
discrete Chebyshev polynomials. Finally, some concluding remarks are given in Section
10.5.

10.1 Discrete Chebyshev polynomials

The discrete Chebyshev polynomials belong to a rich family of orthogonal polynomials
which introduced by Chebyshev. In this section, we restrict our attention to the basic
definition, formula and properties of these polynomials. For more details and some
applications of these polynomials one can refer to Refs. [126, 218].
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Definition 10.1.1. Let N be a positive integer number. The discrete Chebyshev poly-
nomials Tn,Npxq may be defined as follow:

Tn,Npxq “
n
ÿ

k“0

p´1qk
ˆ

n ` k

n

˙ˆ

N ´ k

n ´ k

˙ˆ

x

k

˙

, n “ 0, 1, ..., N. (10.1.4)

Orthogonality:

The set of discrete Chebyshev polynomials tTn,N , n “ 0, 1, ..., Nu is orthogonal on the
interval r0, N s with respect to the following discret norm:

xf, gy “
N
ÿ

r“0

fprqgprq. (10.1.5)

Moreover, the orthogonality condition for these polynomials is as follow:

xTm,N , Tn,Ny “
N
ÿ

r“0

Tm,NprqTn,Nprq “ µnδmn,

where δmn is the Kronecker delta and µn can be defined as:

µn “ pN ` n ` 1q!
p2n ` 1qpN ´ nq!pn!q2

. (10.1.6)

Recurrence relation:

The set of discrete Chebyshev polynomials tTn,N , n “ 0, 1, ..., Nu can be determined
with the aid of the following recurrence formulae for n “ 0, 1, ..., N :

αnTn`1,Npxq “ pN ´ kq pαn ` βn ´ xq
k ` 1

Tn,Npxq ´ pN ´ k ` 1qpN ´ kqβn
kpk ` 1q Tn´1,Npxq.

where T0,Npxq “ 1, T1,Npxq “ N ´ 2x and

αn “ pN ´ nqpn ` 1q2
p2n ` 1qp2n ` 2q , βn “ N2pN ` n ` 1q

2np2n ` 1q .

Explicit formula:

By using the relation (10.1.4), the discrete Chebyshev polynomial Tn,N can be written
as follow:

Tn,Npxq “
n
ÿ

k“0

p´1qk
ˆ

n ` k

n

˙ˆ

N ´ k

n ´ k

˙

k!
xpx ´ 1q...px ´ k ` 1q
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“
n
ÿ

k“0

p´1qk
ˆ

n ` k

n

˙ˆ

N ´ k

n ´ k

˙

k!

k
ÿ

i“0

spk, iqxi, n “ 0, 1, ...N, (10.1.7)

in which spk, iq are the Stirling numbers of the first kind [291, 251]. Therefore, the
analytical form of Tn,Npxq can be derived as follow:

Tn,Npxq “
n
ÿ

k“0

aj,nx
k, n “ 0, 1, ...N, (10.1.8)

where

aj,n “
n
ÿ

r“j

p´1qr
ˆ

n ` r

n

˙ˆ

N ´ r

n ´ r

˙

spr, iq

r!
. (10.1.9)

Shifted discrete Chebyshev polynomials:

In order to use the discrete Chebyshev polynomials on the interval r0, 1s, we define the
shifted discrete Chebyshev polynomials (SDCPs) by introducing a change of variable
x “ Nt. Let nth shifted discrete Chebyshev polynomial, i.e. Tn,NpNtq, is denoted by
Tn,Nptq. Then, the set of SDCPs tTn,N , n “ 0, 1, ..., Nu are orthogonal on the interval
r0, 1s with respect to the following discrete norm:

xf, gy˚ “
N
ÿ

r“0

f
´ r

N

¯

g
´ r

N

¯

. (10.1.10)

Also, the orthogonality condition for SDCPs can be defined as follow:

xTm,Nptq,Tn,Nptqy˚ “
N
ÿ

r“0

Tm,N

´ r

N

¯

Tn,N

´ r

N

¯

“ µnδmn, (10.1.11)

where µn is defined in relation (10.1.6).

Function approximation:

Any function fptq, defined over the interval r0, 1s may be expanded by the SDCPs as

fptq »
N
ÿ

i“0

ciTi,Nptq “ CTΨptq, (10.1.12)

where C and Φpxq are pN ` 1q vectores given by

CT “ rc0, c1, ..., cN sT , (10.1.13)
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Ψptq “ rT0,Nptq,T1,Nptq, ...,TN,NptqsT , (10.1.14)

and the coefficients ci can be derived as follow

ci “ xfptq,Ti,Nptqy˚
µi

, i “ 0, 1, ...N. (10.1.15)

Convergence analysis:

The discrete Chebyshev polynomials Tn,Npxq are special case of the well-known Hahn
polynomials Qnpx;α, β,Nq with α “ β “ 0 [125]. The following Theorem provides
conditions that ensure the series expansion of a function by the discrete Chebyshev
polynomials converges.

Theorem 31. The series expansion
n
ř

k“0

xf,Tk,Ny
xTk,N ,Tk,NyTk,Npxq of a function f by the discrete

Chebyshev polynomials converges pointwise, if the series expansion of the function f by
the Jacobi polynomials converges pointwise and if n4

N
Ñ 0 as n,N Ñ 8.

Proof. The proof follows directly from Theorems 1.1, 2.1, and 2.2 in Ref. [125].

10.2 Operational matrices

Now, some explicit formulations for operational matrix of fractional integration, in
the Riemann-Liouville sense, for the SDCPs will be obtained. Moreover, the product
operational matrix for the SDCPs vector is defined.

Lemma 10.2.1. For a positive number r the inner product of the Tn,Nptq and tr,
denoted by βpn, rq, can be derived as:

β pn, rq “ 1

N r

N
ÿ

j“0

n
ÿ

k“0

aj,nj
k`r. (10.2.16)

where aj,n is defined in relation (10.1.9).

Proof. By using definition of the discrete inner product x., .y˚ in (10.1.11), we get:

β pn, rq “ xtr,Tn,Nptqy˚ “
N
ÿ

j“0

Tn,N

ˆ

j

N

˙

jr

N r
“ 1

N r

N
ÿ

j“0

Tn,N pjqjr.

Now, the analytical form of the discrete Chebyshev polynomial Tn,N in relation (10.1.8)
results (10.2.16).
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Theorem 32. Let Ψptq be the SDCPs vector as defined in (10.1.14). Then its fractional
integral of order α in the Riemann-Liouville sense is given by

0I
α
t Ψptq “ P pαqΨptq (10.2.17)

where P pαq is the operational matrix of fractional integration and its pi, jqth element
can be derived as

P
pαq
i,j “

i´1
ÿ

k“0

βpk ` α, jqΓpk ` 1qNkak,i´1

µjΓpα ` k ` 1q , i “ 1, 2, ..., N ` 1, j “ 0, .., N. (10.2.18)

Proof. The ith element of the vector Ψptq is Ti´1,Nptq. Therefore, its fractional inte-
gration of order α may be written as

0I
α
t Ti´1,Nptq “ 0I

α
t

i´1
ÿ

k“0

Nkak,i´1t
k “

i´1
ÿ

k“0

Nkak,i´1

`

0I
α
t t

k
˘

“
i´1
ÿ

k“0

Γpk ` 1qNkak,i´1

Γpα ` k ` 1q tk`α.(10.2.19)

Now by expanding the term tk`α we get

tk`α »
N
ÿ

j“0

bk,jTj,Nptq, (10.2.20)

in which bk,j can be derived as

bk,j “
@

xk`α,Tj,Nptq
D

˚
xTj,Nptq,Tj,Nptqy˚

“ βpk ` α, jq
µj

. (10.2.21)

By putting Eqs. (10.2.21) and (10.2.20) in (10.2.19), we have:

0I
α
t Ti´1,Nptq “

N
ÿ

j“0

˜

i´1
ÿ

k“0

βpk ` α, jqΓpk ` 1qNkak,i´1

µjΓpα ` k ` 1q

¸

Tj,Nptq. (10.2.22)

Accordingly, the desired result is derived.

Theorem 33. Let Ψptq be the SDCPs vector defined in (10.1.14) and V be an arbitrary
pN ` 1q vector. Then, we can write

ΨptqΨT ptqV “ ṼΨptq, (10.2.23)

where Ṽ is the pN ` 1q ˆ pN ` 1q product operational matrix and its pi, jq-th element
can be defined as

Ṽi`1,j`1 “ 1

µj

N
ÿ

k“0

Vk xTk,NptqTi,Nptq,Tj,Nptqy˚, i, j “ 0, 1, ..., N.
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Proof. The product of two SDCPs vectors Ψptq and ΨT ptq is a pN `1qˆpN `1q matrix
as follow

ΨptqΨT ptq “

»

—

—

—

–

T0,NptqT0,Nptq T0,NptqT1,Nptq . . . T0,NptqTN,Nptq
T1,NptqT0,Nptq T1,NptqT1,Nptq . . . T1,NptqTN,Nptq

...
...

. . .
...

TN,NptqT0,Nptq TN,NptqT1,Nptq . . . TN,NptqTN,Nptq

fi

ffi

ffi

ffi

fl

.

As a result, the relation (10.2.23) can be rewritten as:

N
ÿ

k“0

Tk,NptqTi,NptqVk`1 “
N
ÿ

k“0

Tj,NptqṼi`1,k`1, i “ 0, 1, ..., N.

Now, by multiplying both sides of the above relation by Tj,Nptq and using the defined
inner product in (10.1.10), we get:

N
ÿ

k“0

xTk,NptqTi,Nptq,Ti,Nptqy˚ Vk`1 “ xTj,Nptq,Tj,Nptqy˚ Ṽi`1,j`1, i, j “ 0, 1, ..., N.

Therefore, the matrix Ṽ may be given by

Ṽi`1,j`1 “

N
ř

k“0

Vk xTk,NptqTi,Nptq,Tj,Nptqy˚

xTj,Nptq,Tj,Nptqy˚
“ 1

µj

N
ÿ

k“0

Vk xTk,NptqTi,Nptq,Tj,Nptqy˚.

10.3 The numerical approach

In this section, we will apply the SDCPs and thier operational matrix to solve the FVP
(10.0.1)-(10.0.2) with boundary conditions (10.0.3). First, we approximate C

0
Dα

t xptq via
SDCPs as follows:

C
0
Dα

t xptq » CTΨptq, (10.3.24)

where Ψptq is the SDCPs vector as defined in relation (10.1.14) and C is unknown
coefficient vector defined as:

C “

¨

˚

˚

˚

˝

c1
c2
...
cN

˛

‹

‹

‹

‚

. (10.3.25)

By applying the fractional Riemann-Liouville operator 0I
α
t on both sides of the relation

(10.3.24), we have:

xptq » 0I
α
t C

TΨptq ` α “ CTP pαqΨptq ` dTΨptq, (10.3.26)
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in which d is the SDCPs coefficient vector for α and P pαq is the operational matrix
of fractional integration of the SDCPs vector Ψptq derived in Theorem 32. So, the
boundary condition in relation (10.0.3) can be written as follows:

CTP pαqΨpbq ` dTΨpbq ´ β » 0, (10.3.27)

Moreover, by inserting the relations (10.3.24) and (10.3.26) the function uptq in (10.0.2)
can be approximated as a function of unknown vector C, namely:

u rt, Cs »
ż t

a

K
`

s, CTPαΨpsq ` dTΨpsq, CTΨpsq
˘

ds. (10.3.28)

Therefore, the performance index (10.0.1) can be derived as follows:

JN rCs »
ż b

a

F
`

t, CTPαΨpsq ` dTΨpsq, CTΨpsq, u rt, Cs
˘

dt. (10.3.29)

Finally, by applying the necessary conditions for optimality of the performance index
JN rCs we are able to write

BJN

Bci
“ 0, i “ 0, 1, ..., N ´ 1. (10.3.30)

Eqs. (10.3.27) along with (10.3.30) generate a set of pN ` 1q nonlinear equations that
can be solved by the Newton’s iterative method to find the coefficients ci, i “ 0, 1, ..., N .

Main features of the SDCPs method

Using the SDCPs, which are orthogonal concerning a discrete norm, a numerical scheme
has been proposed for the approximate solution of FVPs. The implementation of this
method is more efficient and less complex in comparison with similar methods such
as the classical Chebyshev polynomials method in which continuous norm is used.
Moreover, the need for using a Lagrange multiplier during the solution procedure is
eliminated.

10.4 Numerical experiments

In order to verify the efficiency and superiority of the SDCPs method, we will con-
sider some examples in this section. Let eptq “ xptq ´ x̃ptq be the error function of
the approximate solution x̃ptq. The maximum absolute error (MAE) for the obtained
numerical solution will be estimated as follow:

}e}8 “ Max
0ďtď1

|eptq| .

All computations are carried out using MAPLE 17 with 30 digits precision.
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Example 20. As first example, we consider the following FVP

Min. J pxq “
ż

1

0

”

`

C
0
Dα

t xptq ´ tΓpα ` 2q
˘2 ` uptq

ı

dt, 0 ă α ď 1,

in which

uptq “
ż t

0

pxpsq ´ sα`1q2ds, 0 ď t ď 1,

subject to the boundary conditions

xp0q “ 0, xp1q “ 1.

The exact solution for this problem is xptq “ tα`1. The proposed DCPs method has
been applied to solve this FVP for various values α. Fig. 10.1 shows the obtained
approximate solution xptq and the absolute error functions for different choices of α
and N “ 10. The MAE for the approximate solutions with different values of N and
α are provided in Table 10.1. Moreover, in Table 10.2, the obtained optimal values
J and the required CPU time (in seconds) are compared with those achieved by the
classical Chebyshev polynomials in Ref. [112]. From these results, we can conclude
that both discrete and classical Chebyshev polynomials efficiently solve this FVP. In
contrast, the discrete polynomials method requires less CPU time when compared to the
contentious one. Moreover, as the number of basis functions, i.e. N increases, and the
complexity and required CPU time of the contentious Chebyshev polynomials method
increases significantly.

Figure 10.1: The obtained approximate solutions (Left) and the absolute error functions
(Right) for different values of α and N “ 10 in Example 20.
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Table 10.1: The MAE of the approximate solution x̃ptq in Example 20.

α N “ 6 N “ 8 N “ 12

α “ 0.50 1.7 ˆ 10´3 6.2 ˆ 10´4 2.2 ˆ 10´4

α “ 0.70 5.6 ˆ 10´4 2.5 ˆ 10´4 1.0 ˆ 10´4

α “ 0.80 3.3 ˆ 10´4 1.4 ˆ 10´4 5.1 ˆ 10´5

α “ 0.90 1.2 ˆ 10´4 5.3 ˆ 10´5 1.8 ˆ 10´5

α “ 0.95 5.8 ˆ 10´5 2.5 ˆ 10´5 8.2 ˆ 10´6

α “ 0.99 1.2 ˆ 10´5 4.5 ˆ 10´6 1.4 ˆ 10´6

Table 10.2: The optimal values J and required CPU time (in seconds) for different values of
α and N in Example 20.

N “ 6

J CPU time

Chebyshev polynomial [112] DCPs Chebyshev polynomials DCPs

α “ 0.50 7.677 ˆ 10´9 1.052 ˆ 10´8 8.078 2.469

α “ 0.70 3.329 ˆ 10´9 2.175 ˆ 10´8 8.063 2.343

α “ 0.90 2.588 ˆ 10´10 9.133 ˆ 10´10 8.063 2.782

α “ 0.99 1.986 ˆ 10´12 7.811 ˆ 10´12 8.297 2.438

N “ 8

J CPU time

Chebyshev polynomial [112] DCPs Chebyshev polynomials DCPs

α “ 0.50 8.338 ˆ 10´10 2.246 ˆ 10´9 17.203 4.735

α “ 0.70 3.076 ˆ 10´10 3.785 ˆ 10´10 18.843 4.641

α “ 0.90 1.928 ˆ 10´11 1.631 ˆ 10´11 17.688 4.454

α “ 0.99 1.336 ˆ 10´13 1.034 ˆ 10´13 18.828 4.703

N “ 10

J CPU time

Chebyshev polynomial [112] DCPs Chebyshev polynomials DCPs

α “ 0.50 1.458 ˆ 10´10 7.286 ˆ 10´9 25.891 7.500

α “ 0.70 4.739 ˆ 10´11 1.021 ˆ 10´10 26.765 9.609

α “ 0.90 2.512 ˆ 10´12 3.861 ˆ 10´12 25.500 9.547

α “ 0.99 1.608 ˆ 10´14 2.258 ˆ 10´13 26.063 9.625
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Example 21. Now, we consider the following FVP

Min. J pxq “
ż

1

0

”

`

C
0
Dα

t xptq ´ 1
˘2 ` uptq

ı

dt, 0 ă α ď 1,

in which

uptq “
ż t

0

ˆ

xpsq ´ sα`1

Γpα ` 2q

˙2

ds, 0 ď t ď 1,

subject to the boundary conditions

xp0q “ 1, xp1q “ 1

Γpα ` 1q .

The exact solution is xptq “ tα

Γpα ` 1q . The described DCPs method in Section 10.3 with

different values of N and α have been applied to solve this problem. The approximate
solutions xptq and their absolute error functions for N “ 10 and various values of
α are plotted in Fig. 10.2. Moreover, the MAE of the approximate solution x̃ptq for
various values of N and α are listed in Table 10.3. In order to verify the superiority
and efficiency of the DCPs method, in Table 10.4, the obtained optimal values J and
the required CPU time (in seconds) were compared to those achieved by the classical
Chebyshev polynomials in Ref. [112]. These resultsshow that the proposed DCPs method
is efficient and accurate for solving FVPs. In addition, it can be concluded that the
application of DCPs is less time-consuming and complex in comparison with the classical
Chebyshev polynomials.

Figure 10.2: The obtained approximate solutions (Left) and the absolute error functions
(Right) for different values of α and N “ 10 in Example 21.
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Table 10.3: The MAE of the approximate solution x̃ptq in Example 21.

α N “ 8 N “ 10 N “ 12

α “ 0.50 5.7 ˆ 10´2 8.7 ˆ 10´2 4.1 ˆ 10´2

α “ 0.70 1.5 ˆ 10´2 1.2 ˆ 10´2 1.0 ˆ 10´2

α “ 0.80 6.6 ˆ 10´3 5.1 ˆ 10´3 4.2 ˆ 10´3

α “ 0.90 2.3 ˆ 10´3 1.6 ˆ 10´3 1.2 ˆ 10´3

α “ 0.95 8.6 ˆ 10´4 6.3 ˆ 10´4 5.1 ˆ 10´4

α “ 0.99 1.4 ˆ 10´4 1.1 ˆ 10´4 8.3 ˆ 10´5

Table 10.4: The optimal values J and required CPU time (in seconds) for different values of
α and N in Example 21.

N “ 8

J CPU time

Chebyshev polynomial [112] DCPs Chebyshev polynomials DCPs

α “ 0.50 2.427 ˆ 10´6 1.19 ˆ 10´5 28.578 9.344

α “ 0.70 4.548 ˆ 10´7 9.195 ˆ 10´7 29.250 9.922

α “ 0.99 7.611 ˆ 10´11 8.553 ˆ 10´11 29.094 10.454

N “ 10

J CPU time

Chebyshev polynomial [112] DCPs Chebyshev polynomials DCPs

α “ 0.50 9.933 ˆ 10´7 6.476 ˆ 10´6 59.110 19.531

α “ 0.70 1.647 ˆ 10´7 4.533 ˆ 10´7 58.453 20.922

α “ 0.99 2.171 ˆ 10´11 3.573 ˆ 10´11 57.829 21.093

N “ 12

J CPU time

Chebyshev polynomial [112] DCPs Chebyshev polynomials DCPs

α “ 0.50 4.845 ˆ 10´7 3.751 ˆ 10´6 82.532 32.640

α “ 0.70 7.166 ˆ 10´7 9.504 ˆ 10´7 96.938 38.031

α “ 0.99 7.713 ˆ 10´12 1.760 ˆ 10´12 98.297 39.921

Example 22. Consider the following FVPs

Min. J pxq “
ż

1

0

«

2

ˆ

C
0
Dα

t xptq ´ Γpα ` 4q
Γp4q t3 ´ Γpα ` 3q

Γp3q t2
˙2

` 5uptq
ff

dt, 0 ă α ď 1,
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in which

uptq “
ż t

0

`

xpsq ´ sα`3 ´ sα`2
˘2
ds, 0 ď t ď 1,

subject to the boundary conditions

xp0q “ 0, xp1q “ 2, 0 ď t ď 1.

For 0 ă α ď 1 the exact solution of this problem is xptq “ tα`3 ` tα`2. The solution
of this FVP has been approximated by using the proposed DCPs method for various
values of N and α. The approximate solutions x̃ptq and their absolute error functions
for N “ 10 and various values of α are plotted in Fig. 10.3. The MAE of the solution
functions xptq for different choices of N and α are presented in Table 10.5. Further-
more, Table 10.6 provides a comparison between the obtained optimal values J and
their required CPU time (in seconds) and those derived by the classical Chebyshev poly-
nomials in Ref. [112]. According to the presented results, it is clear that both DCPs
and classical Chebyshev polynomials methods are efficient in solving FVPs, while the
application of DCPs is less time-consuming and complex compared to the typical Cheby-
shev polynomials method. Moreover, it is easy to conclude that the classical Chebyshev
polynomials method’s complexity and required CPU time increase significantly as the
number of basis functions N increases.

Figure 10.3: The obtained approximate solutions (Left) and the absolute error functions
(Right) for different values of α and N “ 10 in Example 22.
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Table 10.5: The MAE of the approximate solution x̃ptq in Example 22.

N “ 6 N “ 8 N “ 12

α “ 0.50 8.7 ˆ 10´5 3.7 ˆ 10´5 7.7 ˆ 10´6

α “ 0.70 4.8 ˆ 10´5 1.6 ˆ 10´5 3.9 ˆ 10´6

α “ 0.80 2.9 ˆ 10´5 1.1 ˆ 10´5 2.3 ˆ 10´6

α “ 0.90 1.2 ˆ 10´5 4.0 ˆ 10´6 2.2 ˆ 10´7

α “ 0.95 5.6 ˆ 10´6 1.8 ˆ 10´6 3.8 ˆ 10´7

α “ 0.99 1.6 ˆ 10´7 3.8 ˆ 10´7 6.8 ˆ 10´8

Table 10.6: The optimal values J and required CPU time (in seconds) for different values of
α and N in Example 22.

N “ 5

J CPU time

Chebyshev polynomials [112] DCPs Chebyshev polynomials DCPs

α “ 0.5 2.855 ˆ 10´10 1.960 ˆ 10´9 17.109 3.438

α “ 0.7 1.366 ˆ 10´10 5.882 ˆ 10´10 17.875 3.438

α “ 0.9 9.337 ˆ 10´12 3.740 ˆ 10´11 18.922 3.406

N “ 7

J CPU time

Chebyshev polynomials [112] DCPs Chebyshev polynomials DCPs

α “ 0.5 1.291 ˆ 10´11 1.615 ˆ 10´10 24.344 5.922

α “ 0.7 6.855 ˆ 10´12 4.592 ˆ 10´11 24.344 6.484

α “ 0.9 6.061 ˆ 10´13 3.001 ˆ 10´12 24.125 6.078

N “ 9

J CPU time

Chebyshev polynomials [112] DCPs Chebyshev polynomials DCPs

α “ 0.5 8.479 ˆ 10´13 2.156 ˆ 10´12 68.532 10.750

α “ 0.7 4.035 ˆ 10´13 5.438 ˆ 10´12 64.797 11.312

α “ 0.9 3.089 ˆ 10´14 3.127 ˆ 10´13 64.891 11.235

10.5 Conclusion

This chapter proposed a new type of discrete orthogonal polynomials basis. Using these
orthogonal polynomials and their fractional operational matrix, a numerical method is
developed to solve FVPs. As these polynomials are orthogonal concerning a discrete
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norm, implementation of the presented method is more efficient and less complex in
comparison with similar methods in which continuous orthogonal polynomials are used.
Application of the proposed method for some test problems verified that:

1. The discrete orthogonal polynomials are efficient for solving FVPs.

2. The application of discrete Chebyshev polynomials is less time-consuming and
complex than the classical Chebyshev polynomials.

3. The complexity and required CPU time of classical Chebyshev polynomials in-
crease significantly as the number of basis functions increases.

4. The need for using a Lagrange multiplier during the solution procedure is elimi-
nated.





Chapter 11

Comparison between Protein- Protein
interaction network CD`4 and CD`8
and a numerical approach for
fractional HIV infection of CD`4
T-cell

A lentivirus, the human immunodeficiency virus (HIV), causes acquired immunodefi-
ciency syndrome (AIDS). Alterations distinguish HIV infection in the function of T
cells and homeostasis and the extreme heterogeneity between infected people and those
untreated. On average, most patients infected with HIV develop AIDS in 10 to 20
years. Variations in HIV infection clinical outcomes may be due to genetic differences
in HIV strains, host genetic differences, or differences in virus-specific inflammatory
responses. The first HIV case was confirmed in 1980. Due to the latest count, more
than 35 million people have died due to HIV, and over 37 million people have this virus
in their bodies, posing a threat to the rest of the world. They will also convey this
danger through mother-to-child transfer, unsafe sex, and other ways.

Several mathematical models have already been developed to research the within-
host dynamics of HIV infection [17, 220, 312]. Virus-to-cell infection was the fo-
cus of the majority of these models. Direct cell-to-cell transmission is also a possi-
bility for the virus to spread. An ODE model of the HIV spread in a well-mixed
compartment, like the bloodstream, was proposed by Perelson [238, 239]. Within
the mathematical modeling of HIV infection, this model has had a considerable ef-
fect. Several other approaches have been suggested based on the Perelson model
[9, 12, 87, 133, 178, 187, 216, 229, 247, 294, 323]. However, most HIV infection modeling
research has focused on integer-order ordinary differential equations [18, 208, 230, 325].

Fractional calculus has recently been widely used in various fields. Many applied
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scientists and mathematicians have attempted to use fractional calculus to model real-
world processes. Fractional kinetics in complex systems, reported in [217]. The frac-
tional order dynamics in botanical impedances were studied in [169]. A mathematical
fractional-order model of human root dentin was presented in [240]. In biology, it has
been determined that biological organisms’ cell membranes have fractional-order elec-
trical conductance, which is then categorized into non-integer order models. Fractional
derivatives represent essential characteristics of cell-rheological conduct and have had
the best achievement in the area of rheology [86]. Furthermore, it has been demon-
strated that the behavior modeling by FDEs for the vestibule oculomotor neurons has
more benefits than the classical integer-order modeling [10]. FDEs is intrinsically linked
to systems found in all biological systems. They are also associated with fractals, typi-
cally found in biological systems. In this study, we propose a FDEs system for modeling
HIV and a numerical method for solving it.

The following is the chapter’s structure. The primary objective of selecting FDEs
for modeling HIV infection of CD4`T cells is described in Section 11.1. In this section,
we present and compare the protein-protein interaction network of cell infection. The
mathematical model will be outlined in Section 11.2. The numerical solution of HIV
infection of CD4`T cells is discussed in section 11.3. Section 11.4 describes illustrative
examples that show the DCP’s superiority. Finally, in Section 11.5, the main concluding
remark is summarized.

11.1 Comparison protein-protein interaction networks

CD4`T and CD8`T

CD4`T lymphocytes are a kind of white blood cell and a lymphocyte. A helper T cell
is also a T cell that assists other cells. CD4` T cells primarily serve as a type of T
cell that helps other T cells resist virus infection. In contrast, CD8` cells are widely
distributed on the surface of suppressor and cytotoxic T lymphocytes during HIV in-
fection. The researchers concluded that HIV infection caused severe immune system
problems, including the loss of CD4` T cells and a reduction in the CD4`

CD8` T cell ratio.

In the peripheral group of healthy adults, the CD4`

CD8` T ratio is about 2:1, and an ab-
normal ratio may signify disorders related to autoimmunity or immunodeficiency. An
inverted CD4`

CD8` T ratio (i.e., less than 1

1
) means that the immune system is compromised.

As a result, it is critical to look into the differences between CD4` and CD8`T cells at
various stages of HIV infection. AIDS is caused by the pathogen HIV, which is well-
known. The researchers reasoned that analyzing the differences in mutual differentially
expressed genes between CD4` and CD8`Tcells at different phases of disease would
reveal more about HIV.

Few studies examine the systemic features of CD4` T cells at various levels of
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HIV infection or the differences between CD4` and CD8` T cells at the same level.
Moreover, this topic is beyond the scope of this article’s discussion. In this study, we
compare and contrast the construction of protein-protein interaction (PPI) networks in
CD4` and CD8` T cells after HIV infection. We investigate the overlapping differen-
tially expressed genes in CD4` cells and those in CD8` T cells in two PPI networks
and compare two PPI networks Fig. 11.1, to comprehend the differentially expressed
between CD4` and CD8` from a network perspective.

Figure 11.1: PPI network constructed in CD8` T cells (right) and CD4` T cells (left)

The overlap of differentially expressed genes in each cell type is extremely high.
The two PPI networks shown in Fig. 11.1 are far too convoluted to provide important
network information. As a result, we compare the functional modules from each PPI
network in separate networks to assess the differences between two HIV-infected cells,
respectively (11.2-11.3). The immune responses of CD4` and CD8` T cells at various
stages after HIV infection are diverse, as shown in Figs. 11.2-11.3. According to
research, specific CD8` T cells play a key role in directly combating HIV infection,
while CD4` T cells primarily serve to support CD8` T cells.

Figure 11.2: (a-c) Function modules obtained by the PPI network in CD8`T cells.
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Figure 11.3: (a-c) Functional modules obtained by the PPI network in CD4`T cells.

It has been validated by comparing networks and prior research that CD4`T cells
undergo gradual depletion after HIV infection. That virus reproduction (more than 99
%) happened primarily in CD4`T cells in the peripheral blood and lymphoid tissue.
HIV infection can also stop CD4`T cells from proliferating. As a consequence, HIV is
a retrovirus that primarily infects CD4`T cells. CD4`T cells will develop new virions
after being infected, leading to more cell infection and viral development (See Fig.
11.4). Therefore, for researchers, studying these cells is critical. We want to introduce
a mathematical model of fractional HIV infection of CD4`T cells and find a numerical
solution for it in this chapter.

Figure 11.4: HIV virus invades T cell.
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11.2 Mathematical model information

Now we present the HIV infection model in CD4`T cells with fractional-order. The
following FDE is used to characterize the new system:

D
αT “ q ´ ηT ` rT p1 ´ T`1

Tmax
q ´ kV T,

D
αI “ kV T ´ βI,

D
αV “ µβI ´ γV,

(11.2.1)

where T p0q “ r1, Ip0q “ r2, V p0q “ r3, 0 ď t ď R ă 8.

Where V ptq, Iptq, and T ptq represent free HIV particles within the blood, CD4`T
cells contaminated by HIV, and the concentration of susceptible CD4`T cells, respec-
tively. R is any positive constant. The terms η, γ, and β indicate the normal circulation
rates of non-infected T cells, virus particles, and infected T cells, respectively. 1´ T`1

Tmax

depicts the logistic growth of healthy CD4`T cells while ignoring the proliferation of
infected CD4`T cells. The term kV T reflects the occurrence of HIV infection of healthy
CD4`T cells when k ą 0 is the infection rate. During its lifetime of CD4`T cell, each
infected CD4`T cell is expected to generate l virus particles. The body is attempted
to make CD4`T cells at a constant rate q from precursors in the bone marrow and
thymus. Whenever T cells are stimulated by antigen or mitogen, they multiply at a
rate of r via mitosis. The maximum CD4`T cell concentration in the body is denoted
by Tmax.

11.3 The numerical method

In this section, we will focus on presenting the numerical approach based on a large
family of orthogonal polynomials, namely discrete Chebyshev polynomials introduced
by P.L. Chebyshev [126, 218]. The considerations of the previous chapter referred to
the general features of the discrete Chebyshev polynomials, the fundamental definition,
formulation, and explicit formulas for operational matrices of Riemann-Liouville frac-
tional integration vector’s product operational matrix for SDCPs. For the procedure
described in the previous chapter (Chapter 10), we refer to Section 10.1 and Section
10.2.

To start the procedure, SDCPs approximate the solution of fractional HIV infection
of CD4`T cells. Consider the FODE (11.2.1) and D

αT ptq,DαIptq and D
αV ptq involved

in, as follows:

D
αT ptq » F TΨptq, D

αIptq » GTΨptq, D
αV ptq » HTΨptq, (11.3.2)

where Ψptq is the SDCPs vector specified in (10.1.14). Furthermore, F,G,H are un-
known vectors that should be determined. By using of fractional Riemann-Liouville
operator I

α, we have:
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T » I
αF TΨptq `

m´1
ř

k“0

T pkqp0q tk
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“ F TP pαqΨptq ` d1Ψptq,

I » I
αGTΨptq `

m´1
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Ipkqp0q tk

k!
“ GTP pαqΨptq ` d2Ψptq,

V » I
αHTΨptq `

m´1
ř

k“0

V pkqp0q tk

k!
“ HTP pαqΨptq ` d3Ψptq,

(11.3.3)

where P pαq is the fractional operational matrix of SDCPs vector derived in (10.2.17).
Substituting (11.3.2)-(11.3.3) in FODE (11.2.1), we have the following residual func-
tions as:
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E1ptq » pF TΨptqq ´ q ´ ηpF TP pαqΨptq ` d1Ψptqq ` rpF TP pαqΨptq ` d1Ψptqq
p1 ´ pFTPpαqΨptq`T p0qq`1

Tmax
q ´ kpHTP pαqΨptq ` d2ΨptqqpF TP pαqΨptq ` d1Ψptqq,

E2ptq » pGTΨptqq ´ kpHTP pαqΨptq ` d2ΨptqqpF TP pαqΨptq ` d1Ψptq`
βpGTP pαqΨptq ` d3Ψptqq,

E3ptq » pHTΨptqq ´ µβpGTP pαqΨptq ` d3Ψptqq ` γpHTP pαqΨptq ` d2Ψptqq.
(11.3.4)

Now, to find the solution T ptq, Iptq and V ptq, we must first collocate the residual func-
tions Eiptq, i “ 1, 2, 3 at the N ` 1 points. We use roots of shifted Chebyshev polyno-
mials to find appropriate collocates, as shown below:

Eiptjq “ 0, i “ 1, 2, 3, j “ 1, 2, ...N ` 1. (11.3.5)

Solve the system of algebraic equations to achieve unknown coefficients of the vectors
F, G, H. Finally, we obtain the numerical solution by inputting the acquired vectors
F, G, H in Eq. (11.2.1).

11.4 Numerical experiments

The effectiveness of the shifted discrete Chebyshev polynomials method for solving
fractional HIV infection of CD4`T cells is proved in this section. In the following, one
example is given to demonstrate the properties of the new model.

• SDCPM=Shifted discrete chebyshev polynomials method

• All computations are carried out using MAPLE 17 with 16 digits precision

Example 23. In the t P r0, 1s, we used the described method for FODEs (11.2.1) with
the initial conditions T p0q “ 0.1, Ip0q “ 0 , and V p0q “ 0.1. q “ 0.1, η “ 0.02, β “
0.3, r “ 3, γ “ 2.4, k “ 0.0027, Tmax “ 1500, µ “ 10 were used in this article.
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Approximate solutions population of healthy CD4`T cells, infected CD4`T cells,
and free HIV particle for N “ 8 and different α in r0, 1s are represented in Figs. 11.5,
11.6, and 11.7, respectively. Can be seen in Figs. 11.8, 11.9, and 11.10, that T ptq, the
concentration of susceptible CD4`T cells, increases rapidly, Iptq, the amount of CD4`T
cells infected by the HIV increases significantly for N “ 8, and V ptq, the number of free
HIV particles in the blood decrease in a short time after infection.

For N “ 8 and α “ 1, Figs. 11.11, 11.12, and 11.13 display the error functions
obtained with an accuracy of the solutions by utilizing the mentioned strategy given by
Eqs. (11.3.5). The numerical values of the approximate solutions T ptq, Iptq, and V ptq
of the present method for N “ 8 in the interval r0, 1s are compared with the Legendre
Wavelet Collocation strategy [18], the Runge-Kutta strategy [18], the variational itera-
tion strategy [208], the modified variational iteration strategy [208], the Laplace Ado-
mian decomposition-pade strategy [230]. The Bessel collocation [325] in Tables 11.1,
11.2, and 11.3. To compare error functions provided by Eqs. (11.3.5) for T ptq, Iptq,
and V ptq of the current method for N “ 8 in the interval r0, 1s are reported in Tables
11.4, 11.5, and 11.6. These results lead to the conclusion that the numerical solutions of
the present method are better than those obtained with other methods since the absolute
errors have gotten by the current strategy are superior to other methods.
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Figure 11.5: Numerical results comparison T ptq for N “ 8 and different α in r0, 1s in Example
23.
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Figure 11.6: Numerical results comparison Iptq for N “ 8 and different α in r0, 1s in Example
23.
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Figure 11.8: Numerical result T ptq for N “ 8 and α “ 1 in r0, 1s in Example 23.
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Figure 11.9: Numerical result Iptq for N “ 8 and α “ 1 in r0, 1s in Example 23.
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Figure 11.10: Numerical result V ptq for N “ 8 and α “ 1 in r0, 1s in Example 23.
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Figure 11.11: Error function of E1ptq for N “ 8 and α “ 1 in Example 23.
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Figure 11.12: Error function of E2ptq for N “ 8 and α “ 1 in Example 23.
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Figure 11.13: Error function of E3ptq for N “ 8 and α “ 1 in Example 23.

Table 11.1: Numerical results comparison for T ptq in Example 23.

Method t “ 0.2 t “ 0.4 t “ 0.6 t “ 0.8 t “ 1.0

Runge-kutta [18] 0.208808 0.406240 0.764423 1.414046 2.591594

MVIM [208] 0.208808 0.406240 .764428 1.414094 2.208808

VIM [208] 0.208807 0.406134 0.762453 1.397880 2.506746

LADM-Pade[230] 0.208807 0.406105 0.761146 1.377319 2.329169

Bessel [325] 0.203861 0.380330 0.695462 1.275962 2.383227

SDCPM 0.208807 0.406240 0.764422 1.414045 2.591592
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Table 11.2: Numerical results comparison for Iptq in Example 23.

Method t “ 0.4 t “ 0.6 t “ 0.8 t “ 1.0

Runge-kutta [18] 0.131583e ´ 4 0.212237e ´ 4 0.301774e ´ 4 0.400378e ´ 4

MVIM [208] 0.131583e ´ 4 0.212233e ´ 4 0.301745e ´ 4 0.400254e ´ 4

VIM [208] 0.131487e ´ 4 0.210141e ´ 4 0.279513e ´ 4 0.243156e ´ 4

LADM-Pade[230] 0.131591e ´ 4 0.212683e ´ 4 0.300691e ´ 4 0.398736e ´ 4

Bessel [325] 0.129355e ´ 4 0.203526e ´ 4 0.283730e ´ 4 0.369084e ´ 4

SDCPM 0.131583e ´ 4 0.212237e ´ 4 0.301773e ´ 4 0.400377e ´ 4

Table 11.3: Numerical results comparison for V ptq in Example 23.

Method t “ 0.2 t “ 0.4 t “ 0.6 t “ 0.8 t “ 1.0

Runge-kutta [18] 0.061879 0.038294 0.023704 0.014680 0.009100

MVIM [208] 0.061879 0.038295 0.023710 0.014700 0.009157

VIM [208] 0.061879 0.038308 0.023920 0.016217 0.016084

LADM-Pade[230] 0.061879 0.038313 0.024391 0.009967 0.003305

Bessel [325] 0.061879 0.038294 0.023704 0.014679 0.023704

SDCPM 0.061879 0.038294 0.023704 0.014680 0.009100

Table 11.4: Comparison error results for T ptq in Example 23.

Method t “ 0.2 t “ 0.4 t “ 0.6 t “ 0.8 t “ 1.0

LWCM [18] 7.50e ´ 06 2.70e ´ 05 7.34e ´ 05 1.77e ´ 04 3.98e ´ 04

MVIM [208] 7.85e ´ 05 3.00e ´ 04 8.49e ´ 04 2.14e ´ 03 5.14e ´ 03

VIM [208] 7.78e ´ 05 1.94e ´ 04 1.13e ´ 03 1.41e ´ 02 8.00e ´ 02

LADM-Pade[230] 7.77e ´ 05 1.65e ´ 04 2.43e ´ 03 3.46e ´ 02 2.58e ´ 01

Bessel [325] 4.87e ´ 03 2.56e ´ 02 6.81e ´ 02 1.36e ´ 01 2.04e ´ 01

SDCPM 6.48e ´ 08 1.47e ´ 07 1.65e ´ 07 9.09e ´ 08 2.20e ´ 07

Table 11.5: Comparison error results for Iptq in Example 23.

Method t “ 0.2 t “ 0.4 t “ 0.6 t “ 0.8 t “ 1.0

LWCM [18] 8.36e ´ 10 1.95e ´ 09 3.20e ´ 09 4.63e ´ 09 6.44e ´ 09

MVIM [208] 1.19e ´ 09 5.29e ´ 09 1.27e ´ 08 2.27e ´ 08 3.12e ´ 08

VIM [208] 1.12e ´ 09 4.23e ´ 09 1.96e ´ 07 2.20e ´ 06 1.57e ´ 05

LADM-Pade[230] 1.20e ´ 09 6.15e ´ 09 5.78e ´ 08 8.26e ´ 08 1.21e ´ 07

Bessel [325] 2.16e ´ 07 2.17e ´ 07 8.58e ´ 07 1.78e ´ 06 3.09e ´ 06

SDCPM 1.52e ´ 11 1.94e ´ 11 1.05e ´ 11 1.42e ´ 12 5.30e ´ 12
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Table 11.6: Comparison error results for V ptq in Example 23.

Method t “ 0.2 t “ 0.4 t “ 0.6 t “ 0.8 t “ 1.0

LWCM [18] 1.00e ´ 10 1.24e ´ 06 1.15e ´ 06 9.50e ´ 07 7.61e ´ 07

MVIM [208] 5.61e ´ 08 1.06e ´ 06 5.75e ´ 06 2.01e ´ 05 5.64e ´ 05

VIM [208] 1.00e ´ 07 1.33e ´ 05 2.16e ´ 04 1.54e ´ 03 6.98e ´ 03

LADM-Pade[230] 1.08e ´ 07 1.84e ´ 05 6.87e ´ 04 4.71e ´ 03 5.80e ´ 03

Bessel [325] 6.59e ´ 08 3.79e ´ 08 2.31e ´ 07 7.87e ´ 07 1.46e ´ 02

SDCPM 2.06e ´ 16 9.64e ´ 17 6.47e ´ 17 2.12e ´ 16 8.01e ´ 17

11.5 Conclusion

This chapter looked at the design of protein-protein interaction (PPI) networks and
compared them. Besides, the mathematical model of fractional HIV infection of CD4`T
cells was introduced, which refers to a class of nonlinear differential equation structures.
The SDCPM was suggested for finding approximate solutions to the HIV infection
model of CD4`T cells. With the help of an example, the precision and reliability of the
current procedure were illustrated. All calculations were done with the aid of a Maple
17 computer program.





Part IV

General conclusion and future research
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This thesis focused on mathematical modeling, specifically differential equations, to
study various problems in science, engineering, business, and management. Specif-
ically, the thesis considered using exponential fitting and spectral methods to solve
ODEs, VIEs, and fractional integral/differential equations. The thesis presented the
numerical methods for solving ODEs with oscillatory solutions, using an adapted nu-
merical integration based on an exponential fitting strategy and peer methods in Part I,
and numerical methods for solving VIEs and fractional integral/differential equations,
using spectral methods with new orthogonal functions and operational matrices as sig-
nificant tools in Parts II, III.

Classical numerical integrators could require a very small step size to follow the
oscillations, especially when the frequency increases. To develop efficient and accurate
numerical methods, we proposed an adapted numerical integration based on exploiting
a-priori known information about the behavior of the exact solution, utilizing expo-
nential fitting strategy. EF algorithms were designed to overcome the limitations of
classical algorithms, which require very small step sizes for accuracy when the oscil-
lation frequency is high. With the EF technique, the same level of accuracy can be
achieved with larger step sizes, leading to more efficient and accurate numerical meth-
ods. We combined this feature with the usage of peer methods, which represent a
highly structured subclass of General Linear Methods and are identified with several
distinct stages, such as Runge-Kutta methods. One of the main advantages of EF
peer methods is their ability to efficiently and accurately approximate the solution of
differential equations with oscillatory behavior, which often arise in many fields of sci-
ence and engineering, such as physics, chemistry, electrical engineering, and mechanical
engineering. These methods have a wide range of applications, for example, studying
dynamic systems, control systems, signal processing, and other fields where oscillatory
behavior is present. In terms of future developments, researchers are developing new
techniques and algorithms to improve the performance of EF peer methods. This in-
cludes developing new techniques to efficiently solve high-dimensional and multi-scale
problems and new methods to improve the accuracy of the solution.

This study proposed new methods based on spectral methods to solve VIEs and
fractional integral/differential equations. We have demonstrated the effectiveness of
new methods through numerical experiments. The results of the proposed methods
have been compared with existing methods, and it has been shown that the proposed
methods provide more accurate and efficient solutions for the problems considered in
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this thesis.

Spectral methods are a powerful and efficient approach to solving complex mathe-
matical problems and have a wide range of applications in many different fields, such
as physics, engineering, finance, fluid dynamics, electromagnetism, quantum mechan-
ics, and many other areas. Spectral methods are known for their fast convergence rate
and ability to approximate solutions with high accuracy, meaning that the numerical
solution obtained using spectral methods approaches the exact solution more quickly
than other methods. One of the reasons for the fast convergence of spectral methods is
the use of basis functions such as orthogonal polynomials. These polynomials can ap-
proximate the solution of a problem with high accuracy, and the error in the numerical
solution decreases rapidly as the number of discretization points or the degree of the
polynomials increases. Spectral methods have some limitations, particularly regarding
problems with discontinuities or singularities. They may also be computationally ex-
pensive and less easy to implement for large-scale problems. Spectral methods are more
suitable for smooth problems and problems with global solutions.
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