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Abstract

The technological developments are unavoidable paths to ensure the reliabil-
ity and efficiency of industrial assets, which are requirements for living standard and
stable economy both in constant demand. In this context, detecting eventual defect
is crucial for ensuring the maximal performance of all the machines within the as-
set and avoiding their failure and even a complete breakdown. In most of industrial
installation nowadays, the strategy is changing from preventive to condition mon-
itoring. The idea consists of scheduling interventions on equipment based on the
technical condition of machines, while they are operating. The strategy has tremen-
dous technical and economic advantages. On the other hand, condition monitoring
has to be built such that, it gives both the current condition of the machine and an
indication on its remaining useful life. The wide community of researchers in condi-
tion monitoring concluded that, for signals such as vibrations, they can be modeled
as cyclostationary and non-stationary signals, and several mathematical approaches
have been developed. Signal processing for a wide class of industrial application is
still a subject of serious disagreement both in scientific and industrial community.
Indeed, feature extraction and classification are a delicate task, because an error at
this step can lead to huge consequences in detection of a potential faulty compo-
nent and obviously the subsequent failure machine. Another drawback of the signal
processing methods currently used in condition monitoring is that they are designed
for stationary signals, whereas in real industrial applications, in most of the scenar-
ios, machines operate at varying speed and load, leading in lack of feature extraction
performance. The main contributions of this research can inevitably be in method-
ological development, particularly in the data manipulation in order to improve the
results at the detection and diagnosis level, while opening a prognostic window. Ap-
plications such as spectral analysis where evaluated, where the development in this
thesis suggested an enhancement of the traditional techniques applied to detect elec-
tric machines faults. From this enhancement, a particular analysis is done on cascade
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methods. An advanced spectral analysis is suggested as well where techniques such
as spectral negentropy or spectral correlation are used to extract fault information
on bearings. In addition, thesis proposed an experimental study using data mining
approaches and the use of digital twins for critical industrial processes monitoring.



Chapter 1

Introduction

1.1 Contextual insight

Nowadays, sensors technology is getting more sophisticated. Sensors can be
mounted directly on equipment and built upon Internet of Things (IoT) standard,
which makes the condition monitoring future’s more interesting. Condition monitor-
ing techniques are standardized through the International Organization for Standard-
ization (ISO) and American Society for Testing and Material (ASTM) [1]. ASTM
outlines a variety of standards, mostly dealing with condition monitoring for in-
service lubricants, while ISO standards 13372, 18436, 17259 and 13381 [2] specify
the guidelines for condition monitoring and diagnostics of machines. Today, indus-
trial devices have unprecedented number of sensing, processing and communication
capabilities built to the product itself. In condition monitoring, the data process-
ing stage is a useful step for predictive maintenance. Patterns emerge from the data
showing a machine part which may be in a degradation stage. Based on the analysis,
maintenance can be schedule to prevent sudden failure and avoid system downtime.

1.2 Motivation

The technological developments are unavoidable paths to ensure the reliabil-
ity and efficiency of industrial assets, which are requirements for living standard and
stable economy both in constant demand. In this context, detecting eventual defect is
crucial for ensuring the maximal performance of all the machines within the asset and
avoiding their failure and even a complete breakdown. In most of industrial installa-
tion nowadays, the strategy is changing from preventive to condition monitoring [3].
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The idea consists of scheduling interventions on equipment based on the technical
condition of machines, while they are operating. The strategy has tremendous tech-
nical and economical advantages. On the other hand, condition monitoring has to be
built such as it gives both the current condition of the machine and an indication on
its remaining useful life. For managing an industrial installation based on condition
based monitoring, three main steps are necessary :

1. Data have to be collected using transducers to measure different physical char-
acteristics of the machines such as : vibrations, temperature, pressure, acoustic
emissions, etc...

2. The acquired data must be mapped into a feature space using digital signal
processing algorithms

3. Features have to be classified based on the previous history of the machine and
the condition is determined.

From the research perspective, two aspects of condition monitoring can be
highlighted as the most interesting :

1. Mathematical modeling of the signals to define relevant features that can pro-
vide diagnostic information.

2. Signal processing (eventually image processing) methods for extracting fea-
tures and classify them.

The wide community of researchers in condition monitoring concluded that,
for signals such as vibrations, they can be modeled as cyclostaionary and non-
stationary signals, and several mathematical approach have been developed [4]. Sig-
nal processing for a wide class of industrial application is still a subject of serious
disagreement both in scientific and industrial community. Indeed, feature extraction
and classification is a delicate task, because an error at this step can lead to huge
consequences in detection of a potential faulty component and obviously the subse-
quent failure machine. Another drawback of the signal processing methods currently
used in condition monitoring is that, they are designed for stationary signals, whereas
in real industrial applications, in most of the scenarios, machines operate at varying
speed and load, leading in lack of feature extraction performance [5].
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1.3 Objectives

Objectives pursued in this research can be summarized as follow :

1. Providing a satisfactory elements of evidence on the current state of the devel-
opment in fault detection and diagnosis

2. The development of a signal pre-processing approach for noise reduction and
address the question of the definition and selection of relevant indicators, in-
cluding in the case where the dimension cannot be neglected.

3. Contribute to the development of approaches for the early faults detection on
the system, sensors and actuators.

4. Evaluate different learning-based diagnostic systems. The considered methods
are Machine Learning approaches as well as traditional digital signal process-
ing approaches.

5. Finally, fault detection methods based on Digital Twins approaches are evalu-
ated and discussed with suggestions for future implementation in multiphysics
systems.

The main contributions of this research can inevitably be in methodological
development, particularly in the data manipulation in order to improve the results
at the detection and diagnosis level, while opening a prognostic window. Applica-
tions such as spectral analysis where evaluated, where the development in this the-
sis suggested an enhancement of the traditional techniques applied to detect electric
machines faults. From this enhancement, a particular analysis is done on cascade
methods. An advanced spectral analysis is suggested as well where techniques such
as spectral negentropy or spectral correlation are used to extract fault information
on bearings. In addition, thesis proposed an experimental study using data mining
approaches and the use of digital twins for critical industrial processes monitoring.

1.4 Document organization

In the chapter 2, fundamentals are discussed and general taxonomies of ap-
proaches used in fault detection and diagnosis are presented. The chapter elaborate
in detail the consideration need to be taken, when deciding which approach is suitable
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for the case in question. The chapter 3 discussed the non-learning techniques for fault
signature extraction. The effectiveness of extracting useful information on faults and
the singularity characterization are discussed as well. The chapter 4 provides ma-
jor advanced frequency representation and analysis. The interpretability of the most
informative frequency band is demonstrated. The chapter also deals with the visual
representation of spectrum and proposed approach to dispay vectors of cyclical fre-
quency as sample rate. The experimental validation uses bearings housed in casing
allowing shaft to rotate while driven by a variable speed electric motor. Ball Pass
Frequency Inner Race (BPFI) was particularly investigated. The chapter 5 focuses
on data mining based on machine learning techniques. The application presented in
the chapter 3 is used to demonstrate the challenge beside selecting relevant feature by
combining the process with the cascade method is deeply discussed. The chapter 6
proposed to take advantage of the digital twin concept in the evaluation of the condi-
tion of a given system or subsystem with the goal to predict its future behavior, refine
the control or optimize the operation by detecting and identifying faults as early as
possible without having to access physically the targeted system or subsystem.
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Chapter 2

Fundamentals of fault detection
and diagnosis methods

This chapter depicted fundamentals of commonly used approaches in fault detection

and diagnosis. Developed theories are preamble to the contribution provided in this report.

2.1 Introduction

The safety of most technical plants requires a precocious faults detection in
the process. A remarkable number of techniques and methods are being developed
on daily basis, enabling earlier detection of faults than conventional limit and trend
checking based on a single process variable. Most of these methods use information
from several variables of the process including non-measurable variables as process
state, parameters and characteristics quantities [1]. Some of those methods require
accurate process models, while others rely on available historical process data.

2.2 Some useful terminologies

2.2.1 Fault

Based on the definition provided in [2], "a fault is an unpermitted deviation of
at least one characteristic property or feature of the system from the acceptable, usual
standard condition." The definition proposed by ISO 26262-1:2018 gives a more
extensive view, suggesting that a fault can be seen as an abnormal condition that
can cause a system or part of a system including components, hardware, software,
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hardware part and software units or an item [3] to fail. The standard highlighted
three separate faults type: permanent, intermittent and transient faults.

2.2.2 Failure

A "failure" can be defined as a permanent interruption of a system’s to per-
form a require function under specified operating conditions [4]. A failure is always
related to a required function. The function is specified along with the specified re-
quirements. Thus, a failure occurs when a function cannot be performed or has a
performance that falls outside of the requirements [4].

2.2.3 Malfunction

A malfunction is an intermittent irregularity of the system to accomplished the
required function.

1
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Figure 2.1: The developement of the malfunction
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2.3 Procedures

On industrial level, four main procedures depicted in the Fig 2.2, are associated
to process monitoring. Fault detection plays the role in establishing the evidence on
whether fault has occurred. Fault identification pin points the most relevant variables
for the proper diagnosis. Fault diagnosis determines which fault occurred, i.e. it
determines the causes of the observed out-of-control status. Intervention, also called
process recovery, removes the effect of the fault and it is the procedure needed to
close the process monitoring loop.

Fault Detection

Fault Identification

Fault Diagnosis

Intervention

If 
Mulfunction 

False True

Figure 2.2: General scheme of the process monitoring at industrial level

While all four procedures may be implemented in a given process monitoring,
this is not always suitable or necessary. For instance, a fault may be diagnosed with-
out identifying the variable immediately effected by the fault [5]. Moreover, it is not
necessary to automate all aforementioned procedures. An automated fault identifi-
cation procedure may be used to assist the plant operators and engineers to diagnose
the fault and recover normal operation. Once the fault has been properly diagnosed,
an optimal approach to apply to counteract the fault may not be obvious. In the case
of sensor fault for example, a sensor reconstruction technique can be applied to the
process.

2.4 Measurement for the process monitoring

A monitoring scheme contains typically one or several measures based on the
elaboration from statistical theory, pattern recognition, information theory and sys-
tem theory. These measures are the complete representation of the behavior of the
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process. In Fig. 2.3, a graphical representation of main aspect to be taken for a mea-
surement architecture for a given process.

Human-Machine
 Interface

Control algorithm

Controller

Actuators

Measured 
variables

Fault detection
and Diagnosis

Sensors
Process

Control signals

Inputs Outputs

Figure 2.3: Schematic overview of measurement for industrial fault detection and
diagnosis

In fault detection practices, limits may be placed on some of the measures
and a fault can be detected whenever one of the evaluated measures is outside the
limits [6]. In this perspective, the measures are able to define the in-control process
behavior and accordingly the out-of-control status. When measurements are accu-
rate, the behavior of each observation variable can be compared against the measured
values to determine the variable most affected by the fault. The fault can also be
diagnosed by developing and comparing accurate measures data representing differ-
ent possible faults of the process. It is worth to develop a measurement capability
that maximizes the sensitivity and robustness of the process at all possible faults. In
practice, faults may occur in several ways, this makes hard to effectively detect and
diagnose them with few measurements. Since each measure characterizes a fault in
a different manner, one measure will be more sensitive to certain fault and less sen-
sitive to other fault relative to other measures. For this reason, the use of multiple
measures with the efficiency of each measure determined for the particular process
and the possible faults. Measurements for process monitoring can be classified as be-
ing associated with one or more of possible techniques presented in the section 2.5,
2.6, 2.7 and 2.8. Getting hold of flawless measures and constructing the fault models
for large-scale system can require a large amount of effort [7]. However, last decades
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proved that, software packages are being developed to enable knowledge-based ap-
proach to be easily utilized to complex systems.

2.5 Data Based Methods and Signal Models

2.5.1 Data-based Methods

Data-based methods used in condition monitoring rely on available historical
data [8] collected from the monitored fault process. The obtained data are usually
used first to build an empirical model to be used for the fault detection in the fu-
ture data. The condition monitoring based on data includes methods such as Par-
tial Least Square (PLS) regression, Principal Component Analysis (PCA), indepen-
dent component analysis (ICA), Canonical Variate Analysis (CVA) [9], neural net-
works [10], fuzzy systems [11], pattern recognition [12, 13] and most of the clas-
sification/regression algorithms such as Support Vector Machine (SVM), k-Nearest
Neighbors (k-NN) etc... [14–16]. Nonlinear systems are often suitable for method
such as SVM-based approach because because it offers advantages over conventional
nonlinear optimization-based techniques.

2.5.1.1 Limit and trend checking

Limit checking is one of the commonly used methods in fault detection. The
idea beside is to monitor and measure a variable y(t) and set an alarm when it exceeds
a static threshold [17]. Usually, the upper limit ymax and the lower limit ymin are
known to be the thresholds [18]. If y(t) is less than the ymin or greater than ymax, the
message is clear, the system has probably fault somewhere.

ymin ≤ y(t) ≤ ymax (2.1)

This approach is widely used in process automation systems. Based on the case that
is being analyzed, one can be interested in upper, limit, lower limit or both. One
of the major drawbacks of limit checking is that it is highly sensitive to noise. In
addition, the system might undergo faults and the alarms will be activated only when
the thresholds are exceeds and faults already occurred. One can decide to lower
the alarm threshold to catch earlier the fault, but this can lead to more false alarms.
Setting the alarms thresholds too high might make them less sensitive to noise but
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instead make some failures go undetected. This trade-off has to be consider when
thinking of implementing such approach for condition monitoring.

Trend checking is another method used in data-based method. This approach
measures the first derivative of y(t). As in case of limit checking, the inequality
should be satisfied for non-alarming state.

ẏmin ≤ ˙y(t) ≤ ymax (2.2)

Trend checking is able to detect faults earlier when the thresholds are small,
it can be combined to limit checking for better results. Another notable advantage
of both limit and trend checking is their simplicity and reliability. However, they are
able to react after relatively large change of feature [18], even if the distribution on
non faulty condition data is not always Gaussian, because Gaussian Mixture Models
can be used as well in such condition.

2.5.1.2 Binary thresholding [1]

If the method in question aimed to detect changes in the system is binary
thresholding, often the monitored variables are stochastic variables (yi(t)) with a
probability density function p(yi), mean value and variance

µi = E{yi(t)} and σ2
i = E{

[
yi(t) − µi

]2
} (2.3)

for the nominal values in case of flawless process, changes are expressed as :

µi = E{yi(t) − µi} and ∆σ2 = E{
[
σi(t) − σi

]2
} (2.4)

for t > tF , where tF is the time of the fault occurrence, which in this case
is unknown. In case the mean value and the standard deviations before the change
caused by a fault are described by µ0 and σ0, and after change appearance, one have
µ1 and σ1. In the Fig. 2.4, the detection of the change as started above is presented.

Change detection of the random variable y(k) can be done on-line and in real
time or off-line. In the case of the off-line change detection, within a sample length N,
it has to be determined when some unknown time tF a change in y(k) occurred from
y0 to y1. This his only feasible with an historical data. The case of fault detection in
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Figure 2.4: The normal probability distribution of the observed variable for nominal
and changed states.

real time, the on-line change detection is of more interest. Here for each k time, it
has to be decided if a change from y0 to y1 has happened.

2.5.1.3 Plausibility checks

For given measured variables, a rough supervision is sometimes performed by
checking the plausibility of its indicated values. It means that, measurements are
evaluated with regard to credible, convincing values and their compatibility among
each other [19]. In practice, a single measurement is analyzed to find a whether the
sign is correct and the investigated value belongs to certain limits. This can be seen
also as limit check described in the sub-section 2.5.1.1, however with much larger
tolerances. If several measurements are available for the same process, then the mea-
surements can be related to each other regarding their normal ranges by using logic
rules. The plausibility checks presuppose the ranges of measured process variables
under certain operating conditions and represent rough process models. In case the
ranges of observed variables are increasingly made smaller [2], many rules would
possibly require for the process behavior description. Hence, it is better to use math-
ematical process models in the form of equations to detect faults.

2.5.1.4 Principal Component Analysis

The Principal component Analysis (PCA) is a among techniques that are used
to emphasize variation and bring out strong patterns in a dataset. It is often used to
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make data easy to explore and visualize. [21].

2.5.1.4.1 Main Idea
Known as one of the widely used multivariate statistical method, PCA basically

replaces the old high-dimensional variables with fewer new variables, and makes the
new variables retain most of the information of the original old variables [20–22]. If
we consider x(t) ∈ IRm denoting the sample of measurement of a vector m sensors at
time t. Assuming that N are sample for each sensor, a data matrix :

X = [x(1)...x(N)]T (2.5)

The Eq. 2.5 is composed by each row representing a sample x(t)T . The PCA
can be performed through the eigenvalue decomposition of the covariance matrix of
X. The first step is to standardize the matrix X to zero mean and unit variance, then
perform the eigenvalue decomposition of covariance matrix :

Σ = P ∧ PT (2.6)

In the Eq 2.6, Σ is the covariance matrix of X, ∧ = diag(λ1, λ2, ...., λm) is the
diagonal eigenvalue matrix (λ1 ≥ λ2 ≥ ...., λm) are eigenvectors), P = (p1, p2, ..., pm)
is the eigenvectors matrix, where (pi, i = 1, 2, ...,m) are the normalized and mutually
orthogonal eigenvectors associated with the eigenvalues. One can represent eigenval-
ues, eigenvectors and principal components matrices as follow :

∧ =

∧k 0
0 ∧m−k

 (2.7)

P =
[
Pl Pm−k

]
T =

[
Tk Tm−k

]
(2.8)

In Eq 2.7, k is the number of the obtained principal components to be kept in
the PCA model. The matrix X is then transformed into T as independent variables
through :
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T = X × P (2.9)

where T = [t(1), ..., t(N)] contains the principles components, which are or-
thogonal to each other. In summary, the PCA model is determined based on an eigen
decomposition of the covariance matrix Σ and the selection of the number k of the
components to be retained.

2.5.1.4.2 Using PCA for fault detection and diagnosis
If one closely inspect the Eq. 2.7 and take into account the first k highest eigenval-

ues and their corresponding eigenvectors, the matrix X can possibly be decomposed
as

X = TkPT
k + E (2.10)

where Tk = XPk, and E is the residual matrix. A sample vector x(t) ∈ IRm can
be projected on the principal and residual sub-spaces as

x̂(t) = Pktk(t) (2.11)

= Ckx(t) (2.12)

where x̂(t) is the estimation vector of x(t), Ck = PkPT
k , the first vector k of the

latent variable can be expressed as :

tt(t) = PT
k x(t) ∈ IRk (2.13)

The vector of m − k last scores of latent variables, which is the projection of
measurement data in the residual subspace, is given by

tt−k(t) = PT
m−kx(t) ∈ IRm−k (2.14)

The residual vector can be represent in measurement space IRm and express by



2.5. Data Based Methods and Signal Models 15

e(t) = x(t) − x̂(t) (2.15)

= (I −Ck)x(t) (2.16)

= PT
m−kx(t) ∈ IRm−k (2.17)

In most of fault detection situations, the residual vector e is often small in am-
plitude when the system under test is flawless. However, it can drastically increases
in the presence of fault. While using PCA, the first step is often to build the model
using flawless data representing the normal operation of the process, and then PCA
model is used to detect fault using one of the detection indices used in statistics. A
clear easy to grasp workflow of fault detection using PCA is depicted in the Fig 2.5

The Process
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Data matrix 
generation

Y

PCA

Measured data (m variables)

Principal component data (k < m variables)

X

T

Corrected data with principal component
 variancesP

Back-
transformation

Figure 2.5: Illustrative scheme on the use of PCA for fault detection.

It is worth to mention that, methods based on PCA are suitable for a situation
where available process measurements are highly correlated and only small num-
ber of faults produce unusual patterns [23]. When the process is highly correlated,
the original process can be projected onto smaller number of principal components,
consequently reduce the dimension of the variables.
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2.5.2 Fault Detection with Signal Models

When changes in signal are related to faults, in a process, a signal analysis
can be applied [24]. By assuming mathematical models for measured signal, suitable
features are calculated. The signal model is usually better to apply if faults in actua-
tors, process and sensors produce changes. One of the common approach is the use
of vibrations, in measuring the position, speed or acceleration to detect faults such as
imbalance, bearing faults, knocking in gasoline engines, chattering in metal grinding
machines. At the same time, signals from many other sensors like : electrical cur-
rent, position, speed, force, flow, pressure, etc... frequently contain oscillations with
variety of higher frequency than the process dynamics. In the figure 2.6, a summary
of fault detection using signal model analysis is depicted.

Signal Model

Feature
Generation

Change
Detection

YSensors

Actuators

N Disturbance

Process

Figure 2.6: Faults detection scheme based on signal models

As aforementioned, if one assume suitable mathematical models for the mea-
sured signal, suitable features can be calculated. Those features are often : ampli-
tudes, phases, spectrum frequencies and correlation functions for a certain frequency
band of the signal. Often a comparison with the observed features for normal be-
havior provides changes of the features that are considered as analytic symptoms is
analyzed.
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2.5.2.1 Spectral Analysis

The extraction of fault-relevant signal characteristics can be restricted to the
amplitudes or amplitude densities within a certain bandwidth of the signal. Discrete
or continuous time-series can be analyzed in terms of time-domain descriptions and
frequency-domain descriptions. The spectral analysis usually reveals some character-
istics of a time-series, which cannot be easily seen from a time-domain analysis. The
spectral analysis is used for solving a wide variety of practical problems in both engi-
neering and science. While applying spectral analysis, the time series is decomposed
into sine wave components using a sum of weighted sinusoidal functions called spec-
tral components. The weighting function in the decomposition is a density of spectral
components or spectral density function (SDF). The efficient algorithm used in de-
composing a time-series into a sum of weighted sinusoidal functions is the Fourier
transform (FT) can be used to calculate frequency content of signal x(t).

2.5.2.1.1 Fourier Transform
During normal operation, components Ai fall within particular range, according to

the mathematical theory of Fourier analysis, the time-series can be represented by the
following finite FT :

x(t) = A0 +

N∑
i=1

A0sin(ωt + φi) (2.18)

Most of time-series data recorded in engineering process, are of discrete type
and numerical calculation of the FT are often done using digital computers, which
can only deal with discrete data and therefore use discrete FT.

2.5.2.1.2 Frequency Spectrum
In general, the FT is a complex function and the plot of x(t) versus ωt is called

frequency spectrum. The modulus |x(t)| and the angle of x(t) is called magnitude or
the amplitude spectrum.

2.5.2.1.3 Power Spectrum
The reason to be interested in power spectrum is to answer the question : how much

of the signal is at a frequency ω ? If one don’t have to worry about the limitation in
data, the power spectrum of the signal would be given simply by the FT
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Px =

+∞∫
−∞

x(t)eiωt (2.19)

Px is the power spectrum, a real-valued function with a zero phase. The power
spectrum is an average measure of the frequency-domain properties of the time-
series, which shows whether or not a strongly periodic or quasi-periodic fluctuation
exists in the time-series.

2.5.2.1.4 Cross Spectrum
The cross-correlation function for two sets of time-series data

xn = {x0, x1, x2, ..., xN−1} and yn = {y0, y1, y3, ..., yN−1} (2.20)

can be defined as

Cxy(i) =

N−1−i∑
n=0

(xn − x̂)(yn+i − ŷ) (2.21)

where its FT is expressed as

Pxy(t) =

N−1−i∑
i=0

Cxx(i)e− j2ωi/N (2.22)

Where Pxy(t) is the cross spectral density function or the cross spectrum which
generally is complex-valued function. The cross spectrum represents the common
frequencies appearing in both the time-series xn and yn.

2.5.2.1.5 Coherence Function
The coherence function is a real-valued frequency function defined as

Kxy(t) =
|Pxy(t)|√

Pxx(t)Pyy(t)
(2.23)
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which is at a particular frequency, is a measure of similarity of strength of
components in xn and xn at that frequency. The value of K is such that 0 ≤ K ≤ 1,
and the larger K, the more strongly correlated are the xn and yn at a given frequency.
Therefore, K behaves like a correlation coefficient for xn and yn components at the
same frequency. All the above definitions, though given for discrete time-series, are
equally applicable to continuous time signals. More details of spectral analysis can
be found in [25, 26]

2.5.2.2 Parametric Signal Models

A signal can be represented by a mathematical model which has a predefined
structure involving a limited number of parameters. For a given signal, one can de-
cide its representation by choosing a specific set of parameters that results in the
model output being as close as possible in some prescribed sense to the given sig-
nal. A tremendous publication can be found in [27–29], where a huge elaboration on
this topic is carried out. Parametric signal models such as ARMA (auto-regressive
moving average) are some of the most used. ARMA(p, q) refers to the model with
p autoregressive terms φi and q moving average terms θi, constant c and error terms
εt,εt−i

Xt = c + εt +

p∑
i=1

φiXt−i +

q∑
i=1

θiεt−i (2.24)

Parametric models are very sensitive to small frequency changes. Parametric
modeling techniques often find the parameters for a mathematical model describing
a signal, system, or process; moreover, the approach is known as information-based.
The information help to determine the model. Applications for parametric modeling
include condition monitoring by means of vibration, speech and music synthesis, data
compression, high-resolution spectral estimation, communications, manufacturing,
and simulation.

2.5.2.3 Pattern Recognition : Neural Networks

Neural networks have been successfully used for pattern recognition and as
such are suitable for fault detection in most smart manufacturing process [30].
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Figure 2.7: Feedforward neural network

In supervised training input-output pairs, both for normal and faulty condi-
tions, are presented to the network. If not enough faults are available in training
data, additional training samples can be produced by artificial fault injection. For
supervised training a feed forward network is the most common architecture, Fig 2.7,
usually trained with some variant of backpropagation algorithm. If unsupervised
learning is required, Kohonen selforganizing network is the best choice Fig 2.8.

X = (x1,x2,.....,xn)

Input layer neurons

wy = (wy1, wy2,...,wyn)

Output layer neurons

Figure 2.8: Self-organizing map based on the architecture developed in [24]

The neurons of the competitive net learn to recognize groups of similar input
vectors, in such a way that each neuron competes to respond to an input vector xt, the
neuron whose value mc is closest to xt get the highest net input and therefore wins
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the competition and outputs one, all other neurons output zero. Non fault and fault
conditions are represented as different subsets of neurons within a map [31].

2.6 Process Model Based Methods

The process model based methods presented in this thesis, are based on con-
cept of analytical redundancy [32]. The essence of this concept is the comparison of
the actual outputs of the monitored system with the outputs obtained from a (redun-
dant. i.e. not physical) analytical mathematical model, Fig 2.9 [32].
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Figure 2.9: Fault detection process based model

It involves two stages: residual generation and residual evaluation. This ap-
proach assumes that the structure and the parameters of the model are precisely
known. Faults can be modeled as state variable changes. Limiting consideration to
linear systems, the actual system may be given in continuous time by state Eq. 2.25
and 2.26.

ẋ(t) = Ax(t) + Bu(t) (2.25)

y(t) = Cx(t) (2.26)

where A, B and C are known matrices. Output y(t) is a function.
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y(t) = f (u(t), ω(t), x(t), θ(t)) (2.27)

where u(t) denotes measurable outputs and inputs, x(t) and ω(t) represent
(mostly unmeasured) state variables and disturbances, and θ are the process param-
eters. Process faults cause changes in state variables and model parameters. Based
on a process model one can estimate x(t) or θ(t) by observed y(t) and u(t). Residual
evaluation is accomplished by threshold logic and decision function. Beside fixed
thresholds, advanced robust adaptive residual evaluators exist [33].

2.6.1 Parity Equations

The method based on Parity Equation compares the behavior of the process
with a process model describing normal, i.e non-faulty behavior. The key idea is
to check the consistency (parity) [34], of the mathematical equations of the system
(analytic redundancy relations) by using the actual measurements. The difference of
signals between the process and the model (Fig. 2.10) is expressed by residuals.
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Process model (Gm)

+

-

r'

yp

ym

Figure 2.10: Fault detection with parity equations

Gp(s) and Gm(s) are respectively the transfer function which described the
process and the pro model. A straightforward model-based method is to take fixed
GM and run it in parallel to the process, thereby forming an output error :

r′(s) = [Gp(s) −GM(s)]u(s) (2.28)
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2.6.2 State Observers and State Estimation

Changes in the input/output behavior of a process lead to changes of the output
error and state variables. The basic idea of the observer approach is to reconstruct
the outputs of the system from the measurements with the aid of observers using the
estimation error, or innovation, as residual for the detection of the fault [4].

2.6.2.1 States observers

State observer can be applied if the faults can be modeled as state variable
changes δxi. The configuration of linear full order state estimator is shown in
Fig. 2.11.
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Figure 2.11: Fault detection with state observer

It consists of a parallel model of a process, Eq. 2.29 and Eq. 2.30, with the
feedback(matrix H) of the estimation error e [35].

x̂(t) = Ax̂(t) + He(t) (2.29)

e(t) = y(t) −Cx̂(t) (2.30)

r(t) = We(t) (2.31)

e from, is used for calculation of the residual, r, for the purpose of fault detec-
tion.
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2.6.2.2 Observers

The task of state observers is to reconstruct the states of a process. However,
there is generally no such need for diagnostic purpose. It is possible to use output
observers if the reconstruction of the state vector x(t) is not of interest.

2.7 Fault Detection with Parameter Estimation

In most practical cases the process parameters are partially not known or not
known at all. They can be determined with parameter estimation methods by mea-
suring the input and output signal if the basic model structure is known. Faults of
a dynamical system are reflected in physical parameters (friction, mass, resistance,
capacitance, inductance etc.). An overview of the procedure adopted in this thesis is
depicted in Fig. 2.12
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Figure 2.12: A theoretical modeling of fault detection based on parameter estimation

For fully take advantage of the parameter estimation approach, some other
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important aspect such as the implementation and robustness, which is not specifi-
cally developed in this research, have to be taken into account. The interested reader
can find more details in [36–39]. This work proposed a brief presentation of the
commonly used approaches for solving mainly the Recursive Least Squares (RLS)
algorithm.

2.7.1 Recursive Least Squares algorithms

For a given system which can be represented by a couple input-output such
that

y(t) = a1y(t − 1) + ... + anay(t − na) + b1u(t − nk) + ... + bnbu(t − nb − nk) (2.32)

In the Eq 2.32, ana and bnb are the order model structure and nk is the delay. The RLS
algorithm can be express by :

k(t) =
P(t − 1)φ(t)

1 + φT (t)P(t − 1)φ(t)
(2.33)

P(t) = P(t − 1) − k(t)φT (t)P(t − 1) (2.34)

ε(t) = y(t) − φT (t)θ̂(t − 1) (2.35)

θ̂(t) = θ̂(t − 1) + k(t)ε(t) (2.36)

where φ(t) =
[
−y(t − 1)... − y(t − na)u(t − nk)...u(t − nb − nk)

]t and θ =

[a1, ..., ana, b1, ..., bnb]. ε(t) is the innovation error, P(t) is the covariance matrix and
k(t) is the innovation gain. Initial values can be provided from the knowledge of the
system characteristics or calculated from initial data set using non RLS method. The
result minimizes the expression below :

VN(θ) =

N∑
t−1

ε2(t) (2.37)

In the Eq. 2.37, N represents the number of the sample. From a practical view,
the convergence speed is generally slow which makes the standard RLS estimate
method inadequate for real-time fault detection. However, several approaches for
modifying the RLS algorithm to make it suitable as a real-time fault detection are



26 Chapter 2. Fundamentals of fault detection and diagnosis methods

commonly : the forgetting factor, virtual Kalman filter and sliding window data.

2.7.2 Forgetting factor

This technique aimed to modify the loss function to be minimized. If we con-
sider modify the loss function as :

VN(θ) =

N∑
s=1

λt−sε2(s) (2.38)

the measures that are older than T0 = 1/(1 − λ) samples are included in the
criterion with a weight approximately equal to 36% of that of the most recent mea-
surement. The T0 means the memory time constant of the criterion and reflects the
ratio between time constant of variation in the dynamics and those of the dynamics
itself. Several work in the literature [40] made experiences for different values of λ,
the results show a decrease in the value of the forgetting factor has two effects :

• The parameter estimates converge to their true valuer faster, consequently, de-
crease the fault alarm time delay,

• At the expense of increased sensitivity to noise, considering λ is way less than
1, the estimates may even oscillates around their true value.

To overcome this issue, different approaches can be applied, this thesis suggest
two options: the Kalman filters and the time-variant forgetting factor. This thesis
does not discussed in details those approaches, but the interested ready can find more
in [6, 41].

2.8 Fault detection with Nonlinear Model

Most of industrial processes nowadays are not well adapted for conventional
modeling approaches due to the lack of precise and explicit knowledge about the sys-
tem as well as the strong nonlinear behavior. The section 2.7 discussed essentially the
mathematical description. But in case the mathematical description is not available,
a nonlinear model can be utilized as depicted in Fig. 2.13.
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Figure 2.13: Nonlinear model scheme for fault detection in a process.

A nonlinear model can be built using NN (Neural Networks) [42]. Techniques
like NN do not necessarily need specific knowledge of the process, they can be con-
sidered as a "black-box" models of the general nonlinear, multi-variable static and
dynamic system. Despite the number of parameters holding by a NN, they are often
not suitable for physical interpretation of the system in question. But, as soon as the
process modeling is completed, fault detection with parity equations can be imple-
mented as done in sub-section 2.6.1. Using the NN for model based fault detection
with parity equation has been a subject of several research in recent years [43–45].
The pattern recognition using NN can also be combined with several process models
and used for residual evaluation [46, 47].

2.9 Knowledge-Based Methods

Elaborations done in previous sections have shown that analytical approaches
require a detailed quantitative mathematical model for being effective. However, in
most of large scale engineering system, such information may not always be avail-
able or may be expensive and time consuming. An alternative to these technique
are knowledge-based methods like causal analysis, expert systems and pattern recog-
nition discussed already in the section 2.5. These techniques are mainly based on
qualitative models, which can be obtained through causal modeling [48] of the sys-
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tem, expert knowledge, a detailed description of the system or fault-symptom rela-
tionships [49]. Expert system and fuzzy logic are the most used of these methods in
knowledge based. The sub-sections 2.9.1 and 2.9.2 discussed these techniques.

2.9.1 Expert systems

The expert systems are among knowledge based techniques which are closer
in style to human problem solving [50]. When well designed, an expert system can
fully represent an existing knowledge, accommodate existing databases, accumulate
new knowledge, make logical inferences, make recommendations and make deci-
sions with reasoning [51]. The approach offers an efficiency for quasi-static systems
operating within a fixed set of rules. Major components of the expert system ap-
proach are knowledge and inference engine (Fig. 2.14). One of the advantage of the
expert system is that, rules can be added or removed easily. Moreover, explanation
of the reasoning process, induction and process deduction are easy as well.

Expert

Knowledge
engineer

Data

Knowledge
base

Inference 
engine

User
 Interface

User

Figure 2.14: Schematic description of main expert system components

In contrast to benefits, things that can be pointed out as drawbacks are lack of
generalization [52], poor handling new situations, inability to represent time-varying
phenomena to learn from their errors and fault detection architecture may be costly.

2.9.2 Fuzzy logic

The fuzzy logic deals with the more realistic idea beside the detection system’s
output. In fact, for real applications, a fault detection system does not need to be a
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binary output, i.e., fault or no fault. Instead, the fault severity of the system is pro-
vided to the operators as the output. A linguistically interpretable rule-based model
is formed based on the available expert knowledge and measured data. Fig 2.15 il-
lustrates different possible blocks used in a fuzzy logic architecture.

Rule 1

Rule 2

Rule 3

Rule n
F

Defuzzification

F

Fuzzy inference 

Computing

Sensor 1

Sensor 2

Fuzzification

Figure 2.15: Knowledge-based using fuzzy logic

At fuzzification stage, a graphical representation of the magnitude of partici-
pation of the inputs called "membership" is passed through membership functions.
These function can have different profile such as ramp, linear, etc. [53]. All rules
are evaluated using fuzzy reasoning [54]. Ideally, the fuzzy inference process uses
membership functions, logical operations and if-then rules. The defuzzification stage
is accomplished by combining the results of the inference process and computing the
fuzzy centroid of the area [55].

2.10 Conclusion

This chapter established fundamentals and general taxonomies of approaches
used in fault detection and diagnosis. The chapter stressed the fact that, when de-
ciding on which approach is suitable for the case in question, a certain number of
issues such as type of failures, description of process structure, process dynamics,
available signal process, the complexity of the process, quantity, quality and amount
of data, etc...have to be considered. This chapter was a preamble for this research
report contributions.
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Chapter 3

Non-learning methods for
pre-processing and feature
extraction : an enhancement of
traditional techniques

This chapter presents most of non learning techniques used in thesis for the pre-

processing stage and for faults signature extraction. Most of presented results are peer re-

viewed and available online in both journals and proceedings.

3.1 Introduction

The effectiveness and relevance of a detection and diagnostic system, lies on
the quality of the parameters used as indicators. These parameters need to have a suf-
ficient informational content to be able to discriminate between different conditions
equipment operation. Measured data are not often exploited without an adequate
pre-processing stage that can be performed in time domain, frequency domain or in
time-frequency domain. This process can be seen as a representation of these signals
in a space with N dimensions where the discrimination is better. The time domain
method uses measurements of the power of the monitored signal, the variation energy
in this case is expected to increase. Another technique in using the time domain is
to focus on statistical parameters analysis by considering the monitored signal as a
random variable and then using higher-order statistical moments and cumulants as
features. The frequency domain on the other hand exploits the principle that, the
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spectrum of the monitored signal changes when faults occur. The condition of the
equipment is assessed through the change in the spectrum or number of discriminat-
ing features extracted from the spectrum of the measured signal. In some situations
these features can be specific frequency components that depend on the equipment in
question as well as on the nature of the fault under investigation.

3.2 Cascades based methods

In the diagnosis process, several aspects, such as the data acquisition process,
environmental influence, etc... have a direct impact on the analysis outcomes. Usu-
ally fault information carry by the signal tend to be masked by the disturbances [1–4].
Different statistical parameters can be extracted for understanding the behavior of the
fault. Among those features, Kurt is the most used due to its sensitivity to the signal
impulses [5]. Nevertheless, Root Mean Square (RMS), CF, and skewness (skew) are
highly interesting for non-stationary [6–8] signal; their reliability still is known to
be an issue in the presence of the noise. The unknown noise sources often make the
detection task much harder. In such situations, improving the quality of the signal
by removing noise is a required step. Various denoising methods have been studied
and validated, i.e., features in both time and frequency domain show more accurate
characteristics. Lu, S et al. [9] applied the Stochastic Resonance (SR), a nonlinear
filter for denoising a vibration signal to improve the weak signal with the assistance
of proper noise. In [10] they applied the same approach by a full-wave signal con-
struction strategy. An impressive result was presented by Gavish and Donoho [11],
where they have investigated the use of Wavelet Transform (WT) based on the soft
thresholding. The same idea was used by Djebala et al. [12]; they specifically an-
alyzed the technique based on Wavelet Multiresolution Analysis (WMA) optimiza-
tion for bearing fault diagnosis. Wang et al. [13] came up with a novel denoising
method based on multiwavelet denoising for fault detection in bearings of the lo-
comotive. The idea suggested by Dohono and Johnston was used by Sadooghi and
Khadem [14]. They applied the DWT, Donoho-Johnston function, and the parameter
method thresholding for denoising the jet engine vibration signal. The sub-sections
below are discussing the use of Discrete Wavelet Transform (DWT), Empirical Mode
Decomposition (EMD) and Ensemble Empirical Mode Decomposition (EEMD) by
using the vibration signal. Each technique’s performance is evaluated relying on pa-
rameters such as the mother wavelet, the decomposition level, the thresholding type,
the interpolation model, and so on.
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3.2.1 Empirical Mode Decomposition

The EMD is defined by a process called screening (sifting), which consists
of decomposing the signal in core contributions called empirical modes or Intrinsic
Mode Functions (IMF). The decomposition is local, iterative, sequential, and entirely
data-driven [15]. The primary idea is to extract a non-stationary signal from systems
that can be non-linear patterns for a time-frequency analysis, where Fourier analy-
sis and wavelets are sometimes ineffective. The method makes the time-frequency
representation more readable and physically easy to interpret.

In practice, IMF estimation requires some primary steps consisting of finding
the local maxima points of the signal and connecting them using a cubic spline to
obtain a lower envelope [1]. After calculating the mean value of the two envelopes,
the signal’s first component is computed by subtracting the mean calculating from
the original signal. This can be express as :

h1(t) = x(t) − m1(t) (3.1)

x(t) is the original signal, and m1 is the calculated mean value. If h1 after
calculation meets the IMF criteria, it will be taken as the first IMF; otherwise, the
iteration will keep running by substituting the original signal x(t) by h1. Once the
criteria are satisfied, the first IMF is stored and subtracted from the original as :

xnew(t) = x(t) − c1(t) (3.2)

c1 is the first IMF. The original signal is once again substituted by the new
nnew(t) and the process also runs for the following IMFs. The last IMF is called the
residual and noted r(t). The original signal can be reconstructed using the residual
and different IMFs calculated by :

xnew(t) =

K∑
i=1

ci(t) + r(t) (3.3)

In the Eq. 3.3, K represents the number of IMFs calculated. Even if EMD
is considered as a powerful and reliable technique in non-linear and non-stationary
signal analysis, its major drawback is the mode mixing [16]. The mode mixing can
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be interpreted as the appearance of the same frequency mode in two different IMF’s,
which usually results in aliasing. Another challenge when using EMD is that it is
unable to address the end effect phenomenon. Thanks to the brilliant researches pre-
sented by different scientists, particularly Huang and Wu [17], a new approach called
Ensemble EMD was introduced to address those issues carry by the EMD.

3.2.2 Ensemble Empirical Mode Decomposition

EEMD technique solves the problem of mode mixing in the EMD algorithm
by adding the white Gaussian noise uniformly in the original signal. If one considers
adding noise to given signal M times and decomposing the signal using EMD. Each
new signal can then be written as :

xi(t) = x(t) + wi(t) (3.4)

In the Eq.3.4, wi(t) is the i-th added white noise to the original signal x(t) and
xi(t) is the generated noisy signal. The i-th noisy signal can be expressed as :

xi(t) =

n∑
j=1

ci j + ri(t) (3.5)

In the Eq.3.5, ci j represents the j-th calculated IMF of noisy signal xi(t) and
ri(t) is the residual signal. The collection of the noisy signals gives the resulting
IMFs. The accuracy of the result obtained by using EEMD is strongly based on the
number of ensemble and amplitude of the added noise (Eq.3.6).

εn =
ε
√

N
(3.6)

ε is the added noise, εn the standard deviation of the error, and N the number
of realizations. The Fig. 3.1 presents the flowchart of the proposed EEMD algorithm.

3.2.3 Discrete Wavelet Transform

WT has been in the center of most research work since it was formulated in the
late 1980s by Daubechies, Mallat, and others [18–20]. The transformation consists
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Figure 3.1: The flowchart of the proposed EEMD algorithm

of scaling and translating the "mother wavelet", one can express this as :

ψa,b(t) = ψ

(
t − b

a

)
⇒ ψ j,k(t) = 2− j/2ψ(2− jt − k). (3.7)

This approach is currently used as a Continuous Wavelet Transform (CWT),
which, unfortunately, has been proven weak in terms of presenting information [18].
In this work, the choice made on DWT is justified because it performs the transfor-
mation only for a set of positions and scales. In work done by [21], an effective
method is implemented; it uses filter banks and convolutes the signal with low-pass
and high-pass filters. The filters are the actual wavelets with the scale adapted to the
studied frequencies.

3.3 Spectrum Analysis

As stated above, often, the time domain signals are uncertain and difficult to
analyze, on the other hand, their spectra are pretty easy to exploit [22]. The spectral
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analysis allows the decomposition of a starting signal easily into independent sig-
nals. Different components are built to distinguish specific components delivering
the trend with a shallow frequency in variation [23, 24]. Other components repre-
sent oscillation content and noise. For a periodic signal of period T = 1

f0
, the basic

equation can be written as :

x(t) =

+∞∑
k=−∞

Xkei 2πk∆t
T (3.8)

where Xk are Fourier coefficients of x(t) . The spectrum is thus a spectrum of
lines with energy only at the frequencies . The spectrum density can be written as :

Γx(ν) = |Xk|
2δ(ν − k f0), (3.9)

,

Generally, spectral estimation problem can be started more formally as a finite-
length recorded [y(1), ..., y(N)] of a second oder stationary random process. From
the recorded data determine an estimate φ̂(ω) of its power spectral density φ(ω), for
ω ∈ [−π π] [25, 26]. In fault detection using vibration signals, spectral analysis is one
of the best choices allowing the distribution of vibratory [27, 28] energy according
to the frequency and giving the various amplitudes for various frequencies. It can be
noted that various types of defects often appear at particular frequencies.

3.4 Envelope analysis

In Fig. 3.2, the primary step of envelope analysis is given. It consists of finding
impulsive signals even when they have a deficient energy level up to the point of being
hidden by other spectral components.

The envelope analysis fetches given signals in the high-frequency zones by
demodulating around a well chosen resonance [29]. The interpretation of envelope
signal is often done after FT. The method has advantage of overcomes the interfer-
ence of non-impulsive signals of low frequency resulting from the motor such as
unbalance, misalignment, and so on [30]. For faults related to bearings, envelope
analysis is better than raw spectral analysis.
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Figure 3.2: Envelope analysis principle

3.5 Park transformation

Diagnosis using Parks vector [28, 31] analysis proposes two possible methods
:

• The first uses two-phase quantities ids and iqs, which are calculated from three
supply current for obtaining the curve calls "Lissajous Curve" : iq = f (id). The
change in thickness and shape of the curve provides information on the fault in
the motor [32, 33].

• The second called Extended Parks Vector (EPV), is based on spectral analysis
of the module of Parks vector. EPV has great advantages especially in stator
and rotor fault detection.

Park Transformation is composed of three-phase - two-phase transformation follows
by a rotation as illustrated in Fig. 3.3.

It allows to shift from the frame abc to the frame αβ then to dq. The frame αβ
is always fixed respect to the frame abc, however the frame dq can move.

It is important to notice that, the Lissajous curve produce a circular shape with
its center at origin [34]. The faults in three phase electric motor, such as rotor fault,
lead to the distortions in circular pattern. For fault detection, the circular pattern is
compared with reference circle to check any deviation [35]. The Park’s vector ap-
proach is computationally more efficient but usually used for fault detection in steady
state [36]. Since changing current magnitude produce circular pattern of different di-
ameter therefore advanced techniques are applied for fault detection in dynamic state.
These techniques implement normalized current values for fault detection [36].
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Figure 3.3: Spatial representation of Park transformation

3.6 Application : Electric machines

3.6.1 The test bench

For evaluating the performance of the proposed techniques, several experi-
mental studies have been performed using a squirrel cage induction motor directly
coupled to a compressor acting as a load as depicted in Fig. 3.4.

Figure 3.4: Bench of the test

The experiment system consists of IEC34 − 1 3-phase motor (2.2 kW,
2885 rpm, low-voltage squirrel cage). Signals are acquired thanks to National In-
struments (NI) materials (Fig.3.4). The acquisition is performed at 5120 Hz sampling
rate, using a multi-channel acquisition system. The measurement campaign was car-
ried out in 120 different operating condition of 20 seconds each represented by 4
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vibration signals. The acquision system includes :

• Compact DAQ on which NI9233 module was mounted for conditioning

• a laptop Dell Intel Pentium UHD 605, 4 GB Memory, 256 GB SSD

• an industrial PCB piezoelctronics accelerometer SN 7470 with a sensitivity of
10.3mV/(m/s2)

The denoising methods, namely EEMD and DWT are applied to the recorded
signals. The Fig. 3.5 presents signals for different analyzed scenarios.

0 0.5 1 1.5 2 2.5

Time [s] 10
5

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

A
m

p
lit

u
d
e

Flawless Case

0 0.5 1 1.5 2 2.5
Time [s]

10
5

-0.4

-0.2

0

0.2

0.4

0.6

A
m

p
lit

u
d
e

One Broken Bar Case

0 0.5 1 1.5 2 2.5
Time [s]

10
5

-1

-0.5

0

0.5

1

A
m

p
lit

u
d
e

Two Broken Bar Case

0 0.5 1 1.5 2 2.5
Time [s]

10
5

-0.4

-0.2

0

0.2

0.4

0.6

A
m

p
lit

u
d
e

Bearing Fault case

Figure 3.5: Raw signal recorded from different analyzed scenarios.

3.6.2 Results and discussion

For successful outcomes, some crucial steps have to be considered during the
analysis; in this particular work, we evaluated the parameter selection based on the
factual information they have carried and their effectiveness.

Applying EEMD on signals of the different analyzed cases shows that the
method has interesting capabilities. EEMD transforms the vibration signal from
healthy case to null signal whatever the selected parameters. The technique high-
lights only singularities due to instabilities (faults) in the motor. This characteristic
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Figure 3.6: Influence of the EEMD decomposition levels on healthy motor and dif-
ferent fault cases −→ Kurtosis case

demonstrates that the denoising using EEMD applies primarily to time-domain sig-
nals. In Fig. 3.6, the linear interpolation model is used for the determination of IMFs,
then Kurt and CF. The results demonstrate that both Kurt and CF(Fig 3.7) perform
well in all analyzed cases, only from level 3 to 5 of the decomposition.

One can also notice that, in the case of the bearing fault, Kurt performs better
the early detection over the crest factor. On the other hand, it is interesting to notice
that both indicators decrease appreciably for level 4 of the decomposition in the pres-
ence of broken bars. In Fig. 3.8, an example of the choice of reconstruction for the
kurtosis. Soft-thresholding is the most happen to be the most relevant.

Indeed, in the case of EEMD, the sifting effect has a tremendous influence on
the results; in DWT, the thresholding type is a big deal for the reliability and inter-
pretability of the results. In this study, we tested symlet and Daubechies as mother
wavelets; however, the results presented are based on Daubechies. As mention above,
wavelets are often used for signals which contain some singularities. The Fig. 3.10
shows the influence of the decomposition level on the kurtosis and crest factor.

One can see (in Fig 3.9 and Fig. 3.10 (a) and (b)) that, the values of both Kurt
and CF are more significant at the at the level 1 of the decomposition. From level
2, they decrease relatively beyond the spectrum of decomposition level. It is worth
to mention here also that the crest factor for the DWT case is more sensitive to a
fault, as it can be seen in the Fig 3.10 (a) and (b), the CF value decreases up to 7%
from the level 1 to the level 2. The mother wavelet and the decomposition level
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Figure 3.7: Influence of the EEMD decomposition levels on healthy motor and dif-
ferent fault cases −→ Crest Factor case
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Figure 3.9: The effect of the decomposition level on Kurt and CF −→ Healthy Motor

suitable for these scenarios are determined. It is interesting to see that while using
EEMD, the Kurt is well related to fault situations up to level 6, whereas, with the
DWT, the relation is limited to level 3, hardly to level 4. One can observe that DWT
is better than EEMD when we considered the CF. However, this correlation holds
only the noise at a low level. Focusing on CF can lead to the conclusion that EEMD
provides nonrelevant values. Thus, it is suitable for faults such as a bearing or broken
bars to use EEMD and the Kurt indicator. However, DWT remains substantially less
efficient; it can be more suitable for the selected indicator.

3.7 Conclusion

In this chapter, the focus was on non-learning methods that can be used for both
pre-processing and feature extraction. In addition, the presented methods could be
used for detection as well if well elaborated. The experimental investigation targeted
two major cascade approaches for vibration signal denoising. It was demonstrated
that DWT was primarily challenging to use because it requires in prior a set of pa-
rameters well defined. The EEMD, however, could take few parameters thanks to its
adaptability to the signal. The parameters selection was limited and had less influ-
ence on the denoising performance. Interesting benefits of EEMD were pointed out,
such as the transformation of the signal without fault to the null signal. The chapter
demonstrates that, regardless of the selected indicator, DWT was discovered to be
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Figure 3.10: The effect of the decomposition level on Kurt and CF −→ (a) Bearing
Fault Case and (b) One Broken Bar
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of more general purpose. The only issue that should be properly address is that, by
revealing singularities, they can skip useful information on faults that do not show up
necessarily in the form of singularities.
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Chapter 4

Cyclostationarity diagnosis
using advanced spectral
techniques

This chapter provides non-exhaustive advanced frequency representation and analy-

sis. The presented methods and techniques aim to demonstrate the selection and interpre-

tation of the most informative frequency band. On the other hand the chapter deals with

the visual representation of spectrum and the proposed approach displays vectors of cyclical

frequencies as sample rate.

4.1 Introduction

In condition monitoring based on signal processing, one of the typical symp-
toms is the presence of repetitive transients, which are characterized by impulsive and
cyclostationarity signature. The approach quite popular nowadays in the industry for
their detection is time-frequency techniques [3, 8]. Those techniques are mainly anal-
ysis tools instead of processing tools, and in any case, they are unable to offer a versa-
tile methodology that applies to all mechanical signals in all circumstances. In recent
developments, researchers tend to deeply being interested to take advantage of the
periodic aspect of the signal components. For instance, a periodically varying filter
is used for fault indication in [1]. Actually, the periodicity is one of the reasons that
the popular approach is to use multidimensional data representations, particularly the
time-frequency representations. Many papers published on cyclostationary analysis
of vibration signals in the diagnostics of machines operating in a cyclic way can be
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found in [2–6]. Other similar approach based on the fractional moments analysis [6]
has been presented to deal with this kind of situation. The fractional lower-order
covariance map has been used to observe the periodicity of the fault-related compo-
nent. Based on the fractional moments analysis, X. Ma and C.L. Nikias [7], proposed
a lower order statistics analysis. Unluckily, those approaches as well focus mainly on
the fact that the periodicity cannot return the time series of a component as a result, so
neither the fault component can be extracted and observed, nor the random impulsive
component can be accurately studied. All approaches mentioned above can be con-
sidered beneficial in fault detection based on certain conditions if well exploit. This
chapter proposed on the one hand, methods and techniques for the right frequency
band collection tips and accurate interpretation of the most informative band. On the
other hand the chapter deals with the visual representation of spectrum and proposed
approach displays vectors of cyclical frequencies in terms of the sample rate.

4.2 Limitations of traditional methods

The traditional time-domain and spectral analysis techniques have two main
shortcomings :

1. They do not provide information about the time-dependence of the frequency
content of non-stationary signals, and vice versa.

2. The Fourier transform does not accurately and conveniently represent the sig-
nal that has non-periodic component such as a transient signal.

For most of rotating machines, the presence of certain frequency components
has demonstrated to be indicative of faults. However, since some of these frequencies
depend on the rotational speed, it is not possible using spectral analysis to determine
them when the equipment runs at a variable rotational speed. Many studies have
stressed the usefulness of machines monitoring during the transient states [1, 3, 7],
because some machine failures happen during these transition stages. Transient sig-
nal are good source of information about machine condition that is not available
during steady states [5]. This makes traditional frequency methods not suitable for
machine monitoring.
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4.3 The cyclostationarity: understanding the informative
events

As for other type of signals, information in vibration is often conveyed by non
stationarity events [8]. This implies that, during the monitoring of the targeted equip-
ment, any change in the structure of the signal will possibly disclose information
about the underlying system’s condition. One will observe in this case, unrecognized
transients generated by the incipient faults, which will locally change the frequency
spectrum and the amplitude of the signal at the time of their occurrence. The energy
flow of the signal will unexpectedly experienced considerable fluctuations in some
frequency bands, consequently more gain in information. This vision has interesting
thermodynamic roots. As a reminder, the concept of entropy which is central both
to thermodynamics and the theory of information. For a discrete and stochastic pro-
cess that is allowed to explore a set of states which can be indexed by i, with the
probability pi, the theory is generally defined as :

H =
∑

i

piln(pi) (4.1)

This definition is common to statistical thermodynamics known as Bolzmann’s
entropy [9] and signal processing. It might subsequently differ in how the probabili-
ties pi are defined in each case. Usually in thermodynamics, the probability pi is the
occupation of the state i in the phase space spanned by the degrees of freedom of the
system, for instance the position and the velocities of all particles in the system. In
signal processing on the other hand, pi is the probability that a signal takes a given
amplitude Ai. Based on thermodynamics principles, less informative macro-state of
a system is, the system is said to be in state of equilibrium. This is known in signal
processing as a the stationary signal. The information is produced when, for some
reason, the system is driven outside its state of equilibrium and in particular when
this is followed by structured patterns. In such situation, the system experiences de-
viations away from its mean energy level until the perturbation eventually dies out.
On the other hand, entropy varies away from its maximum level by an amount that is
indicative of the degree of structure that has been produced. Because any departure
from the equilibrium must have a cause, the decrease of entropy is also indicative of
the action of an external force acting on the system and thus of an increase of knowl-
edge about its status. In signal processing terminology, the system has undergone a
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transient and therefore has become nonstationary. This analogy with thermodynam-
ics actually unveils the profound links between nonstationary energy fluctuations,
entropy and information.

4.4 Spectral negentropy

The description presented in this section is the one elaborated in [10], whereas
the spectral negentropy, was described as a contraction for "negative entropy" which
initially has been elaborated by Schrödinger in 1940 [11]. From the thermodynamic
perspective, entropy evaluates the level of the disorder in a system from the state of
equilibrium; in parallel, negentropy measures the inclination of a system to increase
its level of organization. In the science of information, entropy describes how much
information contains a signal. For a discrete signal y(k), k = 0, 1, 2, ...,N − 1, where
N is the length of the signal. If one denotes its complex envelope as y(k, f ,∆ f ) in a
defined frequency band ∆ f , its squared envelope (SE) can be expressed as :

e(k, f ,∆ f ) = |y(k, f ,∆ f )|2 (4.2)

In Fourier domain, the squared envelope spectrum (SES) can be express as :

E(λ, f ,∆ f ) =

N−1∑
k=0

e(k, f ,∆ f )e− j2πk λ
Fs (4.3)

λ is the cyclic frequency and Fs is the sampling frequency.
From the SE expressed in the time domain, spectral negentropy can be defined

as :

∆Ie( f ,∆ f ) =

N−1∑
k=0


e(k, f ,∆ f )2

1
N

N−1∑
k=0

e(k, f ,∆ f )2

ln


e(k, f ,∆ f )2

1
N

N−1∑
k=0

e(k, f ,∆ f )2


 (4.4)

Known as a weighted sum of the spectral kurtosis, the SE negentropy is hardly
sensitive to the cyclostationarity of the repetitive transients even though it has a re-
markable capability in measuring the impulsiveness of a signal. From observations
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made on SES, the spectral negentropy can be rewritten as

∆IE( f ,∆ f ) =

N−1∑
k=0


E(k, f ,∆ f )2

1
N

N−1∑
k=0

E(k, f ,∆ f )2

ln


E(k, f ,∆ f )2

1
N

N−1∑
k=0

E(k, f ,∆ f )2


 (4.5)

The spectral negentropy is essentially a function of frequency-
bandwidth/frequency resolution [12–14]. One can consider to calculate spectral
negentropy for frequency-frequency resolution plan by partitioning finely and
continuously; the infogram which is the image representation of negentropies, can
therefore be obtained by cascading and displaying all the spectral negentropies
in a single diagram. Based on the Eq. 4.5, one can use this image representation
previously defined as infogram to generate its SE. The peak location in the infogram
links to the frequency band where the repetitive transients are found.

In the case of bearing fault, the vibration generate often features repetitive
impulses. The more impulses the fault induces, the larger is the spectral negentropy.

4.4.1 Signature of the cyclostationarity events

4.4.1.1 The signature of transients

The discussion done in sections 4.3 and 4.4 shows that, a transient corre-
sponds to a departure from equilibrium of a system away from its state of balance
or equipartition of energy and maximum entropy. In order to assess the production
assocated with it, the measurement of the energy fluctuation in the signal makes it
full sense. In a formal manner, let consider a discrete-time signal x(n), n = 0, ..., L−1
of length L and let x(n; f ,∆ f ) denotes its complex envelope in a frequency band
[ f − ∆/2; f + ∆ f /2]. The instantaneous flow of energy in the band is returned by the
SE

εx (n; f ,∆ f ) = |x (n; f ,∆ f ) |2 (4.6)

and its average value is
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ε̂x ( f ,∆) = 〈εx (n; f ,∆ f )〉 =
1
L

L−1∑
n=0

εx (n; f ,∆ f ) (4.7)

In thermodynamic analogy, is kBTS , the system temperature TS times the
Boltzmann constant kb. Therefore, the strength of the energy fluctuations may be
measured by the variance of the energy flow, that is

Var{εx(n; f ,∆ f )} = 〈εx(n; f ,∆ f )2〉 − ε̄x( f ,∆)2 (4.8)

the normalized version of Eq. 4.8, which is the squared coefficient of variation
is given by

Vx( f ; ∆) =
Var{εx(n; f ,∆ f )}

ε̄x( f ,∆)2 =
〈εx(n; f ,∆ f )2〉

ε̄x( f ,∆)2 = 1 (4.9)

So, when the system reached the thermodynamic equilibrium, the principle of
maximum entropy [15] started that the energy fluctuations are distributed according
to Chi-squared probability low or equivalent complex envelope distributed according
to a circular complex Gaussian law. Hence, Vx( f ; ∆ f ) = 1. Alternatively, in the non-
equilibrium regime resulting from the presence of a transient, the energy fluctuations
are characterized by Vx( f ; ∆ f ) > 1. This is actually the signature to be tracked in the
signal as a function of frequency f and frequency resolution ∆ f

4.4.1.2 Spectral Kurtosis (SK)

In order to localize transients, traditional kurtosis can be applied to real and
imaginary part of the Short Time Fourier Transform (STFT). The SK was initially
defined as the kurtosis of the frequency components and was compared to the vari-
ability in the amplitude of different spectral frequencies. This is an evident indication
of how the impulsiveness of a signal varies with the frequency [12]. For zero-mean
signal, the normalized variance of the energy flow is closely linked to the SK, this
can be expressed as
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Kx( f ; ∆ f ) = Vx( f ,∆ f ) − 1 =
〈|x(n; f ,∆ f )|4〉
〈|x(n; f ,∆ f )|2〉

− 2 (4.10)

This equality draws a correspondence between nonstationarity on the one hand
which is measured by the variance of the energy flow Vx( f ; ∆ f ) and nonliearity on
the other hand which is measured by the SK Kx( f ,∆). One can certify that, the basic
idea behind the SK is to get a quantity that can ideally take the high values when the
signal is transient, and will be zero when the signal is stationary Gaussian.

4.4.1.3 The squared envelope spectrum

As started in the sub-section 4.4.1.2, SK is ideally suited in the detection of
a single or a few transients, but not necessarily to the situation where their rate of
the repetition is high. If we consider as an illustration a series of transients with a
relaxation time 1/∆ f and mean rate of occurrence equal to p per second. Then it can
be shown that the SK is

Kx( f ; ∆ f ) '
∆ f
p

(4.11)

The Eq. 4.11 shows that S K falls to zero as p increases. Knowing that repet-
itive faults are not periodic in general, but rather cyclostationary, which means their
energy flow instead of their waveform is periodic. The Discrete Fourier Transform
(DFT) of the energy flow is the Squared Envelope Spectrum (SES). This evidences a
spectrum of harmonics equispaced by the fault frequency.

Ex(α; f ,∆) =

L−1∑
n=0

εx(n; f ,∆)e− j2π αn
Fs =

∑
i∈Z

Ex,i( f ,∆ f )δ(α − iα0) (4.12)

The description above, paws the way for cyclostationarity techniques based
on the exploitation of energy distribution Ex(α; f ,∆), where δ is the discrete Dirac
symbol.
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4.5 Kurtogram

In the literature, most of the authors including Antoni [12] have agreed on the
fact that kurtogram has been drawn from spectral kurtosis. Technically, the use of SK
for transients detection in a signal, focuses on measurement of distance between ran-
dom and Gaussian process. Following the calculation for each frequency component
of the signal, one can obtain the SK value. More than indicate transient components,
SK can also track the locations of those components in the frequency domain.

From the Wold-Gramer [16] decomposition of a given non-stationary signal,
one can define y(t) as the response of system with time varying impulse response
h(t, s) exited by signal x(t). The signal y(t) can be written as :

y(t) =

+∞∫
−∞

e j2π f tH(t, f )dX( f ) (4.13)

H(t, f ) is the complex envelope of the considered signal, and dX( f ) is the
spectral process in x(t) investigation. For a given frequency, the calculation of the SK
values is implemented using STFT of the analyzed signal. It can be expressed by :

Fy(τ, f ) =

+∞∫
−∞

y(t)w∗(t − τ)e j2π f tdt (4.14)

Even if kurtogram outcomes are satisfactory, the kurtosis-based estimator
tends to point out misleading frequency [16]. One of the solution to overcome this is
the synchronous averaging, but this as well may cause loss of information.

4.6 Spectral correlation

In condition monitoring, the spectral correlation analysis of cyclostationary
signal such vibrations plays an important role in any situation for which the cyclosta-
tionarity autocorrelation function plays a central role, because the latter is completely
characterized by the former [17]. Analytically, the cyclostationarity autocorrelation
with period T0 is defined for a time series x(t) by the average such that :
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R̂x(t, τ) = lim
N→∞

1
2N + 1

N∑
n=−N

x(t + nTo + τ/2).x(tnTo − τ/2) (4.15)

= R̂x(t + T0, τ) (4.16)

The periodic function obtain in the Eq. 4.16 can be expanded into Fourier series
as :

R̂αx (t, τ) =
∑
α

R̂αx (τ)e−i2παtdt (4.17)

For α ranging over all integer multiples of the fundamental frequency of pe-
riodicity 1/To. If the we express the Fourier Transform of the situation described
above as :

Ŝ α
x ( f ) = lim

∆ f→0
lim

∆t→∞

1
∆t

∆t/2∫
−∆t/2

∆ f X1/∆ f (t, f + α/2).X∗1/∆ f (t, f − α/2)dt (4.18)

where X1/δ f (t, f − α/2) is the complex envelope of the narrow band-pass component
of x(t) with center frequency ν = f − α/2) and approximate bandwidth δ f .

The Eq. 4.18 represents the limit, as spectral resolution becomes infinitesimal
at frequencies ( f + α/2) and ( f − α/2). A deep elaboration of theory related to the
spectral correlation of stationary time series can be found in [18, 19]. This paper
take advantage of the fact that the spectral correlation analysis of cyclostationary
time signal can point out hidden frequencies holding useful information crucial for
mechanical fault detection and diagnosis.

4.7 Spectrogram

The spectrogram is known as one of the most common time-frequency analysis
map. The core idea is to illustrate how the density of the signal varies with time.
Thanks to this technique, one can select a range of frequency where the damped
impulses from local faults occur. A spectrogram may be calculated from a sequence
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of band-bass filters. This approach is pretty old and obsolete in signal processing
area [20]. Most of scientific works tend to use the STFT by breaking up time into
intervals and calculating the power spectrum for each part. The window location is
slided through the entire data to obtain STFT coefficients. This can be represented
mathematically as :

X(n, ω) =

∞∑
m=−∞

x(m)ω(n − m)e− jωn (4.19)

Where X(n)ω(n − m) is a short-time part of the input signal x(n) at time n. In
addition, a discrete STFT is defined as :

X(n, k) = X(n, ω)|ω=2πk/N) (4.20)

where N shows the number of discrete frequencies. One can then define the
spectrogram in logarithmic scale as[14] :

S (n, k) = log|X(x, k)|2 (4.21)

The main drawbacks of using this approach are [21], the prior knowledge of
the number of intervals into which the signal has to be divided, complex and time
consuming calculation, frequency challenging interpretation of the result color map.

4.8 Protrugram

In the late 2009 [22], Barszcz T et al. proposed protrugram as another tool for
optimal center frequency selection, as a complement to other techniques such those
aforementioned. The approach shows the kurtosis values of the spectral amplitudes of
narrowed band envelope signal, which thanks to the Hilbert transform is calculated.
Basically, the protogram algorithm proposes the shifting of the selected bandwidth
by a defined step and the narrowband envelope spectrum is calculated again. The
kurtosis from all spectral amplitudes is calculated and store in a vector as a single
scalar value at each center frequency calculation step. Obtain kurtosis values are then
plotted as a function of the center frequency. The known drawback of this approach



4.9. Cyclostationarity in practice : analysis using experimental data 63

is the negative influence of harmonic components on the final estimator’s value. The
protrugram is computed based on the envelope spectrum. It can be written in theory
as [23] :

k̄n [x̄wna] =

N−1∑
k=0
|x̄wna[k] − 〈x̄wna〉|

4

(
N−1∑
k=0
|x̄wna[k] − 〈x̄wna〉|

2

)2 − 2 (4.22)

Where n = 0, 1, 2, ..., [ Fs−M
2a ], x̄wna is the Fourier sequence of the signal. Often,

results of SK are used as output of a series of band-pass filters covering a wide range
of frequency.

4.9 Cyclostationarity in practice : analysis using experi-
mental data

This section primarily establish a comparison between methods presented in
the current chapter, based on technical interest beside each approach. On the other
hand, the analysis done helped in establishing the benefits of each technique. The
analysis proposes to display frequency versus frequency resolution which is known
as Kurtogram. Technically, the kurtogram indicates a strong impulsivity in the cor-
responding frequency band. From wavelets to tree duel wavelets, enormous research
work has been carried out to find approaches for a reliable implementation of the
kurtogram to improve its efficiency.

It is also reported in the literature that the kurtogram is unable to recognize
whether a series of transients is repetitive or not [24] despite its performance, because
the kurtosis value decreases as the transient repetition rate increases. Furthermore,
this elaboration crystallizes the analysis on spectral negentropy. The negentropy pre-
sented here analyzes the quantities when they are displayed as a function of frequency
and frequency resolution as elaborated in the section 4.4 and 4.5, this is called the in-
fogram. Finally this section demonstrate the visual representation of the spectrum
known as spectrogram [25] presented earlier in the section 4.7. The proposed ap-
proach displays vectors of cyclical frequencies in terms of the sample rate.
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4.9.1 Test setup overview

A brief schematic illustration of the measurement test bench helped in data
collection is described in the Fig.4.1. The used motor frequency is 48.7 Hz with a
speed of 2855 rpm and a sampling frequency of 50 000 Hz.

Data Acquisition and conditioning system

PC/ Visualization Interface

Piezo electric accelerometer

Motor and bearing under test

Figure 4.1: Schematic representation of the used test bench

The accelorometer with specifications shows in the table 4.1 is connected to
the outer ring of the motor end bearing of type NU206.

Three parameters were alternatively modified : the load (L), the speed (SP) and
the fault size (FS) in the bearing inner race. Three loads (200 N,500 N, and 700 N)
were combined alternatively during the experimentation. Four main situations were
analyzed, the first when the bearing is flawless (fault size = 0.00mm2), three cases
with faulty bearing (fault size = 0.192mm2, 1.50mm2 and 3.00mm2). Faults size
were created using an electric pen. The table. 4.2 displays different characteristic
frequency for the bearing under test.

In the table 4.2, N is the total number of rolling elements, Dp is the primary
diameter, d is the diameter of the rolling element, α is the contact angle and Fr is the
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Table 4.1: Used accelerometer specification [24]

Performance SI

Sensitivity (±5%) 10.2mV/(m/s2)
Measurement Range ±490m/s2

Frequency Range(± 10 %) 300k 0.42 to 5000 Hz
Resonant Frequency 20 kHz

Broadband Resolution(1 to 10k Hz) 490µm/s2

Non-linearity ±1%
Transverse Sensitivity ≤ 5%

Table 4.2: Corresponding characteristic frequency for each used speed.

Motor speed [rpm] 2000 1500 1000 Mathematical representation

BSF [Hz] 13.4 10.1 6.7 Frol = ( Dp
2d )(1 − (dcosα)2

(Dp
)2)Fr

BDF [Hz] 165.8 124.3 82.9 FHousing = ( 1
2 )(1 − ε dcosα

Dp
)Fr

BPFO [Hz] 174.7 131.0 84.7 Fbe = ( N
2 )(1 − dcosα)2

Dp
)Fr

BPFI [Hz] 258.6 194.0 129.3 Fbi = ( N
2 )(1 + dcosα

Dp
)Fr
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rotation frequency based on the assumption that the outer ring is fixed. It’s important
to note that ε = 1 if the outer ring is fixed and -1 in case of the inner ring.
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Figure 4.2: Analyzed cases : From the top row to the bottom, raw signal depending
on combined parameters.

4.9.2 Results and analysis

In Fig 4.3, useful information related to the probable faults are clearly present
in contrast with the results presented in the Fig 4.4, whereas fault presence can be
seen as well, but almost submerged by noise. The common and interesting point for
both cases (Infogram and Kurtogram)is that using Hilbert transform for the demod-
ulation significantly improves the recognition of the fault characteristic frequency,
even if in certain situations that might not be easily noticeable.

On the other hand, spectral correlation is used with the length signal’s window
and the maximum cyclic frequency with α = 620 Hz. Results based on the case where
the fault size in inner ring is quantified to be 0.192mm2 and 3mm2 are presented in the
Fig 4.5. A quick observation shows different non-zero values at the cyclic frequencies
of the BPFI and obviously its multiples.

In theory, the interest beside computing the cyclic coherence in condition mon-
itoring in addition to other relevant techniques such those presented above is that,



4.9. Cyclostationarity in practice : analysis using experimental data 67

Infogram @ level 4.6, Bw= 1041.667 Hz, f
c
=7812.5Hz, Dist=2.326
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Figure 4.3: From the left row to the right : the Infograms and their envelope represen-
tation with fault size respectively :(a)and (b) ⇒ 0mm2, (c) and (d) ⇒ 0.192mm2,(e)
and (f)⇒ 1.50mm2, (g) and (h)⇒ 3mm2
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Figure 4.4: From the left row to the right : the Kurtograms and their envelope repre-
sentation with fault size respectively :(a)and (b)⇒ 0mm2, (c) and (d)⇒ 0.192mm2,(e)
and (f)⇒ 1.50mm2, (g) and (h)⇒ 3mm2
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cyclic frequencies coincide with the expected characteristic fault frequency. In prac-
tice, the fault frequency estimation based mainly on the rotation speed and the angle
of contact as presented in the table 4.2, can be approximated and the cyclic coher-
ence will be calculated in a narrow cyclic frequency band around the expected fault
frequency, so that its greatest value will be considered.

The presented techniques, whether it is spectral negentropy, spectral kurtosis
or spectral correlation, have natural idea, the diagnostic based on the detection of
signatures. In order to those strategy to be reliable and valid to be implemented in
an automated monitoring system,their sensitivity have to be assessed. Several other
strategies have been proposed in the literature with the purpose to detect the cyclo-
stationary signature such as bearings faults [26, 27]. Some of them are based on
a direct and in-situ visual inspection of the magnitude of the cyclic power spectral
density, in certain situations displayed as images over the frequency domain. The ap-
proach developed in this paper involves mainly the cyclic coherence, just one cyclic
frequency is taken into account and the complete spectral fault signature, i.e funda-
mental, harmonics and side-bands is not exploited. Some difficulties might rise when
the question related to fault type discrimination is asked. If so, the cyclic frequency
resolution ∆α is set too coarse to correctly resolve between different characteristic
frequencies.

The observation made in Fig 4.2 clearly shows that, the temporal analysis of
the vibration is not likely to help to provide a diagnosis, because, at first sight, all
signals look stationary. In Fig. 4.3 and 4.4, a plot of kurtogram and infogram, as well
as their corresponding envelopes, are presented for the case where the fault size is
around 0.192mm2 and 3mm2 respectively. It is obvious to see that both kurtogram
and infogram show some interesting information. One can observe high values of
the kurtogram and infograms in several regions on the figure. It can be said that the
kurtogram displays an evident presence of impulsive behavior in the signal. On the
other hand, the SES infogram confirms the corresponding events cyclostastionarity
extension in several bands. One can then look at different regions that are likely to
contain repetitive transients. Various bands to likely to contain useful information
on the fault (as can be seen actually on the Fig 4.3 and 4.4, left column) are in the
table 4.3.

According to the table 4.2, the BPFI is expected at a cyclic frequency of
258.6 Hz as the fault progresses. The vibration energy distributed around 3.16 kHz is
modulated with the peak at a frequency around 253 Hz, which slightly deviates from
the calculated characteristic frequency. Several research results such Qiu et al [28]
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Figure 4.5: Cyclic Spectral Density, Cyclic Spectral Coherence and Squared Magni-
tude Cyclic Spectral Coherence based on fault size
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Table 4.3: Frequency band likely to contain meaningful information on the faults

[15.66 - 16.18] kHz [15.66 - 16.64] kHz [3.16 - 6.22] kHz
[2.94 - 4.66] kHz [4.19 -5.18] kHz [15.76 - 16.54] kHz

or Ali Mahvash & Aouni A. Lakis [29] reported similar observations. Ideally, the
frequency band would be obtained such that the cyclic coherence values are maxi-
mized, i.e., signal to noise ratio. Fortunately, the solutions provided by computing
the spectral kurtosis or the negentropy using infograms automatically help in finding
the best demodulation band without prior knowledge of the signal. In this paper, the
cyclic coherences were calculated with parameters presented in the table 4.4

Table 4.4: Used parameter in computing cyclic coherence

Sampling Frequency 50 × 103 Hz
Record length 50 × 103

Window type Hanning
Overlap 2/3
Window length 256 samples
Frequency resolution (∆ f ) 200 Hz
Frequency resolution (∆α) 51 Hz
Variance reduction factor (δ) 0.00125

One of the fundamental assumptions in bearing fault diagnosis is that healthy
bearing is not supposed to produce significant cyclostationarity. The faulty bearing,
on the other hand, has a cyclic coherence technically above the statistical threshold.
The Fig 4.5 presents illustrative cyclic coherence(squared-magnitude) for the three
cases presented in the Eq 4.18

In the Fig 4.6, the cyclic coherence exhibits a fundamental spectral line at
α = 253.16 Hz (which is close to 258 Hz as shown in the table 4.2) as well as it
is harmonics, this is the clear proof of the apparition of a BPFI. The motor speed
significantly modulates the faulty signal due to the periodic passing of the fault in the
load zone; this can be explained by symptomatic sidebands around the fault frequen-
cies. It can be noted that, when reading as a function of f, the cyclic coherences, such
bands are located mainly within [15.66 − 16.18] kHz and [15.66 − 16.64] kHz.
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Figure 4.6: The estimated cyclic coherence for signal with the bearing loaded
with 700 N a shaft speed of 2000 rpm and fault sizes of: (a) 0 mm2, (b)
0.192 mm2, (c)1.50 mm2 and (d)3 mm2 respectively.
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4.10 Conclusion

Commonly used advanced frequency representation and analysis were dis-
cussed in this chapter. It was demonstrated that these techniques could tremendously
extend the precision in the selection and interpretation of the most informative fre-
quency band. The usefulness of some relevant and advanced frequency representation
used in the analysis of signal in condition monitoring was presented. This was moti-
vated by observations made on traditional time-frequency analysis which concluded
that, these techniques were mainly analysis tool as opposed to processing tools. In
addition, traditional methods do not offer a versatile methodology that can be apply to
all mechanical signals in all situations. The validation was done on experimental data
using enhanced methods such as kurtogram, spectral negentropy, or spectral correla-
tion analysis. Ball Pass Frequency Inner Race (BPFI) of bearings with characteristics
presented in section 4.9 was particularly investigated. The bearings are housed in a
casing allowing the shaft to rotate while driven by a variable speed electric motor.
The study outcomes demonstrate the capability of kurtogram, the spectral correla-
tion, and spectral negentropy. The later is fundamentally a concept borrowed from
the field of thermodynamics to identify nonstationary events of different nature by
locating more precisely and specifically demodulation frequencies, which might be
of considerable use for several fault detection and diagnosis scenarios. It was found
that high values appear in a set of frequency bands. The processing effort grows then
proportionally with the number of frequency bands where the signal has to be de-
modulated; easily, one can use them to compute the envelope spectrum. In the case
of fault like BPFI, it was shown that the negentropy gives more information even for
a shallow size of fault and allows the localization of meaningful frequency bands.
The analysis done using spectral correlation, on the other hand, suggested that the
approach may not always be indicative of the severity of the bearing faults. However,
it can be used as a monitoring tool because its value always reads higher for a faulty
bearing than for a healthy one.
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Chapter 5

Detection and diagnosis based
on data mining: an application
of machine learning techniques

The chapter two provided non learning techniques for the pre-processing and for faults

signature extraction. The focus in this chapter is on machine learning methods that can be

used for detection and diagnosis. The chapter discusses the critical issue of selecting relevant

indicators by combining the process with the cascade method introduced earlier in this work

in chapter 3, and address the problem of evaluating the performance of a diagnostic system.

5.1 Introduction

As described in precedent chapters, using vibration signature is a hot topic
in condition monitoring. This chapter proposed to take advantage of the cascade
method, particularly the Ensemble Empirical Mode Decomposition (EEMD) in or-
der to enhance the sensitivity of scalar indicators such as Kurtosis and Crest Factor.
The improved indicators are then selected using Principal Component Analysis tech-
nique. A profound discussion on the use of EEMD prior to classification by means
of algorithms such as SVM and k-NN using the is elaborated. Each technique’s
performance is evaluated relying how good it achieves in both fault detection and
classification.
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5.2 Data mining and machine learning : Cursory definition

In a larger context, Data mining techniques and Machine Learning (ML) algo-
rithms are only part of the greater process to solve a particular problem. This section
does not provide a deeper technical detail on these subjects, the ready is encouraged
to exploit reference [1] and [2] for deeper technical aspects.

5.2.1 Data mining

Historically, data mining is not a new invention that came with digital age [3].
The concept is actually well known and has been around for century. However, it
came into greater public in the early 20 century. One of the first data mining instances
occurred in 1936, when Alan Turning introduced the idea of a universal machine that
could perform computations similar to those of modern age [4]. Data mining com-
bines statistics and artificial intelligence to analyze large data sets to discover useful
information [5]. Data mining techniques basically extract hidden patterns from a a
collection of data, the knowledge extracted from the process has to be interpretable
and directly exploitable in an automatic process of analysis or decision process. To-
day, data mining is used in many fields of business and research, including sales and
marketing, product development, healthcare, education, fault detection and diagno-
sis, etc... Some of the common techniques used in data mining are [6] :

• Association rules: An association rule is a rule-based method for finding re-
lationships between variables in a given dataset. These methods are frequently
used for market basket analysis, allowing companies to better understand re-
lationships between different products. Understanding consumption habits of
customers enables businesses to develop better cross-selling strategies and rec-
ommendation engines.

• Neural networks: Primarily leveraged for deep learning algorithms, neural
networks process training data by mimicking the inter-connectivity of the hu-
man brain through layers of nodes. Each node is made up of inputs, weights, a
bias (or threshold), and an output. If that output value exceeds a given thresh-
old, it “fires” or activates the node, passing data to the next layer in the net-
work. Neural networks learn this mapping function through supervised learn-
ing, adjusting based on the loss function through the process of gradient de-
scent. When the cost function is at or near zero, we can be confident in the
model’s accuracy to yield the correct answer.
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• Decision tree: This data mining technique uses classification or regression
methods to classify or predict potential outcomes based on a set of decisions.
As the name suggests, it uses a tree-like visualization to represent the potential
outcomes of these decisions.

• K-nearest neighbor (KNN): K-nearest neighbor, also known as the KNN al-
gorithm, is a non-parametric algorithm that classifies data points based on their
proximity and association to other available data. This algorithm assumes that
similar data points can be found near each other. As a result, it seeks to calcu-
late the distance between data points, usually through Euclidean distance, and
then it assigns a category based on the most frequent category or average.

5.2.2 Machine learning

A easy way to look at Machine Learning (ML) is from computer science view.
Often, scientists classify ML as a subfield of computer science, and its concerned of
designing algorithms that, in order to be useful rely on a collection of data of some
phenomenon. These data can be from nature, be handcrafted by humans, or generated
by another algorithm. ML can also be defined as the process of solving a practical
problem by :

• Collecting a dataset

• Algorithmically training a statistical model based on that dataset

The aforementioned statistical model is assumed to be used somehow to solve
a practical problem.

5.3 The learning strategy adopted in this thesis

The strategy adopted in this thesis uses the cascade method, namely the En-
semble Empirical Mode Decomposition (EEMD) discussed in chapter 3. As pre-
sented in the Fig.5.1, prior to apply the classification algorithms, the EEMD is applied
on the raw vibration signal to obtain the Intrinsic Mode Functions (IMFs). Based on
the correlation values, the best IMFs, which will be referred as representatives are
selected and used for feature extraction/feature selection. The PCA is used for di-
mensionality reduction before applying SVM and k-NN which are used in this paper.
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Figure 5.1: The proposed and adopted approach : from raw vibration to fault classi-
fiction

5.4 The used framework

The machine learning framework proposed in this paper for fault classification
is presented in the Fig.5.2.

Selected IMFs  
Visualization

PCA

k-NN

SVM
Cross Validation

Feature extraction

Classification

Evaluation

Figure 5.2: The proposed Machine Learning Framework

The framework suggests to select futures using PCA after implying EEMD,
the classify extracted future by means of k-NN and SVM. The evaluation is done
using cross validation
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5.4.1 Feature extraction

The idea beside this stage is the reduction of data by extracting useful subset of
data that present clear characteristic of the machine dynamic. In this work, the Prin-
cipal Component Analysis (PCA) [7] is used. The PCA is chosen for its outstanding
dimentionality reduction capabilities. To apply the PCA, dataset of size n × 1 is split
into m chunks, such that p×m = n, where p is the length of each chunk. The resulting
data is then organized into a p×m matrix, denoted as M. The standard step follow in
this paper can be summarized in the scheme of the Fig.5.3

Covariance  
Matrix construction1

The Matrix M is processed to 
 generate m x m covariance 

 matrix Mc

Eigenvalue 
 Decomposition2

The eigenvalue decomposition 
 of Mc is performed in this step

Principal  
Component  

selection
3

eigenvalues with largest  
magnitudes are chosen as the 

 principal components

Steps
Description

Figure 5.3: Steps follwed for feature extraction using PCA

5.4.1.1 Classification algorithms

Two classification algorithms are exploited in this paper, the k Nearest Neigh-
bors (k-NN) and the Support Vector Machine (SVM).

5.4.1.1.1 k-NN The k-NN algorithm behaves like a majority vote classifier [8].
By specifying some metric as a typical Euclidean distance measurement. Data point
displayed in feature space is assigned to a particular class according to the majority
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class of its k nearest neighbors. A class i is assigned to the data sample according to
the probability equation (to be written).

5.4.1.1.2 Support Vector Machine (SVM) It happens often in practice to hardly
obtain enough samples on the faults [9]. SVM can solve this issue by using as small
sample as possible with high accuracy and good generalization capability. This paper
proposes to use the multi-class classification method. The approach constructs k
SVM model where k represents the number of classes.The nth SVM is trained with
all of examples in the nth class with positive labels, and the remaining examples are
labeled as negative. For a given τ training data (x1, y1), ..., (xτ, yτ), where xn ∈ RN , n =

1..., τ and yn ∈ (1, ..., k) is the class of xn, the nth SVM presented in this paper solve
the minimization problem started as :

minimize :

1
2
‖ wn ‖2 +C

τ∑
n=1

ζn
j (wn)T (5.1)

sub ject to :

case1 : y = n, (wn)T Φ(x j) + bn ≥ 1 − ζn
j (5.2)

case2 : y , n, (wn)T Φ(x j) + bn ≤ 1 − ζn
j (5.3)

With ζn
j ≥ 0, j = 1, ...τ

xn, the training data is mapped to a higher-dimensional space by the function Φ

and C is the penalty parameter. The minimization of the Eq. 5.3 implies to maximize
2
‖wn‖

, which is the margin between two groups of data. In the case where the data

is not separable, one will notice the presence of the penalty term C
τ∑

n=1
ζn,n, which

considerably reduce the number of training errors. In practice, the statistical learning
concept presented in this paper considers the training algorithm of an SVM fault
classifier for the recorded vibration dataset, and builds a model able to map features
where other features are categorized by transparent gab. The mapped categories are
separated by a gap which is called hyper plane. The test dataset are also mapped into
the same hyper plane and predicted by the trained SVM model. All features lying
near the boundary are called support vectors. In other to efficiently determined the
loss function a parameter ν discussed in-depth in [10] is utilized. This parameter
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makes also easy to control the number of support vectors and training errors. It is a
lower bounded on fraction of support vectors and upper bound on fraction of training
errors parameter.

5.5 Analysis on experimental data

The bench use for collecting data is the same as the one presented in chap-
ter 3. The first acquisition is made when the motor is running on a no-loaded stage
and without fault. The second measurement phase is done when a fault is intro-
duced in the bearing. The defect was achieved using an electric pen, where the cage
was partially destroyed. The last measurement stage was done after creating defects
successively in two rotor bars. The bleeding was sealed with epoxy to reduce the
unbalanced effect caused by material removal. The accelerometer described in chap-
ter 4 section 4.9, was alternatively placed in the axial and radial position under the
same operating conditions of the machine. The Fig. 5.4 presents signals for different
analyzed scenarios.

The test focuses on 127 operating conditions, where each of them is repre-
sented by 4 vibratory signals recorded with the aforementioned sampling frequency
(50 000 Hz). The faults were successively simulated in two rotor bars and outer ring
of the motor’s front bearing. Different level coded as case 0 to case 3 is analyzed,
where the index 0 is the flawless level and the 1 and 2 are respectively one broken bar
and two broken bars and the 3 is the bearing fault.

5.5.1 Best IMFs selection

Once the decomposition has been achieved successfully, each IMF contains
unique characteristic. One of the challenging task in this step is to recognize the IMF
which carry the most relevant information on the fault signature. In the experimen-
tation done by Rai et al [11], FFT of IMFs has been proposed, which technically
leads to errors since IMFs are selected manually. One of the interesting approach to
overcome manual selection proposed by Rai et al, is the mathematical/merit index
developed by Ricci and Pennacchi [12] which requires addressing issues related to
the mathematical model in prior. Jianhua Yand et al [13] used Spectral Amplification
Factor (SAF) and Kurtosis as parameters for selection on a study done for extracting
the unknown faults of rolling bearings in fixed effects shape condition. From several
similar trial done in this work, first of all in the conditions close to [13, 14], but more
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with known fault approach, the kurtosis was demonstrated to be effective in pointing
out the IMF contains non-Gaussian distribution(table 5.1), which is the behavior that
most of electric machines subject to faults follow. In table 5.1, the kurtosis value for
IMFs of different fault cases investigated in this paper is presented.

Table 5.1: IMFs Kurtosis values

Index Case 0 Case 1 Case 2 Case 3

Original signal 4.869 2.689 31.312 2.692
IMF 1 6.546 5.347 8.107 8.336
IMF 2 4.597 4.023 3.587 4.000
IMF 3 3.597 3.546 3.587 3.450
IMF 4 3.028 3.974 3.296 4.001
IMF 5 2.701 3.843 3.334 2.568
IMF 6 2.945 2.043 2.254 2.688
IMF 7 2.835 2.044 2.688 2.844
IMF 8 1.98 3.022 1.869 2.303
IMF 9 3.576 6.212 5.831 4.458

IMF 10 3.114 2.524 3.500 3.079
IMF 11 2.526 5.740 2.952 3.923
IMF 12 2.825 3.186 3.148 2.863
IMF 13 2.922 2.583 3.736 2.658
IMF 14 2.482 2.915 3.265 2.212
IMF 15 2.794 2.017 3.265 2.515
IMF 16 1.623 2.153 3.265 2.039
IMF 17 2.298 1.930 2.834 2.013
IMF 18 2.461 1.594 1.474 1.504
IMF 19 1.574 2.682 3.659 1.520
IMF 20 1.696 - - 2.722
IMF 21 2.103 - - -

The kurtosis of each IMF component is calculated separately, as can be seen
in the table 5.1. The largest values are found in IMF1, IMF2, IMF9 and IMF14.
IMF1 and IMF9 are selected as optimal vibration components (Fig. 5.5) for further
analysis.
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Figure 5.5: Typical EEMD decomposition for the case 2 (the IMFs carrying signifi-
cant information are surrounded by the dashed rectangle)

5.5.2 Features extraction

Feature extraction as a significant step in all pattern recognition problems, is
carefully done in this study. Follow up is the normalization, where each of the com-
puted features is normalized between [0, 1] for each class, except for skewness nor-
malized in the range of [−1,+1]. While solving a classification problem, this stage is
critical in the discrimination against any bias due to different scales among features.
The table5.2 displayed statistical features used for classification in this paper.

5.5.3 Dimensionality reduction

The features selection is one of the core concepts in preventing machine learn-
ing’s algorithm degradation due to non-relevant features. Good feature selection has
an considerable impact on the obtained results and on the performance of the classi-
fier [14]. The approach adopted in this paper is based on the Principal Component
Analysis (PCA). The motivation beside using PCA is that, most of features coming
from vibration signals when analyzed for condition monitoring tends to be correlated,
which drastically compromised redundant information.
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Table 5.2: Used features for classification

Feature Mathematical expression Description

RMS (root mean square)

√
1
N [

N∑
i=1

(xi)2]
This can be defined in terms of an integral of
the squares of the instantaneous values during a cycle
of a continuously varying function

STD (Standard deviation)

√
1
N

N∑
i=1

(xi − x)2 Is the central value of a discrete set of numbers

Skew (Skewness)

N∑
i=1

(xi−x)3

Nσ3
This quantifies the asymetric behavior of the signal
through its Probability Distribution Function (PDF)

Kurt (Kurtosis)

N∑
i=1

(xi−x)4

Nσ4 Quantifies the peak value of the PDF

CF (Crest Factor) max|xi |
xrms

By definition, CF is the difference between the peak
and the average level of a signal, it is used
in this work to measure the impact of the contact
between rolling elements of bearing with raceways.

Impulse factor (IF) max|xi |
xabs

Evaluates the ratio of absolute peak amplitude
to the mean of absolute signal.

5.5.4 Training and testing

5.5.4.1 Using SVM

One of the considerations taken in this paper is that, good classification by
using support vector machine (SVM) approach, requires a suitable kernel function
selection [14]. The adopted logic used in this paper, for both training and testing
is summarized in the Algorithm 1. SVM-based fault classification often uses lin-
ear, polynomial or Gaussian RBF kernel functions based on the type of separation
needed between classes. The selected kernel function defines the type of separation
surface. The extracted and the selected features obtained from the signal presented
in the Fig. 5.4 is used for classifying the motor faults using SVM classifier with dif-
ferent aforementioned functions. The kernel functions are evaluated to observe their
suitability for the given classification problem. The one-versus-one method is used
to train the SVM classifier where the total number of the classes is four. Accuracy
for each combination of features in order of relevance are computed. A 5-fold cross-
validation scheme is used for SVM classifier evaluation.

5.5.4.2 Using k-NN

In the training stage, subsets of vectors are selected from the original data set
as a training set. If one assign to the selected subset τ as name, one can construct a
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Algorithm 1: Pseudo code for SVM
Pre-processed data: f ∗

1 // the dataset with variables, time and status

Ouput : Aplication of PCA
2 // the pca is applied, the prediction or function

Input : Ranked list of variables according to their relevance
3 /* Finding the optimum values for the tuning parameters of

the SVM model f ⇐= f ∗ */

4 while f ≥ 2 do
5 Fit the SVM with the optimized tuning parameters for the f variables

and observations in the dataset
6 W f ⇐= calculate the weight vector of the SVM
7 rank.criteria⇐= (W2

f 1, ... , W2
pp)

8 get rid of min.rank.criteria from data
9 rank f ⇐= min.rank.criteria

10 f ⇐= f − 1
11 if Method = Predict then
12 Calculate the decision value for each training point /* The

decision value vector will be incorporated in this

stage as a variable, then the PCA space is

calculated with all ( f + 1), the projected into PCA
space for the first tree components */

13 else
14 Method = Function
15 calculate the PCA space with all f variables // Project the SVM

decision function into PCA space

16 end if
17 end while
18 return (rank1, rank2, ..., rank f ∗)
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pseudo metric and write it as follow :

d
(
−→x i,
−→x j

)
=

(
−→x i −

−→x j
)

M
(
−→x i −

−→x j
)τ

(5.4)

Instances are represented by −→x i and −→x j. In some rare case where M is identity, the
metric is the same as Euclidean distance. The algorithm developed in this paper
makes a distinction between different type of instances called target neighbors and
impostors. The test phase specifically is well summarized in the Algorithm 2.

Algorithm 2: Pseudo code for k-NN testing phase
M : Output of the training phase algorithm
actual_class: get class

1 // get the actual class of the test instances

predicted_class: {}
2 /* Initialize the set of predicted classes as empty set */

W : 0
3 // Initialize the set of weights to zero

4 for each instance −→x i in test set
{
−→x i

}
do

5 k-Nearest = generate k-NN from traning set
6 for each −→x i in k-NN do
7 C j = class(−→x i) W(C j) = W(C j) + 1

d(−→x i,
−→x j)

8 end for
9 predict_class[i] = arg − max(W) /* Choose the index of W with

highest value as the class label */

10 W = 0 // re-initialize set of weights to zero
11 end for
12 while i < test set do
13 if actual_class[i] == predicted_class[i] then
14 Acc = Acc + 1
15 end if
16 end while
17 Acc = Acc /(test set size)
18 return (conf. Matrix(predicted_class, actual_class))

The first type are instances which are selected before the learning process.
Each −→x i possesses exactly k different target neighbors which share the same class la-
bel −→y i. The target neighbors are the data points that should become nearest neighbors



90
Chapter 5. Detection and diagnosis based on data mining: an application of machine

learning techniques

under the learned metric. The second, i.e, the impostors of a data point −→x i are another
data points −→x j with a different class label, where −→x j are nearest neighbors of −→x i. Dur-
ing the learning, the algorithm performs the minimum number of impostors for all the
data instances in the training set. It is important to notice here that, the large margin
nearest neighbor algorithm which is particularly adopted in this paper optimizes the
matrix M using semi-definite programming [14]. The objective function in this case
has two components, for all data observation −→x i, the target neighbors should be as
close as possible and the impostors should be as far away as possible simultaneously.
The leaned pseudo metric causes the input vector −→x i to be surrounded by training
instances of the same class. In case a test point is flawlessly classified, it would be
done under the new metric distance scheme, because it will be surrounded by its
target neighbors. The testing phase however, focuses on determining the weighted
k-nearest neighbors and choosing by the majority voting which class has highest rep-
resentation in the k-nearest neighbors through the evaluation of the instances weight.

5.5.5 Discussion

In this sub-section, the effectiveness of the proposed approach is discussed.
The data points are visualized in scatter plots and colored according to their true
labels. For better visualization, plots are scaled in the range from 0 to 7. One can
observe that pair of feature group are comfortably distribute different fault category
in clusters, making them easier for rule-based classifiers to generate prediction.

The Fig. 5.7 shows the selected features by their importance, which helped in
reducing the number of features to be used both in training and testing. Crest factor
and Kurtosis happened to be the most informative features, and were selected.

The features used in model utilized PCA to keep enough components, to ex-
plain 95% variance, 2 components were kept after training, the explained variance
considered per component is then 55,8% and 44,2%.

Fig. 5.9 and 5.8 present the confusion matrices using in k-NN an SVM. The
diagonal elements represents the samples that have been correctly classified, whereas
the off-diagonal are the numbers of test samples that have not been classified prop-
erly. The True Positive Rate (TPR) and False Negative Rate (FNR) are presented as
well. Several work in the literature [15] point out that techniques such as k-NN are
not always the best in mechanical fault classification (bearings or rotor bars in this
case). However, the approach presented in this paper demonstrate that this simple
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Table 5.3: Overview of used models performance

EEMD - SVM EEM - k-NN

Model type

Preset : Fine Gaussian
Kernel function : Gaussian
Kernel scale : automatic
Multicalss method : One-vs-One

Preset : Weighted
Number of neighbors : 10
Distance : Euclidean
Distance weight : squared inverse
Standardize data : true

Training Phase
Accuracy : 87%
Total cost 52
Prediction speed : 6000 obs/sec

Accuracy : 85.5%
Total cost : 58
Prediction speed : 7700 obs/sec

Testing Phase
Accuracy : 91.3%
Total cost : 35

Accuracy : 100%
Total cost : 0

classification methods can be enhanced up to 94% in the training phase.
From the confusion matrices presented in Fig 5.9 and Fig 5.8, one can observe

that, applying SVM demonstrate a high generalization capability comparing to most
of recent learning approaches discussed in the literature [10, 16, 17], whereas k-NN
scores the highest training and classification accuracy, 91% and up to 100% in the
testing phase. Both algorithms SVM and k-NN show that one can achieve stunning
results with small sample analysis ability.

5.5.6 Comparison with recent similar studies in the literature

The classification models developed in this paper is based on data similar to
the one used by Christian Lessmier et al. [18]. Their work proposed to train various
machine learning algorithms using features of both artificial damages and real dam-
ages. In total, 7 ML algorithms were used in their work including SVM and k-NN
which are discussed in this paper. They used particle swam optimization (PSO) as
turning parameter for SVM, the performance obtained was about 60.9% of accuracy,
whereas the k-NN presented an accuracy of 45.5%. Yan et al [19] utilized the same
PSO-SVM approach as Christian Lessmier et al. They extracted roughly 37 features
in time, frequency and time-frequency domain. They reported an accuracy of 93.3%
when considering only time domain features, and almost 97% as the average of accu-
racies for time, frequency and time-frequency domain. The case using just the time
domain features, is consistent with the one used in this work. A summary of recent
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and relevant aforementioned research outcomes are presented in the table 6.1.

Table 5.4: Summary of a qualitative comparison of recent works in the literature

Authors Used Approach Features Obtained results

Yan X et al.(2018) PSO-SVM
16, 13, 8 respectively
Time, Frequency and
Time-frequency domain

93.33% Accuracy

Ben Ali et al.(2015) ANN
10 Statistical and over
8 EMD energy entropy

93% Accuracy

Chhaya Grover et al.(2020) Rule-based classifiers 3 Hjorth Parameters 93.82% Accuracy

Qingfeng Wang et al.(2021) Weighted k-NN
13 time domain, 4 frequency-
domain and 17 entropy

80% - 97% Accuracy

Christian Lessmeier et al.(2016) SVM-PSO Time domain 75% Accuracy

This paper
EEMD-SVM,
EEMD-weighted k-NN

Time-domain features 94.7% Accuracy

The results carried out in this paper presents a better accuracy with few number
of features. The time taken by CPU for fault classification was about 1.319 s for
SVM and 54.059 s for k-NN whereas the method proposed in [19] in tested set was
reported to be 94.55 s, which is much higher comparing to the the result presented in
this paper.

5.6 Conclusion

This chapter elaborate on data mining approach and demonstrate how machine
learning algorithm can be used in fault detection and classification. The cascade
methods were combining to some of the most effective machine learning algorithms
used for classifications, namely SVM and k-NN. Knowing as one of the best cascade
methods, EEMD was used on original data signal. Intrinsic Mode Functions (IMFs)
of each signal and its residual were calculated. IMFs holding the most informative
features were selected to obtained features vector. We utilized PCA for feature se-
lection, so that the most informative can be used to train the model. The proposed
models were tested for different operating conditions using front bearing’s outer ring
of the motor and broken bars faults. Based on the experimental outcomes, combining
EEMD and ML algorithms drastically improves the result in terms of effectiveness
and accuracy, whereas most of classification algorithms hardly exceed 90% of accu-
racy, the result obtained in this easily reached 94.3% of accuracy. On the other hand,
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EEMD is a adaptation signal processing method with anti-aliasing effect, which is
usually suitable for transient impact. Combining this with the presented ML algo-
rithms demonstrates the superiority of the approach on previous studies which hardly
performed well on limited data set.
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Chapter 6

Digital twin-driven artificial
intelligence for fault detection
and identification

This chapter proposed to take advantage the digital twin concept in the evaluation of

the current condition of a given system and more importantly to predict future behavior, refine

the control, or optimize operation by detecting and identifying faults as early as possible

without necessarily have to access the system physically.

6.1 Introduction

Lately, interest in Digital Twin (DT) and artificial intelligence applications for
fault detection and classification became greater. The concept "twin" is originally
derived from NASA’s Appollo Project [1], where the aircraft’s twin body is a real
physical system [2]. In the aforementioned program, astronauts and NASA staffs
used twin model to make decision under emergency situations. In 2002, Wang et
al [3] proposed the use of twins for the formation of a product lifecycle management
center. Back then, Digital Twin was only a digital representation of a physical object
provide an enhanced and rich 3D view. With the actual development of the Internet of
Things (IoT), DT model becomes able to support new intelligent services to connect
and interact with physical object. In condition monitoring, the DT model runs in
parallel with the real targeted equipment and immediately flags operational behavior
that deviates from the expected behavior (6.3.2).

The DT usage can be extended in condition monitoring to applications such as
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Figure 6.1: Illustration of possible scenarios and expected failure

the determination of remaining useful life and the most opportune time to service or
replacement of an equipment.

6.2 The chapter’s goal and limitations

This chapter focuses on providing useful patterns on how to approach digital
twin model design. On the other hand, the chapter proposes a reference model for ro-
tating machines as well as for application such autonomous vehicles fault detection.
A solid evidence-based detail on the requirements of building a digital twin model
for fault detection is discussed. The illustrative models presented in this chapter do
not use physically collected data, simply because there are often restricted by the
condition of acquisition and the specific component for which they were recorded. In
addition, this chapter is mainly focus on providing non-exhausting dynamic model
entirely based on a co-simulation runs thanks to MATLAB and SolidWORKS with-
out dealing with the integration of data acquired from the twin of the targeted equip-
ment under test.

6.3 Benefits of using a digital twin model

Using digital twins in equipment maintenance has tremendous benefits includ-
ing:

• Visualize the component in question and understand the fault behavior by real
users in real time
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• Building a digital thread and promoting the tractability

• Fault correction far away from the equipment

• Managing complexities and linkage within systems of systems

• Asset history

• Future fault scenario simulation

The sub-section 6.3.1 and 6.3.2 provide more details on the two later benefits.

6.3.1 Asset history

One of the greatest benefit of adopting a digital twin in a maintenance policy
is that, it captures the real asset’s history. As stated in section 6.1, a DT model is
updated periodically to represent the real current state of the real asset. Over time,
this become the typical asset history. Thereby, one can compare for example data
from a given equipment to the digital histories of the other equipment belonging to
the same category to understand how they behaved under similar faults and the effects
such the on of the fleet efficiency.

6.3.2 Future fault scenario simulation

As aforementioned, a DT model can enable the understanding of the history of
the assets, at the same time, they can also help to plan for the future decisions regard-
ing maintenance activities(Fig. 6.1). One can use the model to simulate thousands
of possible situations that might happen in the future during equipment’s lifecycle to
see how factors like weather, speed, vibrations, or all other possible operating condi-
tions might affect the performance of the targeted equipment. This approach help in
managing the asset and optimize operations by providing valuable information to the
maintenance staff about the expected failure in advance, so they can schedule the fu-
ture intervention if needed. The modeling method need to be used however, is driven
by the intended use. When the DT model can be use to predict failure in advance and
reduce the downtime, manage spare part inventory and do the what if simulations,
etc.. it is important to carefully decide on modeling methods [4]
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6.4 The architecture developed in this work

The reason why one has to investigate how to design a suitable twin model, is
because digital twin is actually more than just "twin" of a physical system. In fact, it
becomes a key enabling technology for cybernetic manufacturing. DT can not only
be used for modeling and simulation of system development to support design or to
validate system properties [5–7], but can also support the operation, manufacturing
service for operation optimization and failure prediction. The DT paradigm shift
is suggested for on-board integrated automated vehicle health management system
enabling safety [5]. A customer-tailor model developed in this work is based on the
reference twin construction model as presented in the Fig 6.2
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Figure 6.2: Reference twin model for dynamic system
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In the Fig 6.3, a reference model is particularly design for rotating machinery
fault detection and diagnosis. The model is essentially a unique living model of the
physical system with the support of enabling technologies including multi-physics
simulation, machine learning, AR/VR, etc... This makes possible a continuous adap-
tation to the changes in the environment or operations, hence, delivers the best possi-
ble result. On the physical side, more information on the characteristic of the targeted
equipment is collected to get real working conditions. One the virtual side, several
characteristic behavior is added to the DT, thus, designers can not only visualize the
equipment, but also test its performance for fault diagnosis.

The designed model is updated based on sensible parameters and its dynamic is
updated according to the work status and operating conditions of the physical system.
Well elaborated readings on this specific point can be found in [8, 9]

6.5 Use case example 1: Integration of a fault detection
scheme for autonomous vehicles

The use case illustrated in this chapter, utilizes the automated driving toolbox
of MATLAB, aiming to assess the vision processing in the scenario where the high-
way lane is considered and the vehicle traveling within a marked lane. The Fig. 6.4
describes the 3 main blocks (scenario, vehicle and sensors) used in the analysis. All
selected elements are configured and tested in a 3D environment that includes the
radar and camera sensor model.

The model allows to steer the car to travel within a marked lane; it maintains
a set of speeds at a safe distance to a forward vehicle driving in the same lane. The
vehicle detection from the camera is fused with detection from radar to improve the
robustness of perception. The controller uses lane detection, vehicle detection, and
a set speed to control steering and acceleration. The thresholding approach for fault
identification is adopted. Cameras are mounted on the front and rear bumper, left and
right mirror, rear-view mirror, Hood and roof center. The radial distortion and tan-
gential distortion are set to zero as well as the axis skew. For the radar, the azimuthal
resolution is initially set to 0.8 degree with a range resolution of 1 m, the range rate
resolution of 1 m s−1. The radar fractional range bias component is set to 0.05 and
the detection probability is about 0.9.. The complete test bench model is presented in
Fig. 6.5. This model is inspired by the one provided by MathWorks 2021 [10]. Dif-
ferent configurations were done during the analysis; in some scenarios, for instance,
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Figure 6.3: A fault diagnosis framework based on digital twin
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Figure 6.4: The simscape scheme of the used model.
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the test was about following the lanes and avoid collisions with other vehicles.
The simulation scenario presented in the Fig. 6.4 is included in the model as a

subsystem that specifies the road, the vehicle, the camera sensor, and the radar sensor
used for the simulation.

Figure 6.5: The test bench model holding all simulation modules

In Fig. 6.6 (a), one can see the lateral offsets of the detected left and right lane
boundaries. The detected value is close to the ground truth, which happens to be
around 2.5 meter in this simulation. The deviation is slightly tiny, about 3%, which
strengthens the reliability of the simulation outcome, therefore the use of the camera
lonely for lane detection.
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Figure 6.6: lateral results

Fig. 6.6 (b) shows the lateral deviation of the ego car where the start point is
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the centerline. In the optimal situation, the lateral deviation is supposed to be equals
to 0 m, which implies that the ego vehicle perfectly follows the centerline. However,
slight deviations might appear if the vehicle changes the velocity to avoid probable
collision with another vehicle on the road. Fig. 6.6 (c) presents the relative yaw angle
between the centerline of the lane and the ego vehicle. The relative yaw is near zero,
which implies that the car’s heading angle matches the centerline’s yaw angle. One
can see in Fig. 6.6 (d) the steering angle of the vehicle, which presents a pretty smooth
profile.
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Figure 6.7: Longitidunal result

The distance between the MIO and the ego vehicle can be seen in the Fig.6.7
(a). In fact, the ego vehicle moves towards the MIO and gets close to it. In some
situations, it is possible to observe that the ego vehicle exceeds the safe distance. In
the relative longitudinal velocity as presented in the Fig.6.7 (b), the vehicle detector
only manage to detect positions, the tracking algorithm should be improved at this
point, however, it is interesting to see how one can still estimate the velocity. The
Fig.6.7 (d) points out an critical aspect that autonomous cars still dealing with namely
speed regulation based on tracking objects. The plot shows the vehicle ego at the
beginning follows the set velocity. When the MIO slows down to avoid a collision,
the ego vehicle slows down as well.
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6.6 Use case example 2: Building a parameter estimation
model for centrifugal pumps fault detection and classi-
fication

6.6.1 The used strategy

For this study the measurements are taken from the nominal operation of the
machine, the parameters of the model are estimated and their uncertainty is quanti-
fied [11]. The acquired measurements are used to re-evaluate the parameters and the
resulting estimates are compared to their nominal values. The Fig. 6.8, presents a
schematic representation of the used pump where inputs and outputs can be visual-
ized.

Torque (Input)

Impeller

Discharge (Output)

Suction

BearingsSeal with clearance gap

Figure 6.8: Schematic representation of the pump model investigated where input
and output are shown

The study uses the common practice used for pump calibration and supervision
of operating pumps at a constant speed and recording the static head of the pump and
the fluid flow rate. An increase in flow rate results in a decrease in pump head. The
pump head characteristics are then compared to the values provided by the manufac-
turer. Differences may indicate the probability of faults.

The observed changes is suggested to be turned to quantitative information. A
reasonable approach is to fit a parameterized curve to the head-flow characteristic. By
utilizing the governing equations of pump-pipe dynamics, and applying a simplified
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torque relationship, the following equations are obtained:

H(t) = hnnω
2(t) − hnvω(t)V̇(t) − hvvV̇2 (6.1)

JP
dω
dt

= φI2(t) − M f0 − ρghth1ω(t)V̇(t) (6.2)

L2
dI2(t)

dt
= −R2I2(t) − φω(t) + U2(t) (6.3)

and the least square estimation parameter can be expressed as:

Mp ≈ k0ωV − k1V2 + k2ω
2 (6.4)

The measured signals are naturally U2,I2 respectively the armature voltage
and the armature current. V̇ , the volume flow rate, ω the angular velocity, and
H pump total head. In the Eq. 6.4, parameters to be estimated are depicted.
hnn, hnv, hvv, k0, k1, k2 are parameters to be estimated. If one measures ω, Q, H
and Mp the parameter can be estimated by linear least squares. These parameters are
the features that can be used to develop a fault and diagnosis algorithm. The Fig. 6.9
presented the flowchart which summarized the suggested diagnosis approach.

6.6.2 Used data and preliminary comparisons

The data used are retrieved from Mathworks Fault Diagnosis dataset [11]. The
data was recorded while the driver runs at the nominal speed of 2900 RPM, where the
pump uses a coupling power transmission. The table 6.1 illustrates how the values of
k0 and hnn decreases when the measured clearance gap is larger than nominal value.
However for a small clearance, one can notice a larger value of k0 and hnn.

Table 6.1: Parameters and investigated faults

k0 k1 k2
Healthy 3×10−4 0.017 2.821×10−7

Large Clearance 3×10−3 0.016 3.029×10−7

Small Clearance 3×10−4 0.016 2.667×10−7

hnn hnv hvv
Healthy 5.11×10−6 8.615×10−5 0.011
Large Clearance 4.849×10−6 8.362×10−5 0.011
Small Clearance 5.368×10−6 8.476×10−5 0.009
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Figure 6.9: The suggested strategy flowchart

Furthermore, one can observe that k2 and hvv decrease for small clearance gap
and increase for large gap. To diagnose the faulty pump, the measurement of speed,
torque and flow rate were collected for the different invested conditions. For instance,
when the introduced fault is in the clearance ring, the measured head characteristics
for the pumps indicate a significant change in the profile.

Based on initial observations, one can notice changes in parameters which can
be interpreted as sign of possible faults. But, even a CP in healthy condition may
exhibit variations in the measurements due to the measurement noise, fluid contami-
nation and viscosity changes and eventually the torque and slip characteristics. These
variations introduce uncertainty in estimated parameters, k0, k1, k3, hnn, hnv and hvv in
the case of this paper. The Fig. 6.10 displays the parameters uncertainty as 85%
confidence regions.

The ellipsoid is the actual region of confidence of healthy pump parameters.
This allow to establish the comparison between values corresponding to healthy state
and faulty states. In the table 6.2, measured signals are divided in chunks of 50 runs.
One can visualize the repeatability of all the estimated parameters in different fault
stages.
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Figure 6.10: Torque parameters where the ellipsoid indicates the confidence regions
of healthy pump

Table 6.2: Estimated parameters repeatability

Chunk 1 Chunk 2 Chunk 3 Chunk 4 Chunk 5 Chunk 6 STD

Healty
hnn 5.081 ×10−6 5.095×10−6 5.095×10−6 5.158×10−6 5.132×10−6 5.094×10−6 2.943×10−8

hnv 1.071 ×10−4 1.224×10−4 1.022 ×10−4 1.205 ×10−4 1.102 ×10−4 1.076 ×10−4 3.135×10−8

hvv 0.008 0.007 0.009 0.007 0.008 0.008 4.991×10−8

Small Clearance Gap
hnn 4.360 ×10−6 4.385 ×10−6 4.326 ×10−6 4.330 ×10−6 4.297 ×10−6 4.360 ×10−6 8.029×10−6

hnv 1.080 ×10−4 1.141 ×10−4 9.778 ×10−5 8.748 ×10−5 1.037 ×10−4 9.093 ×10−5 1.0196×10−5

hvv 0.009 0.008 0.009 0.008 0.009 0.010 8.385×10−6

Big Clearance Gap
hnn 4.785 ×10−6 4.838 ×10−6 4.839 ×10−6 4.853 ×10−6 4.844 ×10−6 4.939 ×10−6 7.527×10−4

hnv 8.493 ×10−5 9.481 ×10−5 9.923 ×10−5 1.103 ×10−4 9.239 ×10−5 9.581 ×10−5 7.527×10−4

hvv 0.010 0.010 0.009 0.010 0.009 0.009 5.477×10−4
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6.6.3 Discussion and observations

One of the challenge in CP monitoring, is to accurately estimate how much
height that CP can lift the fluid. The Fig 6.11 presents a plot where apparent variation
in the pump characteristics (the discharge and head) can be seen. This is critical to
evaluate the CP capacity to properly operate.
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Figure 6.11: The measured discharge and head with alternative valve position

The discharge rate can be seen based on alternative valve position. One can
observe a progressive increase in the head parameters whereas the discharge decrease
with high values of the valve position. In the Fig 6.12, faults mode histograms for
different used parameters (hnn, hnv, hvv) are presented. Changes in clearance gap can
be split into large and small. One can see that the parameter hnn presents a better
separation respect to the rest.

For torque parameters presented in the Fig 6.13, it can be seen that, individual
separability is not good. A persistent variation in mean values and variances can be
be observed.

Given that the Probability Distribution Function (PDF), can exibit a useful
information on the separation in the mean or variance, we utilized likelihood ratio
test to rapidly assign a test dataset to most likely mode. If we consider that available
parameter sets as test samples for mode prediction, assign the predicted mode as
belonging to one of which the joint PDF has the highest value.One can display the
results and comparing the true and predicted mode in a confusion matrix.

As expected, the confusion matrix shows a perfect separation between the tree
modes as seen in the histograms for the parameters hnn with an accuracy roughly
about 99%. The result is not the same for the torque parameters, but still the success
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Figure 6.12: Histograms for head parameters

Figure 6.13: Histograms for torque parameters



114
Chapter 6. Digital twin-driven artificial intelligence for fault detection and

identification

(a) Pump head confusion matrix

(b) Pump torque confusion matrix

Figure 6.14: Confusion matrices for the torque and head

rate is high about 97%. This is justified by the fact that the PDF value calculation is
affected by mean and the variance.

6.7 Conclusion

This chapter paws paths for the use of techniques based data mining and arti-
ficial intelligence in order to incorporate on a the digital twin model and help in the
evaluation of the current condition of a given system and more importantly to predict
future behavior, refine the control, or optimize operation by detecting and identifying
faults as early as possible without necessarily have to access the system physically.
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Chapter 7

Conclusions and outlook

This PhD thesis aimed to explore possibilities offered by advanced engi-
neering methods used in condition monitoring. The first step was to circumscribe
fundamentals of fault detection and diagnosis before tackling aspects related to
signal pre-processing. Having established that detection and diagnosis are precise
as the quality of the data on which they are based is better, the specific objectives
of this thesis were to contribute to the elaboration of adequate pre-processing
approach to be applied to measurable signals with potentially great capability to
extract information from the targeted equipment. The main focus in this work
was rotating machines. The contributions of this research are both methodological
and experimental. Through the an evidence-based approach, we demonstrate that
condition monitoring by means of signals on a large class of industrial application
still a subject of disagreements both in scientific and industrial community due to
cyclostationariy and non-starionarity characteristic of most of these signals, whereas
most of signal processing methods are designed for stationary signals. The work
demonstrate also that feature extraction is a delicate task, because an error at this
level can be misleading in detecting a potential fault threat.

At the experiment level, measurement data from experiment campaign, numer-
ical simulation and from open repositories where used to point out challenges besides
different approaches. A particular stress has been done on the measurement obtain
in chapter 3, where the spectral analysis of the envelope signal reveals itself to be a
powerful and accurate tool for bearing fault detection because of lesser complexity,
computational time, and lesser cost. This research’s contribution at methodological
level can be summarize follow :
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• Extension of traditional pre-processing approach by applying enhanced
cascades-based methods

• Visual representation of spectrum by displaying them as vectors of cyclical
frequencies.

• Addressing the evaluation question of the diagnostic system by combining the
process with cascades methods before implementing a classification algorithm.

• Establish a foundation on requirements and a realistic scheme for building a
digital twin model for fault detection.

It was demonstrated that, most presented cascade methods primarily require
a set of parameters well defined. However, some enhancement at implementation
level made them take few parameters, hence, provide suitable adaptability to the
signal. The parameters selection was limited and had less influence on the denoising
performance. Interesting benefits of using cascade methods were pointed out, such
as the transformation of the signal without fault to the null signal.

Developing visual representation was motivated by observations made on
traditional time-frequency analysis which concluded that, these techniques were
mainly analysis tool as opposed to processing tools. In addition, traditional methods
do not offer a versatile methodology that can be apply to all mechanical signals
in all situations. The idea here was fundamentally borrowed from the field of
thermodynamics to identify nonstationary events of different nature by locating more
precisely and specifically demodulation frequencies, which might be of considerable
use for several fault detection and diagnosis scenarios. It was found that high values
appear in a set of frequency bands. The study demonstrated that, the processing effort
grows then proportionally with the number of frequency bands where the signal has
to be demodulated. In the case of fault like BPFI, it was shown that the negentropy
gives more information even for a shallow size of fault and allows the localization
of meaningful frequency bands. The analysis done using spectral correlation, on the
other hand, suggested that the approach may not always be indicative of the severity
of the bearing faults. However, it can be used as a monitoring tool because its value
always reads higher for a faulty bearing than for a healthy one.

Another thing done is this research was to utilize PCA for feature selection,
so that the most informative futures could be used to train the model. The proposed
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models were tested for different operating conditions using front bearing’s outer ring
of the motor and broken bars faults. Based on the experimental outcomes, combining
cascades methods and machine learning algorithms drastically improves the result in
terms of effectiveness and accuracy, whereas most of classification algorithms hardly
exceed 90% of accuracy, the result obtained in this easily reached 94.3% of accuracy.
On the other hand, method such as EEMD is an adaptation of signal processing
method with anti-aliasing effect, which is usually suitable for transient impact.
Combining this with the presented machine learning algorithms, demonstrates the
superiority of the approach on previous studies which hardly performed well on
limited data set. A non-exhaustive insight providing useful patterns on how to
approach digital twin model design was lastly discussed as well as a reference model
for rotating machines.

The future of condition monitoring lies in the integration of innovative meth-
ods as presented in this work. The physical models of degradation, reliability models
and methods based on digital twins are ways to prevent the development of faults.
However, given the uncertainties of most of models, it can happen that fault devel-
opment gets hard to prevent and faults might happen earlier than predicted by these
model. In these situations, measurement-based methods must be used to update these
models and take into account and take into account the fact that the defect has already
been initiated.
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