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Overview

Molecular dynamics investigations of
drug-cell membrane interactions

Chapter |

Lipid membranes: structure and function }

HSP co-inducers may alter the membrane
physical state causing the reversion of
pathological state
Chapter llI-IV

The effect of HSP co-inducers derivatives
on lipid rafts is influenced by the CHOL
content
Chapter V

Physical state of lipid membranes can
modulate the activity of embedded
proteins and vice versa
Chapter Il

Study on the anti-inflammatory effect of
an arachidonic acid derivative
Chapter VI

This thesis is about lipid membranes. In short, the work is organized with an

introductory description of lipid membranes, with a special attention to their

physical state (Chapter 1). Membranes represent an additional level of signal

control, since the particular organization of lipids can significantly modify the

conformation, and therefore the function, of membrane proteins.

One of my aims was to understand how the physical state of lipid membranes

can modulate the activity of embedded proteins and vice versa. To this end, |

studied the mechanisms underlying the interaction between lipid moieties of G

protein subunits and membranes with different phospholipid composition

(Chapter 2).




The physical state of membranes can also be modulated by fluidizers. | have
taken into account a group of extremely active anticancer drugs belonging to the
class of hydroxylamine, which artificially alter the membrane physical state of
stressed cells and restore homeostasis (Chapters 3-4). In Chapter 5 | consider the
importance of sphingomyelin/cholesterol ratio in tuning the bilayer fluidity.

During the three years of my work | have dealt to several fatty acid molecules.
Among others, | have studied the effect of lipid chain polyunsaturation on the
membrane fluidity (data not reported). A molecule that proved high in vivo anti-
inflammatory effect was a derivative of arachidonic acid (AAOH). Since this acid
is the natural substrate of cyclooxygenases, in Chapter 6 | show some results of

docking and quantum mechanical calculations of the interaction AAOH-COX-1/2.



During the last two decades, evidence has been gathered showing that the
plasma membrane lipid composition and structure play key roles, as a medium
for proteins to function and as structural scaffolding for cells.

At the same time, the protein activity is influenced and, in some cases,
modulated by the physical state of membranes. The interest of computational
biologists has recently focused on the active roles of phospholipids in affecting
the behavior of membrane proteins [1, 2], the assembly of protein-lipid arrays [3,
4] and the mediation of protein-protein interactions [3, 4].

Several essential cellular activities depend on proper membrane function. Thus,
membrane lipid composition and membrane physical state have received
significant attention in the past years [5, 6]. Membranes have fluidity properties
that permit the cell to sense changes in temperature, pH, osmotic and
atmospheric pressure. Abrupt changes in the environment can cause
modifications of membrane structure and, consequently, loss of physiological
functions [7].

Moreover, multiple changes in membrane lipid composition occur during
pathological conditions (such as cancer [8] or degenerative diseases [9]) or
alterations in diet [10] and ageing processes [11, 12]. Each of these changes
leads to membrane remodeling and to alterations in the organization and
dynamic properties of membrane lipids. As a consequence, the activities of many
membrane-associated proteins and transporters also change dramatically [13-
15].

Despite the obvious involvement of lipids in human pathologies, therapies and

drugs currently used or in development are not usually focused on membranes.



Therefore, it is conceivable that molecules capable of interacting with membrane
lipids may induce modifications in membrane composition, protein function or
gene expression and reversion of the pathological state. Most current clinical
drugs are designed to interact with proteins, so that they are usually referred to
as chemotherapy (cure with chemical compounds) agents. Membrane-lipid
therapy is a relatively novel approach involving regulation of the membrane lipid
structure/composition [16]. The overall strategy of this approach is similar to
conventional chemotherapy in that the final effect of the drug is modulation of
activity of a protein and subsequent regulation of gene expression to produce
changes in the cell’s function to reverse the pathological malfunction. Far from
being applicable only to rare or infrequent diseases, lipid therapy could
potentially be used alone or combined with other therapies in the treatment of

some major pathologies.



1. The structure of cell membranes

1.1 Biological membranes

The biological membranes, or biomembranes, carry out the function of “barrier”
that not only divide the cell from the environment, but also the internal cell
volume into comparably isolated compartments such as nuclei, mitochondria,
chloroplasts, endoplasmic reticulum and the Golgi apparatus [17].

Membranes are built of a double layer (often called “bilayer”) of phospholipid
molecules practically impermeable for ions and polar molecules. The lipid bilayer
includes numerous intrinsic protein molecules and molecular complexes,
involved in transport processes across membranes, like pumps and channels for
ions and molecules.

The thickness of a membrane is about 5nm, extremely thin compared to the
typical dimensions of cells (several 10 um). Such membranes are flexible and
heterogeneous, and their properties depend on temperature, pressure, electrical
field, pH, salt concentration, but also the presence of proteins and protein
conformation. For this reason, the physical state of a biological membrane
depends on all thermodynamic variables.

Our understanding of the structure and properties of biomembranes has
increased steadily since 1895 when Ernest Overton first described the cell
membrane as a covering structure made up of lipid molecules. Years later, in
1925, Gorter and Grendel concluded that the erythrocyte membranes were

formed by two lipid layers [18] and, in 1972, Singer and Nicolson’s fluid mosaic



model represented a qualitative leap in our understanding of the membrane
structure and functionality [19]. Nowadays, the lipid membrane is no longer
defined as just a passive film that blocks the passage of water and solutes, and in
which the ‘truly’ regulatory elements (proteins) are inserted. The development
of novel biophysical techniques has made it possible to attribute new properties
to membranes not previously defined in Singer and Nicolson’s model [20, 21].
The complex dynamics of the plasma membrane goes far beyond the basic
functions, since it also participates in lipid-lipid and lipid-proteins interactions.
These interactions modify the lipid bilayer itself, influencing protein activity. In
turn, the presence of proteins also affects the structure of membranes.

The protein density seems to be higher than was originally thought, and lipids
and proteins are clearly not homogeneously distributed since lipid-lipid, lipid-
protein and protein-protein interactions induce the formation of domains of

specific lipid and protein compositions.

Figure 1: Schematic representation of a biological membrane with various lipids in different physical
states and embedded or adsorbed proteins [6].



In addition, interactions between different molecules and cytoskeletal proteins
also play an important role in defining membrane microdomains.

Singer-Nicolson’s model did not contemplate the existence of transmembrane
proteins with a hydrophobic region thicker than that of the phospholipid bilayer.
The currently accepted model postulates that proteins are not the elements that
adapt to the thickness of the membrane but rather, lipids have certain flexibility
to accommodate proteins with different sized hydrophobic transmembrane
regions. Thus, the bilayer thickness may vary over the entire surface of the

membrane.

1.2 Phospholipids

Phospholipids are an important class of biomolecules which represent the
fundamental building blocks of cellular membranes. Their structure consists of
two fatty acyl chains, each typically having an even number of carbon atoms
between 14 and 20, esterified at the sn-1 and sn-2 positions of glycerol, and
contains a polar or charged head group linked by a phosphate residue at the sn-3

position.
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Figure 2: Structure and principal classes of phospholipids.

The head group forms a hydrophilic region and determines the type of
phospholipid. The fatty acyl side chains are hydrophobic; this amphipathic
property of phospholipids provides the basis for the compartmentalization of
cells.

Common phospholipids, widely distributed in nature, are produced by further
reaction of the phosphate group in phosphatidate with an alcohol, such as
serine, ethanolamine, choline, glycerol or inositol. The resulting lipids may be
charged, for example phosphatidylserine (PS), phosphatidylinositol (Pl) and
phosphatidylglycerol (PG); or dipolar (having separate positively and negatively
charged regions), for example phosphatidylcholine (PC) and
phosphatidylethanolamine (PE).

A typical phospholipid arrangement is the presence of a saturated fatty acid,

such as palmitic or stearic acid, at the sn-1 position, and an unsaturated or

10



polyunsaturated fatty acid, such as oleic (18:1) or arachidonic (20:6) acid, at sn-2

position.

Sphingolipids constitute another class of phospholipids. A sphingolipid molecule

has the phosphatidyl-based head group structure but, in contrast to a common

phospholipid molecule, contains a single fatty acid and a long-chain alcohol as its

hydrophobic components. Additionally, the backbone of the sphingolipid is

sphingosine, an amino alcohol, rather than glycerol.

The structures of phospholipids used to prepare model membranes in Chapters

2-5 are shown in Table 1:

TABLE 1: PHOSPHOLIPID STRUCTURES OF SIMULATED MEMBRANES

STRUCTURE
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/\/\/\/\/\/\/\/“\ APTO 4
o/\(\o / N°
S 0 |
/\/\/\/E/\/\/\/\H/o .
o)
i i
P—0
/\/\/\/\/\/\/\)j\o/\(\o// \/\NH3
N O
/\/\/\/\:/\/\/\/WO H
o

11

NAME

1-palmitoyl-2-
oleoyl-sn-
glycero-3-
phosphocholine
(POPC)
1-palmitoyl-2-
oleoyl-sn-
glycero-3-
phosphoethanola
mine
(POPE)
Brain
Sphingomyelin
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Figure 3: Comparison of glycerol and sphingosine head group structure.

The size, shape, charge and chemical composition of different phospholipid
classes play a role in the formation and maintenance of the plasma membrane of
cells, as well as membranes surrounding subcellular organelles and vesicles. An
asymmetric distribution of phospholipid types within the membrane imparts
different functional characteristics between the inner and outer leaflets.

Phospholipids are essential for the absorption, transport and storage of lipids.
They are involved in stabilizing proteins within the membrane, facilitating the
active conformational structure of proteins and as cofactors in enzymatic

reactions.

1.3 Lipid composition of biomembranes

When talking about the composition of biological membranes, one has to
distinguish proteins that are encoded in the genome and the lipid composition
that is not encoded in the genome. The latter rather adapts to the environmental
conditions, partially by the control of membrane active proteins that display an

activity depending on the physical state of the membrane.
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The composition of membranes is complex. There are hundreds or even
thousands of different lipid species and further thousands of different
membrane proteins. The composition of membranes is different not only
between different species, but also between different cell types of the same
organism, and even between the membranes of different organelles within the
same cell [17].

Proteins act, e. g., as catalysts and the importance of their role seems intuitively
clear, while the role of the lipid membrane and the range of different lipid
compositions are less obvious and there is no agreement in the biophysical
community yet on what the purpose of the heterogeneity of the lipids precisely
is. Moreover, the lipid composition of the inner and the outer leaflet of some
membranes may also be asymmetric. For example, while phospholipids are
distributed equally in both monolayers of the endoplasmic reticulum, the lipid
distribution of the major membrane lipids in the inner and outer leaflets of the
erythrocyte membrane is completely different and is presented in Fig. 3. The
choline-containing phospholipids, SM and PC, are localized predominantly in the
outer monolayer of the plasma membrane. The aminophospholipids PS and PE,
by contrast, are enriched in the cytoplasmic leaflet of the membrane due to the

action of various enzymes [22-26].

13



=

=
-
=1

60

< CHOL/PL =015 < CHOL/PL=10 < CHOL/PL=01

2 ERG/PL = 01 2 ERG/PL - 05 2 ERG/PL = 01

3 30 530 3 30

£ £ 5

g g g

- o a 0 - 0 T I | m | Iﬂ 1 T
PC PE Pl PS R PC PE Pl PS SM R PC PE Pl PS CL R

ISL

B JI—PIasma
membrane

Endoplasmic
reticulum

Nucleus

@
=]

CHOL/PL=05
ERG/PL=101

Phospholipid (%)
]

Phospholipid (%)
8

o

=]

PC PE Pl PS BMP SM
IsL

Figure 4: Lipid synthesis and steady-state composition of cell membranes. The lipid composition of
different membranes varies throughout the cell. The lipid compositional data (shown in graphs) are
expressed as a percentage of the total phospholipid (PL) in mammals (blue) and yeast (light blue). As a
measure of sterol content, the molar ratio of cholesterol (CHOL; in mammals) and ergosterol (ERG; in
yeast) to phospholipid is also included. The figure shows the site of synthesis of the major phospholipids
(blue) and lipids that are involved in signaling and organelle recognition pathways (red).

It should be appreciated that the levels of signaling and recognition lipids are significantly below 1% of
the total phospholipid, except for ceramide (Cer). The major glycerophospholipids assembled in the
endoplasmic reticulum (ER) are phosphatidylcholine (PC), phosphatidylethanolamine (PE),
phosphatidylinositol (Pl), phosphatidylserine (PS) and phosphatidic acid (PA). In addition, the ER
synthesizes Cer, galactosylceramide (GalCer), cholesterol and ergosterol. Both the ER and lipid droplets
participate in steryl ester and triacylglycerol (TG) synthesis. The Golgi lumen is the site of synthesis of
sphingomyelin (SM), complex glycosphingolipids (GSLs) and yeast inositol sphingolipid (ISL) synthesis. PC
is also synthesized in the Golgi, and may be coupled to protein secretion at the level of its diacylglycerol
(DAG) precursor. Approximately 45% of the phospholipid in mitochondria (mostly PE, PA and cardiolipin
(CL)) is autonomously synthesized by the organelle. BMP (bis(monoacylglycero)phosphate) is a major
phospholipid in the inner membranes of late endosomes [27] (not shown). PG, phosphatidylglycerol;
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PI(3,5)P,, phosphatidylinositol-(3,5)-bisphosphate; PI(4,5)P,, phosphatidylinositol-(4,5)-bisphosphate;
PI(3,4,5)P;, phosphatidylinositol-(3,4,5)-trisphosphate; PI;P, phosphatidylinositol-4-phosphate; R,
remaining lipids; S1P, sphingosine-1-phosphate; Sph, sphingosine.

Besides this cross-sectional asymmetry, many membranes also show an
important lateral asymmetry.

Microdomains called “lipid rafts”, primarily occurring in nervous tissue, coexist in
a single membrane and maintain their own special biophysical properties by

restricting or impairing the intermixing of their lipid and protein components

[28].

-~

Figure 5: Lipid Rafts enriched in sphingomyelin and cholesterol.

Such domains have gained increasing interest due to their implication in many
cellular processes such as signal transduction, vesicular trafficking and viral
infection. Over a decade ago, the lipid raft was first defined as a detergent-
resistant transient microdomain composed of cholesterol (CHOL), SM,

glycosphingolipids and different proteins that attach to the lipid structure via a

15



glycosylphosphoinositol (GPI) anchor, a fatty acid modification or a hydrophobic
aminoacid sequence [29]. The carbonyl group of sphingolipids forms a hydrogen
bond with the 3B3-OH of CHOL, forming a rigid structure with the phospholipid
acyl chains fully extended, but with certain rotational and bending mobility.

Cholesterol appears to be a key player in the formation of lipid rafts. It is planar
and inflexible and would pack better with saturated fatty acid chains and could
also induce them to elongate to form lower energy zig-zag structures in which all
the methylene groups are anti. This liquid-ordered (L,) structure is more fluid
than the gel lamellar phase (Lg), although it is more rigid than the liquid
crystalline phase (L,). By contrast, a liquid-disordered phase (Lq) contains a small
amount of cholesterol with unsaturated PCs, producing a less compact structure
that resembles the L, structure. In Ly regions, the surface packing is looser than
in L, regions; it is especially loose in regions with high PE content, where proteins
with bulky membrane anchors (e.g. isoprenyl moieties) can find an appropriate

docking space for their membrane binding.

1.4 Lipid polymorphism

When dispersed in aqueous solutions, lipids can organize in different ways
depending on their molecular structure, water concentration, pH, ionic strength
or system pressure [30, 31]. Such polymorphism among lipids is important in cell
processes such as membrane fusion and fission, vesicular trafficking,
macromolecule transport through the membrane and the stabilization of protein

complexes in the lipid bilayer [32, 33]. Moreover, the way in which lipids are

16



organized affects their interactions with membrane proteins, thereby
modulating their activity [34, 35].

A lipid phase is a thermodynamic concept that defines each of the different
structural stages of matter, like water in the solid or liquid state. A lipid phase
refers to a specific conformation adopted by lipids in an agueous solution (i.e.
how lipids organize into supramolecular structures). Lipid phases may be
classified according to three criteria: (i) the type network; (ii) the packing of the
acyl chains; and (iii) the curvature of the whole structure.

The most widely used nomenclature for their designation involves the use of a
letter and a subscript, as proposed by Luzzati [36]. The type of network may be:
unidimensional, as a lamellar (L) or micellar structures; bidimensional, like in
hexagonal (H) phases, or cubic (Q) and crystalline three-dimensional (C)
structures. The subscript indicates the degree of acyl chain packing: “a” refers to
disordered hydrocarbon chains (fluid); “B”, ordered (gel); “ B’ ”, rippled-ordered;
and “c”, crystalline. In addition, the lipid structure may adopt a positive
curvature with the phospholipid acyl chains facing inward (type 1), or a negative
curvature where the acyl chains are outwards (type Il or inverted). The most
relevant lipid structures from a biological point of view are the lamellar, micellar,
inverted hexagonal (H;) and inverted cubic (Q;) phases (Figure 6). Lamellar

phases include Lg, Ly L, and Lg.
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Figure 6: Lipid polymorphism. (A) Normal micelle (type 1). (B) Lamellar structure. (C) Inverted micelle (type
11). (D) Normal hexagonal phase (H,). (E) Inverted hexagonal phase (H,). Each phospholipid molecule
consists of a hydrophilic (water-loving) head group (blue spheres) facing an aqueous environment (blue
background) and 1 or 2 hydrophobic (water-fearing) carbon tails (yellow) facing a lipid environment
(yellow background) [37].

The coexistence of large amounts of CHOL (over 20 mol%), SM and
glycerophospholipids (e.g. PC) leads to the formation of L, structures, like lipid
rafts, where CHOL and SM molecules are tightly packed.

The macroscopic lipid organization within a membrane in part depends on the
monomeric structure of its lipids [38] (Figure 7). Lipids with a cylindrical shape,
like SM and PC, form lamellar structures with a global curvature of zero. Other
lipids, such as PE, CHOL or diacylglycerol, form membranes with negative

curvature strain due to their truncated cone shape. These molecules induce the

18



formation of inverted hexagonal phases in vitro. Finally, molecules whose
hydrophilic region occupies a larger area than the hydrophobic moiety (e.g.
detergents and lysophospholipids) possess an inverted cone shape and they

induce a positive curvature in the lipid structure.

Inverted Phase

Stable Bilayer

Positive Curvature Strain ‘ Micelle

Figure 7: In the left-hand column of this figure are schematically represented three alternative bilayer
motifs. Representations of the ‘shapes’ of the lipids packed in a bilayer have been exaggerated in order to
emphasize the consequences of packing into a flat structure phospholipids that have an effectively small
head group (negative curvature strain), a head group of size comparable to the cross-section of the acyl
chains (stable bilayer) or a phospholipid with a large head group (positive curvature strain). The right-

19



hand panels indicate the types of curved structures that the corresponding types of lipids can form. Wavy
lines indicate the location of the water [34].

On the whole, biological membranes adopt a lamellar structure, though certain
transient regions with a high concentration of specific lipids may exist that
induce a local curvature other than zero. This modulation in membrane lipid
composition is essential to many cell processes including membrane fusion-
fusion [39], the formation of proteolipidic pores [40] or the binding of membrane

proteins to the lipid bilayer [35, 41].
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2. Proteins modulated by the membrane physical
state

2.1 G Protein-Coupled Receptors

The ability of cells to communicate with and respond to their external
environment is critical for their continued existence. A universal feature of this
communication is that the external signal must in some way penetrate the lipid
bilayer surrounding the cell. In most cases of such signal acquisition, the signaling
entity itself does not directly enter the cell but rather transmits its information to
specific transmembrane proteins, which communicate with additional proteins
associated with the intracellular face of the membrane. Membrane localization
and function of many of these proteins are dependent on their covalent
modification by specific lipids.

According to the human genome sequence, transmembrane proteins may
account for 30% of the total pool of proteins in the cell [42]. Among such
proteins, G protein-coupled receptors (GPCRs) represent by far the largest family
of membrane proteins involved in cell signaling. Indeed, their importance is
highlighted by the fact that these proteins are encoded by around 950 genes [43]
and that they currently constitute the main target for rational drug design [44].
GPCRs are integral membrane proteins with seven transmembrane a-helices that
are associated with three extracellular and three intracellular loops. The N-
terminal extracellular region of the protein may contain glycosylated moieties, as
well as highly conserved cysteines that form disulfide bonds to stabilize the

receptor structure. The first crystal structure of mammalian GPCR to be resolved
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was that of bovine rhodopsin [45] and, in 2007, the B,-adrenergic receptor was
the first human GPCR to be crystallized [46].

These receptors bind extracellular molecules and activate signal transduction
pathways, ultimately regulating many cellular responses. GPCRs are only found in
eukaryotes and are mostly involved in biological cell functions. This almost
ubiquitous presence in cell signaling events is due to their wide distribution in
different cell types, the diversity of agonists that they may bind (e.g. light-
sensitive compounds, chemokines, pheromones, hormones, small molecule

neurotransmitters, etc.), and the variety of downstream effector they modulate.

2.2 G proteins

Heterotrimeric G proteins, composed of a, B and y subunits, function to
transduce signals from GPCRs to intracellular effector proteins: they are thus
responsible for the initial amplification of the signals triggered through GPCRs by
a variety of messengers.

G protein signaling pathways mediate a vast number of physiological responses,
and dysregulation of these pathways contributes to many diseases, including
cancer, heart disease, hypertension, endocrine disorders, and blindness [47-51].
It is known that GPCRs bind to the membrane at defined sites in the bilayer.
When an extracellular signal mediated by an agonist ligand induces a
conformational change in the receptor, the heterotrimeric G protein bound to
the GPCR becomes activated.

For G proteins, the accepted mechanism of action is visualized as a continuous

cycle of activation and inactivation of the G protein a subunit (Ga). Agonist
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binding to a GPCR at the extracellular cell surface induces a conformational
change in the GPCR that allows it to directly promote GDP release from the
inactive Ga, which is in the heterotrimeric (afy) complex. Next, GTP binds to Ga,
and Ga and the By dimer (GPy) dissociate, giving rise to signaling-competent
GTP-bound Ga and free GPy. With the exception of the Bs subunit [52], B
subunits (GB) and y subunits (Gy) appear to irreversibly associate and exist as By
dimers, whether as free GBy or GBy bound to Ga. To complete the G protein
cycle, Ga hydrolyzes its bound GTP and then GDP-bound Ga reassociates with
GPy [47]. The overall process amplifies the original signal in a cascade, whereby a
single agonist-activated receptor can activate several G proteins, each of which
can interact with effector proteins that in turn can produce thousands of second
messenger molecules to regulate downstream proteins. The first amplification
step whereby several G proteins are activated by a single receptor molecule is
produced through the presence of a large number of inactive (pre-active)

heterotrimeric G proteins in the receptor vicinity.
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Figure 8: Various ligands use G-protein-coupled receptors (GPCRs) to stimulate membrane, cytoplasmic
and nuclear targets. GPCRs interact with heterotrimeric G proteins composed of a, B and y subunits that
are GDP bound in the resting state. Agonist binding triggers a conformational change in the receptor,
which catalyses the dissociation of GDP from the a subunit followed by GTP-binding to Ga and the
dissociation of Ga from GBy dimer [53]. The a subunits of G proteins are divided into four subfamilies:
Ga,, Gay, Ga, and Gay,, and a single GPCR can couple to either one or more families of Ga proteins. Each
G protein activates several downstream effectors [54]. Typically Ga, stimulates adenylyl cyclase and
increases levels of cyclic AMP (cAMP), whereas Gq; inhibits adenylyl cyclase and lowers cAMP levels, and
members of the Ga,family bind to and activate phospholipase C (PLC), which cleaves
phosphatidylinositol bisphosphate (PIP,) into diacylglycerol and inositol triphosphate (IP3). The GB and
Gy subunits function as a dimer to activate many signaling molecules, including phospholipases, ion
channels and lipid kinases. Besides the regulation of these classical second-messenger generating
systems, GBy and Ga subunits such as Ga,, and Ga, can also control the activity of key intracellular signal-
transducing molecules, including small GTP-binding proteins of the Ras and Rho families and members of
the mitogen-activated protein kinase (MAPK) family of serine-threonine kinases, including extracellular
signal-regulated kinase (ERK), c-jun N-terminal kinase (JNK), p38 and ERKS5, through an intricate network
of signaling events that has yet to be fully elucidated [53, 55, 56]. Ultimately, the integration of the
functional activity of the G-protein-regulated signaling networks control many cellular functions, and the
aberrant activity of G proteins and their downstream target molecules can contribute to cancer
progression and metastasis.
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5-HT, 5-hydroxytryptamine; ECM, extracellular matrix; GABA, gamma-aminobutyric acid; GEF, guanine
nucleotide exchange factor; GRK, G protein receptor kinase; LPA, lysophosphatidic acid; PI3K,
phosphatidylinositol 3-kinase; PKA and PKC, protein kinase A and C; S1P sphingosine-1-phosphate.
Adapted from [57].

GPCRs and G proteins are regulated by co- and post-traslational modifications.
Some such modifications have a relevant influence on protein-lipid interactions
and on GPCR-associated signaling such as myristoylation, palmitoylation and
isoprenylation- all of which have been observed in GPCRs [58], G proteins [59],
their effector proteins [60] and receptor kinases [61]. These lipid modifications
involve the covalent binding of acyl or isoprenyl groups of the amino acid
backbone, and they modulate the membrane structure, protein activity and
trafficking across the membrane.

As previously mentioned, the structure of lipid bilayer affects cell signaling
transduction by modulating the binding of signaling proteins to the membrane,
as well as their activity. The heterogeneous biophysical properties of lipids leads
to the generation of microdomains with specific compositions, giving rise to
membrane regions with singular physical characteristics in terms of the degree
of fluidity and curvature. Membrane proteins have a preference for different
environments in the membrane, in part since the localization and activity of
proteins is influenced by the chemical nature of membrane lipids [62, 63]. In
turn, both integral and peripheral proteins may change the lipid environment
where they are localized by modulating the degree of mobility of the
surrounding lipids, thereby modifying the properties and organization of the

plasma membrane [64, 65].
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In summary, the lipid-protein interactions related to G protein-associated
signaling are not fortuitous events, but rather they are defined processes with

important implications in signal transduction.

2.3 Lipid modification of G proteins

Both small monomeric G proteins like Ras, and heterotrimeric G proteins (Gafy),
undergo lipidation co- or post-translationally. Lipid modifications participate in G
protein-lipid interactions and they are involved in the translocation of G proteins
to membranes and further mobilization to different microdomains. Lipid
modifications of heterotrimeric G proteins involve the covalent binding of three
different types of hydrophobic molecules to the signaling protein, namely
myristic acid (MA, C14:0), palmitic acid (PA, C16:0) and isoprenyl groups (i.e.
farnesyl or geranylgeranyl (GG)).

2.3.1 Myristoylation and palmitoylation: Ga subunit lipid
modifications

Myristoylation is a co-translational modification that involves the covalent
attachment of the saturated fatty acid myristate to a glycine residue of the
protein via an amide bond (N-myristoylation) [66]. This lipid modification is
irreversible due to the chemically stable structure of the amide bond.
Myristoylation is catalysed by the enzyme N-myristoyltransferase and takes
place on glycine-2 (Gly-2) in the N-terminus of the mature Ga subunit. However,

a free N-terminal glycine residue alone is not sufficient to guarantee
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myristoylation, because substrate recognition also depends on the subsequent
amino acid sequence. In particular, the nature of the sixth amino acid seems to
be important and myristoylated proteins usually contain a serine or threonine
residue at this position [67]. Nevertheless, the presence of a myristoyl moiety is
not sufficient for stable membrane attachment [68] and moreover the majority
of Ga subunits are not myristoylated. Therefore, it is clear that this sort of lipid
modification must also have another function besides simply enhancing the
membrane affinity of a protein. For the G; family myristoylation is a precondition
for palmitoylation [69, 70], the secondary lipid modification found on Ga
subunits. In this context, the role of the myristoyl group is to facilitate an initial
contact with the membrane and to direct the Ga subunit to the palmitoylation
compartment.

Protein palmitoylation is a post-translational modification which affects most
mammalian Ga subunits. It consists in a covalent attachment of the saturated
fatty acid palmitate to cysteine-3 (Cys-3) via a thioester bond (S-acylation). This
reaction is catalysed by a palmitoyltransferase, a specific enzyme for Ga
mammalian Ras [71]. In contrast to N-myristoylation, palmitoylation is a more
dynamic modification due to its chemically labile bond, which favours the rapid
turnover of palmitoylation in the cell [72, 73]. This lipid modification occurs at
one or several cysteine residues within the first 20 amino acids of the N-terminal
domain of Ga subunits, but the specific amino acid sequence required to
facilitate palmitoylation has not yet been defined in detail. Although no
consensus signal for this lipidation has been identified, the presence of myristic
acid (in the case of myristoylated Ga subunits) or an interaction with GBy

subunits seems to be required for G protein palmitoylation.
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Besides S-palmitoylation, a palmitate molecule can also be bound covalently to

Gly-2 via an amide bond (N-palmitoylation) [74].

2.3.2 Isoprenylation of Gy subunit

Isoprenylation is a multistep post-translational process that affects all 12 known
mammalian Gy subunits. This lipidation involves the formation of a covalent
thioether bond between a farnesyl, consisting of 3 isoprene repeats with a total
of 15 carbon atoms, or geranylgeranyl group of 4 isoprenes and a cysteine in a
CAAX motif at the C-terminus [35]. This motif determines the substrate
specificity for a farnesyl or geranylgeranyl transferase. It consists of a cysteine to
be thioesterified (C), two aliphatic amino acids (AA) and one amino acid (X) that
determines the type of isoprenyl group to be bound to C. If the last residue of
the conserved motif is serine or methionine, the cysteine is farnesylated
whereas, if the last residue is leucine, a geranyltransferase modifies the protein
and a geranylgeranyl moiety is attached.

Isoprenylation of Gy subunits is an irreversible process that takes place in the
cytosol and the GBy then translocates to the endoplasmatic reticulum (ER) where
the three terminal -AAX amino acids are hydrolysed by the Ras-converting
enzyme (Rce) [75] and the isoprenylated cysteine is methylated by the
isoprenylcysteine carboxyl methyltransferase (Ilcmt) [76]. The addition of an
extra methyl group to the peptide structure seems to increase the
hydrophobicity of the protein, and consequently, its binding to the lipid bilayer.
However, these modifications are not sufficient for translocation of the GPy

dimer from the ER to the plasma membrane. Palmitoylation has been
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determined as a key signal for the trafficking of these proteins to the membrane:
indeed, the GBy dimer can localize to the plasma membrane upon palmitoylation
[77].

GPBy dimers need a Ga palmitate signal for their correct trafficking, while Ga also
needs to bind Gy for its palmitoylation and correct translocation to the plasma
membrane. In this context, Gas and Gog subunits lacking the N-terminal region
involved in the binding to the GBy dimer are neither palmitoylated nor

translocated to the plasma membrane [78].
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2.4 Interactions of lipid membranes with G proteins

Isoprenyl and/or fatty acid moieties in G proteins and GPCRs are not the only
lipid-protein interactions in GPCR-associated signaling. The regions of lipid
membranes to which these proteins are bound also constitute a meeting point
between lipids and proteins. The regulatory effect of these lipid-protein
interactions are bidirectional and as such, both the activities of G proteins and
GPCRs can be modulated by the lipid environment in which they are localized,
while these proteins are also capable of modulating the lipid structure and the
organization of the membrane [79].

Since the regulatory influence of these lipids on the binding of G proteins to
bilayers has not yet been studied [80-83], the first part of the present work was
designed to study the effect of the lipids bounded to G proteins on the structural
properties of membranes to model membranes with lamellar and non-lamellar
prone lipid structures.

In particular | studied the effects of palmitic alcohol (POH), myristic alcohol
(MOH), PA, MA and GG on two all-atom lipid bilayer used as symmetric

membrane models.

2.5 Materials and methods

The first membrane was made of POPC and it was a model of a lamellar prone

bilayer. The second membrane contained POPC and POPE in a 6:4 proportion,
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similar to that found at the inner leaflet of the plasma membrane. Five molecules
were added to both membranes: GG, MOH, MA, POH and PA.

GG, MOH and POH had zero charge, while MA and PA were negatively charged at
pH 7.4. The POPC membrane was made of 98 POPC molecules. The box
dimensions were X=149,16 A, Y=56,61 A and z=55,85 A. 33 Na“, 33 CI counter
ions and 11301 water molecules were added to reach the density of 0,997g/mL.
The POPC-POPE membrane was made of 58 POPC and 40 POPE molecules. The
box dimensions were X=148,10 A, Y=53,09 A and Z=51,52 A. 28 Na*, 28 CI
counter ions and 9825 water molecules were added.

The simulations were performed using the program YASARA [84] under NPT
ensemble at 298K and 1 atm by coupling the system with a Berendsen
thermostat [85] and by controlling the pressure in the manometer pressure
control mode.

The AMBERO3 force field was used. The geometry of the molecules was
optimized by semi-empirical AM1 method using the COSMO salvation model
[86]. Partial atomic charges were calculated using the same level of theory by the
Mulliken point charge approach [87]. Electrostatic interactions were calculated
with a cutoff of 10.48 A, and the long-range electrostatic interactions were
handled by the Particle Mesh Ewald (PME) algorithm [88] using a sixth-order B-
spline interpolation and a grid spacing of 1 A. The leap-frog algorithm was used
in all simulations with a 1.25 fs time step for intramolecular forces and 2.5 fs
time step for intermolecular forces.

The lipid bilayers were assembled and relaxed reducing the box dimension until
the Van der Waals energy of the system started to increase and the structural

parameters of the membranes compared with experimental data [89].
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The time required for a drug to cross the membrane can be a few Us, much
larger than the 50 ns afforded by the present simulations. As a consequence, the
energy evaluation of trajectories of few tens of nanoseconds cannot guarantee
that we are observing the system at equilibrium.

In order to calculate the free energy of binding across the membrane, |
generated, for each system fatty acid/membrane, 160 initial conformations
different in orientation and penetration of the molecules inside the membrane.
In order to avoid bumps and to avoid abnormal non-covalent interactions, |
downsized the added molecules to 20% of the original size and | reduced the
non-covalent interactions to 10% of the normal value. The molecules where then
placed at different position across the membrane. The size and the energy
constants were gradually brought back to normal values through cycles of
steepest descent minimization, and a cycle of annealing until the speed of the
fastest atom dropped below 500 m/s. The membranes were then heated to 310K
and an equilibration dynamics of 2 ns completed. After completion, free energies
were calculated on the last 100 ps of the 160 molecular dynamics (MD) and the
conformation with higher binding energy was chosen as initial structure for a
longer and more accurate MD run of 50 ns. The whole process to create a free
energy of binding profile was performed on a newly designed grid for scientific
calculation [www.yadamp.unisa.it/grimd2].

The binding energies of fatty acids were calculated after minimization and
averaging the last 30 structures spanning 10 ns. The lateral pressure profile was

calculated as described in [90].
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2.6 Analysis

2.6.1 Binding energy

The binding energy is obtained by calculating the energy at infinite distance
(between the selected molecule and the rest of the system, i.e. the unbound
state) and subtracting the energy of the system (i.e. the bound state). The more
positive the binding energy, the more favorable the interaction in the context of
the chosen force field. In some other programs like AutoDock, more negative
energies indicate better binding. The reason is that these programs do not report
'binding energies' (the energy required to disassemble a whole into separate
parts, usually positive), but instead 'energies of binding' or 'free energies of

binding' (the energy change upon binding, usually negative).

2.6.2 Lateral pressure (stress) profile

In a "self-assembled" membrane, i.e., in the absence of any lateral constraints,
the bilayer is free to adjust its molecular area (expand or contract laterally) so as
to minimize its free energy. In other words, once equilibrium is reached, the sum
of the forces acting in the plane of the bilayer (lateral pressures) is essentially

Zero.
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Figure 9: Distribution profile of lateral pressure.

However, since the bilayer is of finite thickness, the various contributions to the
total lateral pressure will in general act at different depths; positive lateral
pressures occurring at some depth must therefore be balanced by negative
pressures (tensions) elsewhere. To be more explicit, we should imagine dividing
up the bilayer into thin planar slices. Within a slice centered at a depth z in the
bilayer, a nonzero local lateral pressure m(z) may exist, constrained only insofar
as the sum of the pressures over the thickness of the entire bilayer gives the
total lateral pressure, which must be zero: 3, m(z) = 0. While there is as yet no
direct measurement of these localized lateral pressures, there is both
experimental and theoretical evidence of their magnitude and distribution with
respect to depth in the bilayer. For example, the curvature elastic properties

(spontaneous curvature and curvature elastic moduli) of bilayers are integral
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moments of the pressure "profile" (i.e., its depth-dependence) and its curvature
derivatives, as discussed below.

The nonzero lateral pressure profile ni(z) arises in large part from the competition
between contributions of opposite sign: a tension (negative pressure) largely
localized near the interfaces, and more broadly distributed positive pressures
arising predominantly from chain conformational entropy, as well as from head
group repulsions. The interfacial tension derives from the large free energy cost
of contact between hydrocarbon and water at each of the two
hydrophilic/hydrophobic interfaces. This contribution to the free energy is
approximately proportional to the area of interfacial contact, the constant of
proportionality being roughly 0.5 J per m? of interface (equivalently, a constant
interfacial tension of g= 0.5 N/m = 50 dyn/cm), using a typical value for fluid
hydrocarbon/water interfaces. Acting alone, this contribution would induce the
bilayer to minimize the area per molecule, e.g., for saturated chains, to align the
chains in their all-trans configuration. However, the chain conformational
entropy, which reflects the degree of chain conformational disorder, also makes
a large contribution to the free energy of the bilayer. In contrast to the interfacial
free energy, the chain conformational contribution to the pressure depends
sensitively on molecular area. This pressure is very large at small molecular areas
(when the acyl chains are necessarily very orientationally ordered, so even a
small increase in molecular area allows for a large increase in conformational
freedom), but at larger areas per molecule, at which the chains are already quite
conformationally disordered, the change in entropy upon lateral expansion is
much smaller. (The entropy eventually goes through a maximum with increasing

area, beyond which the conformational freedom of the chains is reduced). It is
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important to note that upon lateral expansion, the volume occupied by the lipids
changes very little, since the energetic cost of creating free volume (the increase
in Van der Waals energy among the hydrocarbon chains) would be enormous;
rather, the bilayer thins as it expands laterally, the chains becoming increasingly
bent and intertwined, thus able to sample more of the enormous number of
their configurational states, while filling up all the space in the bilayer interior at
roughly constant bulk density.

The free energy minimum that defines the bilayer equilibrium derives from the
compromise between these opposing forces, at which the pressures arising from
interfacial tension and chain conformational (and head group) interactions are
just balanced.

A rough estimate of the magnitude of the lateral pressures in the bilayer interior
is readily obtained by noting that the sum of the lateral stresses distributed over
the hydrophobic interior of the fluid bilayer (ignoring head group contributions)
must balance the pair of interfacial tensions at the interfaces. Using g = 0.5 N/m
as the tension of each interface, the chains must generate an opposing lateral
pressure of equal magnitude distributed over the hydrophobic interior of the
bilayer, of thickness (2h) somewhere in the range of 25 A to 30 A. The lateral
pressure density (force per unit area), i.e., the lateral pressure (force per unit
length) per unit thickness of the bilayer is thus on average roughly 2g/2h = 350
atm. While other contributions to the lateral pressure will alter this number
somewhat, it nonetheless provides a measure of the magnitude of the lateral
pressure densities acting upon an inclusion such as a protein or peptide

aggregate that passes through the bilayer interior. The actual pressure profile
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will be nonuniform, in a manner that depends sensitively upon the molecular

composition of the bilayer.

2.7 Results

2.7.1 Binding energies

| have calculated the free energy of binding of GG, PA, POH, MA and MOH
inserted in membranes of POPC and POPC-POPE. Since MA and PA are negatively
charged at pH = 7.4, they exhibit binding energies larger than GG, POH and MOH.
In the computational analysis, | decided to overcome this problem by comparing
the corresponding alcohols MOH and POH with GG. This was done for two main
reasons: GG is a neutral molecule and the comparison between molecules with
charged head groups would unavoidably overlook the differences between the
branched tail of GG and the linear chains of myristic and palmitic acids.
Secondarily, the carboxylic group of MA and PA experiments a strong pKa shift
when moved from water into membrane surface. As consequence, MA and PA
become partially or totally protonated depending on their concentration.

| decided to measure the effect of the addition of a single molecule, posing the
accent on the capability of different tails to alter the physical state of
membranes. In Fig. 10 the differential free energies of binding of GG, MOH, POH

are shown.
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Figure 10: Differential free energy of binding.

The difference in free energy of binding, calculated in water and in membrane,
gives an indication of the propensity of a molecule toward a lamellar prone or
Hy-prone (PE-rich) membranes. GG shows a high propensity for PE-rich
membrane. The free energy difference is of circa 20 kcal/mol, high enough to
suggest a segregation of GG moieties in H,-prone domains.

The binding of GG with POPC membrane is slightly negative. The hydroxyl group
of GG prefers the aqueous phase where it can hydrogen bonds better than with
the membrane surface, whereas the isoprenylated chain prefers the membrane
core: therefore the two effects are opposite and quite similar in the absolute

value.
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The free energy difference of MOH between the two membranes is roughly
equal to GG, but MOH has preference for POPC membrane. Even higher
propensity for lamellar membranes is shown by POH.

These results suggested that a mixture of GG and POH or MOH should rapidly

segregate in different membranes.

2.7.2 Lateral pressure profile

The addition of fatty acids can also substantially change the membrane
organization. The lateral pressure profile, arising from the inhomogeneous
nature of lipid bilayer, can be capable to regulate membrane protein
functionalities.

| have calculated the lateral pressure profile for POPC and POPC-POPE

membranes after addition of the examined fatty acids.

39



500

300 *
(Y o
100 ..'
‘g LN B Bt B | IIIIjIIIIIIIIIIIIII Lol M S S D SR SN BN BN N B E |
£100 42 -36-30- 12 -
g .
> .
2300 ’ 7
g J: 3
a °
-500 . eeee POPC
V === POPC-GG
-700 POPC-MOH
e POPC-POH

-900
Distance from the center of the membrane (A)

Figure 11: Lateral pressure profile of POPC membrane, pure and after FAs addition.

500
300
100
5
£-100 -4
g
2
§-3OO
a
-500
o eee POPC/POPE
700 ——— POPC/POPE-GG
e POPC/POPE-MOH
POPC/POPE-POH
-900

Distance from the center of membrane (A)

Figure 12: Lateral pressure profile of POPC-POPE membrane, pure and after FAs addition.

40



In Fig. 11-12 the pressure profiles of POPC and POPC-POPE membranes without
fatty acid addition is indicated with blue dots. The integral of the profile is zero,
corresponding to a relaxed membrane with zero surface tension. The
comparison of the two diagrams suggests that the addition of only one molecule
is not capable to alter the pressure profile of H-prone membranes.

The POPC membrane has an altered stress profile after addition of a single
molecule. The alteration induced by GG is more evident and involves also the
membrane core and the inner layer organization. The asymmetry in pressure
profile can induce a spontaneous curvature in the membrane.

Hi-prone membranes seem to resist better than lamellar-prone membranes to

the perturbation of a fatty acid, regardless its nature, or its ramification.

2.8 Conclusions

The binding energies and the lateral stress profiles suggest that the addition of
GG to a membrane consisting of two domains, respectively lamellar-prone and
Hi-prone, would prefer the second one where it would induce only a minor
perturbation. Contrarily, MOH or POH tend to accumulate in lamellar-prone
domains, and to alter the domain physical state.

All these data are in agreement with the results obtained by the group of Prof.
Escriba. They used membranes containing 100% PC as a model of a lamellar-
prone membrane. In addition, they also examined other situations that may
resemble the bulk of the inner leaflet of the membrane (PC:PE, 6:4, mole:mole)
or discrete membrane regions or microdomains with different non-lamellar

phase propensity (different PE content). They found that an increase in the
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proportion of PE gradually decreases Ga monomer binding to model
membranes. By contrast, heterotrimeric Gafy subunits have a greater affinity for
non-lamellar (Hy;) phases. This behavior is most likely due to the GBy dimer,
which exhibits a greater affinity for membranes containing PE. Thus, the GBy
dimer would be responsible for the approach of the Ga monomer to the
receptor molecule in a Hy-prone membrane environment.

Considering that certain Ga subunits only translocate to lipid rafts upon
activation, lipid rafts represent platforms whose specific biophysical properties
are able to enhance the effectiveness of the second step of the signaling
cascade, trapping activated Ga subunits and augmenting the spatial proximity
between them and their effectors. On the other hand, dissociated GBy dimers
still maintain a high affinity for membranes with a hexagonal propensity [91],
which may also influence their distribution in native membranes. The general
observation that prenylated proteins are normally not localized to lipid rafts [92]
has also been confirmed for GBy subunits, which are excluded from synthetic
lipid rafts [93]. This indicates that the GBy dimer most probably determines the
lipid preference of heterotrimeric G proteins. In other words, the GBy dimer
determines the preference of complete Gafy heterotrimers for the hexagonal-
phase, thereby masking the lamellar membrane affinity of the Ga subunit.
Therefore, one of the functions of the GBy dimer could be to transport Ga
subunits to the vicinity of the receptor, making them available for immediate

activation (Fig. 13).
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Figure 13: Membrane structure and GPCR-associated signaling. (Upper panel) GPCRs (R) induce the
formation of hexagonal-phases (H,) in their vicinity and these non-lamellar membrane regions attract
heterotrimeric (inactive) G proteins, driven by the GBy-subunit. (Lower panel) Upon agonist (A) binding,
several heterotrimeric G proteins are activated by one GPCR (R) molecule. Thus, Ga subunits dissociate
from the GBy dimers and they are targeted to special regions of the plasma membrane, such as lipid rafts,
due to their greater affinity for bilayers with highly lamellar organized lipids. There, they may activate
their corresponding effector proteins (E1). GBy dimers remain in non-lamellar-prone regions, where they
can interact with their specific effectors (E2) and guide GRKs directly to the receptors. The latter would
promote GPCR phosphorylation leading to receptor inactivation. Adapted from [35].

G protein lipid modifications (fatty acid and/or isoprenyl moieties) are probably
involved in this effect, through which the different forms of G proteins are sorted
into different membrane domains.

There is considerable evidence that the biophysical properties of the lipid bilayer
modulate the activity of membrane proteins. The specific localization of

membrane proteins is crucial for cell signaling because, in each membrane
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microdomain, a given molecular entity (e.g. GPCRs, G proteins, etc.) may interact
productively with different upstream and downstream signaling proteins. By
extension, drugs targeted to membrane lipids can be used to regulate membrane
structure and to reverse pathological malfunctions whose etiology is associated
with alterations in membrane protein signaling. This approach has been called
Membrane-lipid therapy and it has been successfully applied to the
development of drugs for the treatment of cancer, obesity, hypertension,

neurodegeneration, inflammation, metabolic diseases, etc. [94, 95].
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3. The HSP co-inducers remodel plasma
membrane rafts
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3.1 Introduction

For decades, sensing temperature changes in eukaryotes have exclusively been
attributed to the formation of unspecified thermolabile proteins, whose
unfolding recruits inhibitory chaperones (HSP90, HSP70) in the cytoplasm
activating chaperone-repressed heat shock factors (HSFs) [96]. However,
increasing evidence now shows that many stress events cause HSP induction
without commensurate protein denaturation. That recognition has led to the
“membrane sensor” hypothesis where the membrane’s physical properties and
microdomain organization play an initiating role in the heat shock response
(HSR).

Recent studies reveal the central importance of dynamic remodeling of
membrane lipid domains in response to stress sensing and signaling in both plant

and animal cells.
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Clinical conditions are associated with specific changes in the physical state and
lipid composition of cellular membranes, as well as the alteration of HSP levels in
cells. Typically, an aberrantly high level of HSPs is characteristic in cancer, and
the converse situation applies for ageing, type-2 diabetes or neurodegeneration.
Cell membranes physical state is determined by composition, temperature and
external conditions. It regulates the activity of all embedded proteins, as well as
the expression of genes involved in stress responses to keep homeostasis.

It is known that molecules capable of inducing destabilization of sterol-rich
domains formed by SM and CHOL in artificial bilayers [97, 98] may affect the
activity of certain membrane proteins. Hence, the ability of some lipophilic drugs
to affect the activity of certain membrane proteins could depend on the lateral
localization of the proteins within a membrane. Since small molecules can
interact with lipid membranes, they may also perturb the proteins contained
within the membrane [94, 99-103].

There is a growing evidence that links the production of HSPs to changes in the
lipid composition and in the architecture of membranes [104-106]. This
“membrane sensor” hypothesis predicts that, besides protein denaturation or
alteration in nucleic acid conformation, stress protein signals may originate from
the cellular membranes [106, 107].

The idea proposed is that, rather than the overall changes in the physical state of
membranes per se, the remodeling of specific microdomains and/or changes in
the composition of specific lipid-protein interactions, are potentially and equally
able to furnish stimuli for the activation or attenuation of heat shock genes. A

plasma membrane-associated HSP response-refining signal can be related to the
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altered operation of various membrane-localized receptor proteins, transmitters,
lipases or other molecules [95, 108].

Lipid rafts can be considered the scaffolds of the HSR. In supporting this concept
is the observation that HSF-1 activation upon heat shock requires cholesteryl
glucoside. Importantly, cholesteryl glucoside synthetase is localized on lipid rafts
[109].

Such observations not only emphasize the importance of membranes and their
lipids in the “quality control” of the HSR, but also provide a new rationale for the
introduction of novel HSP-chaperone modulating drug candidates.

A chaperone co-inducer is a substance that cannot induce HSPs by itself, but can
enhance HSP induction in combination with other mild stresses. A chaperone co-
inducer also has the ability to lower the temperature threshold of the heat shock
response [110]. Hydroxylamine (HA) derivatives, such as Bimoclomol, BGP-15
and NG-094, represent one of the first chemical families of HSR co-inducers and
may provide suitable therapeutic candidates for many disease states since they
are capable of affecting stressed rather than unstressed cells and, therefore,
unlikely to have major side effects as is the case with many classes of current
drugs.

To determine their mechanism of action, a potential receptor interaction profile
was extensively researched, although no significant specific candidate could be
identified (a- or B-adrenergic, serotoninergic receptors, various ion channels,
etc.) however, the fact that the observed physiological activity of HA derivatives
appeared exclusively in disease conditions suggested that they might have a

novel biological target that was primarily accessible in disease or stress
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conditions. Further biochemical analysis revealed that HA derivatives were able
to facilitate the stress response and the expression of several HSPs [110].

The interaction and the subsequent function is dependent on the presence of
specific lipid species in the membrane. As such, it was suggested that they might
modify the domains of membrane-lipid phase where the thermally or chemically
induced perturbation of lipid phase is sensed and transduced into a cellular
signal, ultimately leading to an enhanced activation of heat shock genes.

In this chapter, | focus on the interactions between a HA derivative, BGP-15, with

membrane rafts of sphingomyeling-cholesterol.
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Figure 14: Hydroxylamine derivatives structures.
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3.2 Membranes construction and equilibrations

The system studied was an asymmetric membrane made of brain BSM (N-
octadecanoyl-D-erythro-sphingosylphosphorylcholine) and CHOL with/without
BGP-15 at pH=7. The BSM/CHOL membrane wase made of 30 BSM and 23 CHOL
molecules in one leaflet, and of 19 BSM and 26 CHOL molecules in the other. 5
BGP-15 molecules were added on both layers. The simulation box dimensions
were X=101.27 A, Y= 6.66 A and Z =46.26 A. 4080 molecules of water to reach
the density of 0.997 g/mL have been added. The simulations were carried out
with the program YASARA.

Membrane was built and equilibrated as described in Paragraph 2.4.1.

To study the distribution and favorable localization of BGP-15 in a lipid
membrane, | applied unconstrained atomistic MD simulations based on passive
distribution between bulk water and bilayers. | placed 10 molecules of BGP-15 at
random locations and orientations in bulk solution at the vicinity of 5-8 A from
the bilayer surface. The molecules of BGP-15 that were placed at random

distances docked to the membrane in the first nanosecond of all simulations.
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3.3 Results and discussion

3.3.1 Density profile

In characterizing the average structure of the membrane at different regions
along its normal axis probably the most important tool is the density profile of
various atoms or atomic groups. The calculation of density profiles is a rather
straightforward task: the average occurrence of the atoms of interest per
conformation has to be counted in different lateral slices of the membrane and
divided by the volume of the slice.

As highlighted in the Fig. 15, which represents the asymmetric BSM-CHOL model
membrane, it has been observed the docking of the drug at the water-lipid
interface. BGP-15 interference with the membrane could modify the relative
spatial positioning of its constituents as shown by the changes of density profile
(Fig 16). Docking of BGP-15 is induced by high cholesterol level and its
permeation is mildly influenced by the membrane composition. In addition, the
docking of BGP-15 on the membrane triggers a reorganization of cholesterol and
sphingomyelin with an increase of order of BSM in the outer layer. Furthermore,
the slight movement of cholesterol toward the surface permits an increase of

fluidity in the mid-section of the membrane (not reported).
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Figure 16: Position of BGP-15 molecules (in red) and structural changes of BSM/CHOL membranes after
addition of BGP-15. The control membrane is indicated with -; the membrane upon addition of BGP-15 is
indicated with +.
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The BGP-15 molecules reach, by diffusion, the bilayer within 1 ns and snorkel just
under the level of BSM phosphorous in the subsequent 5 ns. The permeation of
BGP-15 is mildly influenced by the composition. Since the model membrane was
built with a certain degree of asymmetry, with a higher cholesterol ration of the
outer side, it has been have observed that the docking of BGP-15 is induced by
high cholesterol level. The docking of BGP-15 molecules on the membrane
triggers a reorganization of cholesterol and sphingomyelin with an increase of
order of BSM in the outer layer. The slight movement of cholesterol toward the
surface permits an increase of fluidity in the mid-section of the membrane.

This study, in collaboration with Prof. Laszlo Vigh (Institute of Biochemistry,
Biological Research center, Hungarian Academy of Sciences, Szeged), indicates
that BGP-15 is able to permeate into the surface membranes and to associate

prefentially to CHOL-enriched lipid platforms.
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4. Effect of hydroxylamines in modulating

membrane physical state
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For decades, protein denaturation has been thought to act as a major trigger for
HSP induction. However, increasing evidence now shows that many stress events
cause HSP induction without commensurate protein denaturation. That
recognition, already described in Chapter 3, has led to the “membrane sensor”
hypothesis where the membrane physical properties and microdomain
organization play an initiating role in the heat shock response.

| hypothesize that the linkage between membrane state and HSPs is not
coincidental, but casual, as “membrane defects” are known to cause suboptimal
hsp-gene expression. | here address the effect of BGP-15, NG-094 and BMC on

cholesterol-rich distribution patterns.
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4.1 Membranes construction

The systems studied are 4 symmetric membranes made of 35 molecules of BSM
and 14 molecules of CHOL in each leaflet. Three membranes were doped with
BGP-15, NG-094 and BMC, respectively (5 molecules on both layers) to generate
four different systems: BSM/CHOL, BSM/CHOL/BGP-15, BSM/CHOL/NG-094 and
BSM/CHOL/BMC.

The BSM/CHOL membrane had simulation box dimensions of X=100.29 A,
Y=47.36 A and Z=46.78 A with 3764 H,0 molecules, 10 Na" and 10 CI.

The BSM/CHOL/BGP-15 membrane had simulation box dimensions of X=99.99 A,
Y=47.22 A and Z=46.64 A with 3835 H,0 molecules, 11 Na" and 11 CI.

The simulation box dimensions of BSM/CHOL/NG-094 were X=103.44 A, Y=47.59
A, and z=47.14 A. 3777 molecules of H,0, 11 Na* and 11 CI" have been added.
The simulation box dimensions of BSM/CHOL/BMC were X=99.99 A, Y=47.22 A
and Z=46.63. 3835 molecules of H,0, 11 Na* and 11 CI" have been added.
Membranes were built and equilibrated as described in Paragraph 2.4.1.

All the simulations were carried out with the program YASARA at pH 7.4.
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Figure 17: Figure (a) represents a slice of 10 nm of the simulation box at time t=0. BGP-15 molecules are
visible in the water. The local organization of a molecule of CHOL is shown in (b) after 20 ns. The BSM
head groups are influenced by the addition of BGP-15 and permit water molecules to reach cholesterol
molecules. Cholesterol carbons are represented in yellow, carbon in cyan, oxygen, nitrogen and hydrogen
in red, blue and grey respectively.
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4.2 Results and discussion:

In a complex membrane, the BSM-CHOL domain is in a liquid-ordered phase
where the hydrocarbon chains are largely in the all trans state. Hence, one would
expect the bilayer to have a greater thickness in this region. Atomic force
microscopy experiments indeed report a larger thickness of the raft-like domains
[111]. A method to calculate the average membrane thickness is the peak-to-
peak separation of an electron density profile, as the peaks represent the
location of electron-rich PO4* groups. The addition of HA molecules induced a
reduction of the thickness of the BSM-CHOL membranes, though only NG-094
was capable to thin the bilayer of circa 0.3 nm, while BGP-15 and BMC
maintained the thickness and the lipid packing substantially unaltered.
Interestingly, though the latter two molecules reduced the global energy of the
system resulting in the stabilization of the membranes, this was not true for NG-
094, probably because it is a slightly bulkier molecule than BGP-15 and BMC (of
circa 30 A3).

The thinning of the membrane is probably responsible for the tilting of
cholesterols observed in NG-094 (Fig. 19). BMC molecules do not alter the
orientation of cholesterols. This is a strong indication that BMC, similarly to BGP-

15 and more than NG-094, does not alter the overall order of the bilayer.
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Figure 18 Thickness (&) (a) and total potential energy (kJ/mol) (b) of the membranes BSM/CHOL. The
error bars were calculated on 20 snapshots over the last 5 ns of simulation.
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Figure 19: Orientation of cholesterol molecules respect of the normal to the membrane surface. 1
corresponds to perfect alignment. The error bars were calculated on 20 snapshots over the last 5 ns of
simulation.

4.2.1 Radial distribution function

The radial distribution function (RDF), g(r), is a useful tool to describe the
structure of a system. Specifically, it is a measure of, on average, the probability
of finding an atom in a shell dr at the distance r of another atom chosen as a
reference point (Fig. 20) [112]. Interacting systems are characterized by RDFs
that express peaks and valleys, which describe regions of high and low density,

respectively.

58



Figure 20: Space discretization for the evaluation of the radial distribution function.

The RDF for the pair Och and the BSM phosphorous (P) (Fig. 21a) is a measure of
the lateral packing of the membrane. Compared with the pure BSM/CHOL
membrane, the bilayer doped with BGP-15 shows a reduced packing, whereas
NG-094 and BMC increase the Och-P coordination.

In BSM/CHOL membranes, the cholesterols tend to limit the interaction with
water. The first peak at 3.4 A indicates that the OCh has enough space to form
hydrogen bond with one water molecule. The large hydrophobic body of the
cholesterol is covered by the head groups of neighboring BSMs (see Figure 17b)
according to the Umbrella model [113].

The RDF for the cholesterol oxygen (Och) and the water oxygen (Ohh) shows the
typical distribution with the first water shell at 2.3 A and the second water shell
at 3.4 A around the cholesterols (Fig. 21b). At larger distances no peaks are
detectable as expected in systems with low order. The Och-Ohh distance is
shorter than a normal hydrogen bond, because the water can hardly penetrate

the BSM head groups and there is no space enough to place Ohh at 2.6 A, that is
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the minimum required for H-bonding. The penetration of water is increased by

the addition of hydroxylamines that expose cholesterols to the medium.
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Figure 21: Comparison among the radial distribution function for the pair cholesterol oxygen (Och) and
the BSM phosphorous (P) (a), and for the pair Och and the water oxygen (Ohh) (b).
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4.2.2 Charge distribution

In pure BSM/CHOL membrane it is possible to measure a positive charge deep
inside the membrane and two charged regions near the membrane surface.
These two regions correspond to the NHs* and to PO,> groups of the BSM head.
The outer region of membranes is positively charged and is counterbalanced by
the presence of Cl ions in solution. The region occupied by phosphate groups
represents the main barrier to the diffusion of apolar molecules through the
membrane. The charge distribution of the solvent (not represented) shows a
fraction of Na® ions closely interacting with this region.

BGP-15 and NG-094 show an opposite behavior in the charge distribution of the
membrane. In fact, BGP-15 induces a protrusion of the NH;" group from the
membrane surface, whereas NG-094 induces a folding of the NH3" groups toward
cholesterol oxygens. The reorganization of the surface is not directly evident
from the thickness values, since the thickness is usually calculated from the
position of phosphates. BGP-15 and NG-094 modify the charge distribution
across BSM/CHOL membranes and, consequently, may alter the free energy of
binding of a protein inserted in a membrane. The variation of the free energy has
also consequences in the kinetic of the passive transport of water and other little
molecules across the membrane. The experiments clearly indicate that the three
hydroxylamines are capable to radically alter the charge distribution of the

membrane.
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Figure 22: Charge profile of the BSM/CHOL membranes. The blue line represents the charge of the pure
membrane. Solvent and hydroxylamines charges are not represented.

4.2.3 Density profile

The density profiles (Fig. 23) permit to compare the effect of hydroxylamines on
the distribution and the orientation of BSM, CHOL and water in the membrane.
NG-094 induces a thinning of the membrane (see also Figure 23a) triggered by a
higher interdigitation of BSMs and a slight movement of CHOLs away from the
center of the membrane (data not shown).

BMC and BGP-15 have a soft impact on the membrane, without substantial
alteration of the lipophilic core. BMC and BGP-15 induce a protrusion of the head

groups of BSMs (see also Fig 18a), which lead to a higher solvation of the CHOL
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oxygens. Density profiles reveal that the interdigitation in these bilayers is

directed by the long chains of BSM and that CHOL does not take part in it.
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4.3 Conclusions

Taking together, the aim of this MD study was to explore the ability of HA
derivatives to modify the physical state of model membranes of BSM/CHOL. The
concept of fluidity is far too simplistic to suit HA derivatives. In fact, due the
inhomogeneous nature of membranes, a drug can limit its effect on a narrow
part or on the whole membrane. As such, | have discussed the action of BGP-15,
NG-094 and BMC on the model membrane in terms of sterol tilting, charge,
spatial distribution and lateral packing. The results demonstrate their ability to

alter the physical state of model membranes while preserving the integrity.
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5.

Cholesterol removal upregulates specific HSP’s

In the last two years, several evidences accumulated showing upregulation of

specific heat shock proteins as consequence of cholesterol depletion.
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Figure 24: Effect of cholesterol removal in HEK293 lines (Crul et al, unpublished results).

Cholesterol depletion with methyl-B-cyclodextrin (MBCD) is commonly employed to

establish the involvement of lipid rafts in a cellular process. A strongly reduced rate of

CHOL depletion by MBCD caused by BGP-15 addition was documented in vitro.

Following the track of the previous study, | investigated the effect of different

cholesterol concentration on the physical state of raft, and the synergic effect of

hydroxylamines on raft domains.

5.1 Systems construction

Four all-atom lipid bilayer were used for models membranes made of BSM and

CHOL at different concentrations (20, 30, 40 and 50%). BGP-15 and NG-094 were
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added to each membrane to obtain a total of 12 membranes: 4 without drugs, 4
with NG, and 4 with BGP.

The 20% membrane consisted of 78 molecules of BSM and 20 of CHOL. The
simulation box dimensions were X=145,61 A, Y=47,54 A and Z=46,01 A. 20 Na*,
20 CI counter ions and 7364 water molecules were added.

The 30% membrane was composed by 70 BSM and 28 CHOL, 21 Na*, 21 CI'
counter ions and 7374 water molecules. The simulation box dimensions were
X=145,56 A, Y=47,10 A and 7=46,21 A.

The 40% membrane was composed by 60 BSM and 38 CHOL molecules. The
simulation box dimensions were X=149,40 A, Y=40,92 A and 7=43,14 A. | added
16 Na*, 16 CI" counter ions and 5778 water molecules.

The 50% membrane was composed by 50 BSM and 48 CHOL molecules. The
simulation box dimensions were X=150,90 A, Y=46,09 A and Z=45,75 A. 21 Na*,
21 CI counter ions and 7053 water molecules were added.

Membranes were built and equilibrated as described in Paragraph 2.4.1.

The simulations were carried out with the program YASARA at pH 7.4.
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5.2 Results and discussion

5.2.1 Binding energy
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Figure 25: Binding energies calculated for BGP-15 (a) and NG-094 (b) interacting with BSM/CHOL
membranes of different composition. 160 initial conformations have been generated for each membrane.
On x-axes is reported the distance in nm from the center of the membrane. The y-axes (without scale)
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represents the binding energies. On the right, the cholesterol content of membranes is indicated (20%
corresponds to red candles, 30, 40 and 50% correspond to green, blue and yellow, respectively).

The binding energies are represented with candle stick diagram. Diagrams in Fig.
25 provide two kind of information: the position on the y-axes represents the
strength of the drug-membrane interaction. Higher the value, better the binding.
Secondly, the width of candle reflects the size of the conformational space
available for the drug. Small candles mean that the drugs have few allowed
conformations in a given portion of the membrane, whereas big candles indicate
that the drug can explore more conformations. Though the hydroxylamines were
uniformly placed in the membrane, the inner part of the membranes is clearly
unfavorable for the drugs. The negative values of binding for both BGP-15 and
NG-094, and the thickness of the candles in the inner part of the membranes,
indicate that hydroxylamines cannot reach the middle point of the membrane.
The structures with the highest values of binding energies, along with the 4
membranes at different cholesterol ratio without drugs, were chosen to run a

full 50 ns molecular dynamics.
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Figure 26: Calculation of free energy of binding of BGP-15 and NG-094 with model membranes. For each
trajectory, the last 15 ns were analyzed and a snapshot was taken every 300 ps. Each dot represents the
position of the drug baricenter through the membrane and the energy of binding. The averaged position
of phosphorus atoms was taken as reference.

The trajectories have been analyzed over the last 15 ns. It was also taken a
snapshot of the systems every 300 ps. The 50 snapshots were subsequently
annealed and the binding energies calculated.

The results are shown in Fig. 26. The x-axis represents the position of the
barycenter of the drug inside the membrane. The zero on the x-axis represents
the position of the phosphorus atoms of the sphingomyelins. On y-axis is
reported the binding energy in kcal/mol. With the exception of NG-094 in

membrane with 40% and 50% cholesterol, the hydroxylamines penetrate the
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membrane and remain just under the surface, behind the phosphorus atoms.
Generally, NG-094 shows a better binding than BGP-15 with all membranes with
exception of 40% cholesterol. This is related to the position of NG-094 inside the
membranes. In fact, NG-094 induces a large perturbation in the 40% cholesterol
membrane. This is also confirmed by the RDF of cholesterol oxygens-water
oxygens of Fig. 29.

Both hydroxylamines can interact tightly with rafts: BGP-15 shows approximately
the same binding with membranes of different composition. NG-094, which has
overall a better binding than BGP-15, seems to prefer membranes with lower
cholesterol content. This observation is consistent with preference of NG-094 for

more fluid membranes.

5.2.2 Atomic energy contribution

The calculation of the contribution of each atom to the potential energies of
BGP-15 and NG-094 can give some hints on the insertion mechanism. The
contribution of an atom to the total potential energy is strongly influenced by
the surrounding.

In Fig. 27 the 9 atoms with largest contribution to potential energy are listed. The
nitrogen atom in the aliphatic ring, in both molecules, is responsible for large and
positive interaction. This nitrogen atom appears capable to sense the cholesterol

level in membrane.
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Figure 27: Potential energy decomposition. The atoms that mainly contribute to the potential energy of
the drugs are indicated as colored bars. The labels are indicated in the ball and stick representations
above.
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5.2.3 Radial distribution function
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Figure 28: Radial distribution function. (a) Water organization around P atoms of sphingomyelin in
membrane with 20, 30, 40 and 50% of cholesterol. (b) The upper curve of (a) representing the RDF of
water-P in 50% cholesterol membrane is taken as control for water-P RDF in membranes after addition of
BGP-15 and NG-094.



| have calculated RDF for water molecules around BSM phosphorus and
cholesterol oxygen. Fig. 28 (a) shows the RDF for pure BSM/CHOL membranes at
different composition. All membranes show the same organization with two
peaks at around 3.3 and 3.9 A, indicating two preferential orientation of water
around P atoms. Since the profile is not significantly different for the four
membranes, Fig. 28 (b) shows, as reference, the top line representing the RDF at
50% of cholesterol ratio. The addition of BGP-15 and NG-094 significantly alters
the distribution. In fact, for 40% and 50% membranes, BGP-15 (and in minor
extent NG-094) suppresses the water shell around P atoms. At 40% and 30%, the
addition of these hydroxylamines allows water molecules to get closer, as
indicated by an additional peak at around 2.8 A. Surprisingly, for membranes
with very low amount of cholesterol (20%), the addition of BGP-15 and NG-094
seems to have an opposite effect and, for the membrane 20% cholesterol doped
with NG-094, the RDF profile is virtually identical to the unperturbed 50%

cholesterol membrane.
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Figure 29: Radial distribution function of water molecules around cholesterol oxygens of membranes
doped with BGP-15 (a) and NG-094 (b).

Fig. 29 shows the RDF of water molecules around the cholesterol oxygens. Since
the number of cholesterol molecules is getting lower moving from 50%
cholesterol to 20% cholesterol membranes, the height of the first peak at around

2.7 Ais reducing as well. In Fig. 29 (a) it is possible to see that, at low cholesterol
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levels, BGP-15 is dramatically altering the water shell around cholesterol polar
head. Fig. 29 (b) shows the effect of NG-094 on water distribution around
cholesterol. Contrarily to BGP-15, NG-094 preserves the hydration of
cholesterols. In 40% cholesterol membranes the addition of NG-094 improves

the water organization around cholesterols.

75



5.2.4 Dynamical Cross-Correlation Matrix

BGP CONTROL

NG

Figure 30: Dynamic cross correlation matrix of sphyngomyelin phosphorous. The movement correlation of
all P atoms of the layer interacting with drug, is analyzed. Yellow color corresponds to perfect correlation,
blue corresponds to perfect anti-correlation.

The detection of transient rafts in simulated membranes remains an open issue,
since the large time scale of raft formation usually precludes the molecular
dynamics investigation. An imaging approach is often used to deduce the cluster
formation. | have calculated the dynamic cross correlation matrix (DCCM) of
sphingomyelin phosphorous, as in Fig. 30.

The DCCM shows how the movements of all selected pairs of phosphorous

correlate. The values in the DCCM range from -1 (perfectly anti-correlated) to +1
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(perfectly correlated). The values along the diagonal are always +1 (because the
motion of an atom is perfectly correlated to itself). The highest correlations of
the diagonal can indicate the presence of a cluster of sphingomyelins.

The DCCM between units i and j is obtained with the following formula:

<‘Zi * Cij)
(a2 = a?)

where d is the displacement between the current position and the position of P

(Eg. 1)

atoms in the membrane averaged during the last 10ns, and the angle brackets
indicate the average over all samples.

The DCCM matrix for membranes of BSM/CHOL shows roughly a 60% of
sphingomyelin phosphorous highly correlated. The data are compatible with
existence of early stage of lipid cluster, in which a set of atoms starts a
cooperative and coordinated motion. A high mobility could be easily associated
to fluidity but the presence of cooperative and coordinated motion, even in the
case of fast atom movements, can preserve important membrane properties
such as stress profile.

The addition of both hydroxylamines reduce the coordination extent in

sphingomyelin head groups, but BGP-15 shows a more evident effect.
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5.2.5 Membrane fluidity

Membrane fluidity is an ill-defined and misleading concept. Since a lipid
membrane is anisotropic, the “averaged” fluidity cannot capture the complex
interactions inside the bilayer and how the physical properties of membranes are
back regulated. The simplicity of the concept of fluidity is the reason for the
popular use, though the use of a property that cannot be calculated, for its very
nature, may mislead the investigator. For example, the addition of a fluidizer, as
well as a temperature increase, certainly induce an increase in the mobility of
lipid chains, but it is hard to predict which part, or section, of a membrane is
affected most. Even more important, membranes have nonlinear response to
heat stress and to the binding of drugs.
RDF and DCCM analysis helped to clarify the effect of BGP-15 and NG-094 on
membrane structure. Both analysis indicate an increase in the hydration of
sphingomyelin head groups and the losing of surface collective motion. However,
the effect of hydroxylamines is not limited on altering the tightness of the
membrane surface.
In Fig. 31, the overall mobility of all heavy atoms of the 20% and 40% cholesterol
membranes is visualized in terms of B-factor.
The B-factor is defined as:
B = 8m?%(u?)
(Eq. 2)

Where (u?) is the mean squared displacement, the most common measure of

the spatial extent of random motion. B-factor is measured in units of A* and can
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be taken as indicating the relative vibrational motion of different parts of the
structure. Atoms with low B-factors belong to a part of the structure that is well-
ordered. Atoms with large B-factors generally belong to part of the structure that
is very flexible.

The images are the result of 200 ps dynamics. The transparency, as well as the
color of the atoms, depends on the root mean square displacement. Transparent
atoms are more static, whereas more opaque atoms correspond to atoms that,

during the short interval of 200 ps, are more mobile.

% #

BGP-15 +
SM/CHOL 80:20

NG-94 +
SM/CHOL 60:40

Figure 31: Mobility of heavy atoms indicated with transparency.
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In Fig. 31 two typical situations are shown. The addition of BGP-15 to a
membrane of BSM-CHOL with 20% in cholesterol induce an increase in the
mobility of the whole membrane. The addition of NG-094 to a membrane
containing 40% in cholesterol has a more localized effect and an increase of
fluidity is observed only in the surrounding of NG-094. The localization of NG-094
may have a role in controlling the activity of membrane proteins.

A consequence of the higher layer mobility can be an altered propensity of the

membrane to interact with the transmembrane portion of protein receptors.

5.3 Conclusions

Molecular dynamics investigation on BGP-15 and NG-094 on membranes of
BSM/CHOL at different composition was extremely useful to understand some
aspects of membrane functioning.

The present work was aimed to elucidate how, and to what extent,
hydroxylamines are capable to mimic a heat shock stress in raft of
sphingomyelin/cholesterol. | have found that BGP-15 and NG-094 can induce in
membranes an alteration in fluidity similar to those induced by heat. The
calculations revealed that the alteration in atoms mobility in rafts is of several
angstroms and that BGP-15 and NG-094 affect differently the surface and the
inner part of the membranes. The analysis of the surface structure shows a
strong reorganization of BSM head groups and an increased penetration of water
under the level of phosphorous atoms. The analysis of results indicates that NG-
094 has a better penetration of the raft possibilities compared with BGP-15.

Furthermore, these simulations suggest a critical role in the aliphatic ring of both
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hydroxylamines. Moreover, | have observed that the effect of BGP-15 and NG-
094 is limited to the outer layer but the effect in fluidity can interest tens of
molecules surrounding the drug on the same layer. Since these drugs are capable
to reduce the collective motion on the surface, hydroxylamines have a potential
strong effect on microdomains reorganization. Finally, the
sphingomyelin/cholesterol ratio in raft models is critical to shape the interaction
of the drug and that a threshold concentration of cholesterol (around 40%)

might separate two different interaction mechanisms.
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6 Hydroxy arachidonic acid, a new potential non
steroidal anti-inflammatory drug

The most part of my work focused on the interaction of fatty acids with cell
membranes. Many of these molecules, in fact, have proven to be active against
certain types of cancers and other diseases.

Among these molecules it is worth to mention the Minerval® [114-118], an
analogue of oleic acid synthetized in the laboratory of Prof. Escriba, which shows
a powerful anti-cancer effect coupled with absence of toxicity or side effects.
Minerval regulates cellular activity by modulating the membrane lipid structure
of cancer cells and leads to a reduction of up to 80% in the development of lung
cancer and glioma cells.

Another promising fatty acid, which showed high anti-inflammatory activity, is a
modification of arachidonic acid: the 2-hydroxy arachidonic acid (AAOH).

Due to the similarity with arachidonic acid (AA), that is the natural substrate of
cyclooxygenase (COX), it was important to investigate the binding of AAxOH with
COX-1 and COX-2, compared to that of AA.

The docking study was performed considering flexible both ligand and receptor.
In the first part of this chapter | will briefly introduce the COX system, then | will

describe the work and | will discuss the results.

6.1 The COX system

The cyclooxygenase (COX) functions as a membrane-associated homodimer,

catalyzing the committed step in the conversion of AA to prostaglandin H,
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(PGH,), following AA's release from membrane phospholipids. An overview of

this reaction is depicted in the figure below:
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Figure 32: Prostaglandin biosynthetic pathway. PLA,, phospholipase A,; COX, cyclooxygenase; PG,
prostaglandin; PGDS, prostaglandin D, synthase; PGES, prostaglandin E, synthase; PGFS, prostaglandin F,
synthase; PGIS, prostaglandin I, synthase; TXS, thromboxane A, synthase, TXA,, thromboxane A, [119].

COX is a bifunctional enzyme with two active sites. At the cyclooxygenase active
site, COX controls the regio and stereo-selective bis-dioxygenation and
cyclization of AA to form PGG,. The reaction concludes at the entirely distinct
peroxidase site, where intermediate PGG,'s C15 hydroperoxide is reduced to an

alcohol to form PGH,.
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The genome codes two 60% sequence-identical isoforms of COX. Both COX-1 and
COX-2 catalyze the same reaction, and the discussion which follows applies to

both.

Figure 33: The two monomers (coloured green and blue) of the COX-2 dimer shown from the side.
Cyclooxygenase and peroxidase active sites are marked by AA (red) and heme molecules (orange),
respectively. Solvent molecules are shown as yellow spheres [120].

The COX reaction product PGH, is unstable [121, 122] and its bioactivity is
imparted downstream by tissue-specific synthases which swiftly convert PGH, to
other bioactive prostaglandins, as shown in Fig. 32. These prostaglandins, in turn,

bind to G-protein-coupled receptors and effect diverse biological responses

[123].
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COX inhibitors (Aspirin being most famous) are therapeutically useful as
antiinflammatory, analgesic, anti-pyretic, and anti-coagulant agents. As a group,
these inhibitors are commonly known as non-steroidal anti-inflammatory drugs
(NSAIDs). The physiological impacts of NSAIDs result from the drop in
downstream prostaglandin concentrations which follows COX inhibition. To
understand how COX inhibitors bind to the enzyme active site, it is helpful to
review both the reactions catalyzed by cyclooxygenase, and the features that
nature has evolved in the cyclooxygenase active site to bind arachidonic acid and
tightly control its conversion to PGG,.

Arachidonic acid (5,8,11,14-eicosatetranenoic acid or AA) has three bis-allylic
methylene carbons (C7, C10, and C13, located between the cis double bonds).
These carbons are readily oxidized non-enzymatically and the abstraction of a
hydrogen atom at any of these positions yields a planar pentadienyl radical. In
solution, O, molecules can add to either face of this radical, at the first, third, or
fifth carbon which bear the unpaired electron spin density. Moreover, oxygen
additions at the first or fifth carbon result in a final conjugated product which
can be configured Z,E or E,E [124, 125]. Thus, for each of the three bis-allylic
methylene carbons in arachidonic acid, an initial oxygenation can yield any one
of 10 possible hydroperoxide products.

Oxygenation is only one possible fate for pentadienyl radicals, which can also
propagate through intramolecular abstraction of other labile hydrogens, forming
rings. Alternately, pentadienyl radicals can be quenched upon reaction with non-
oxygen radical traps [126].

In contrast to these combinatorially diverse AA radical reaction products in

solution, the enzymatic bis-dioxygenation and cyclization of AA at the
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cyclooxygenase active site is strikingly specific, yielding (nearly) exclusively PGG,.
Impressively, key details of the cyclooxygenase reaction were unveiled by
Samuelsson's radio-labeling experiments in the 1960s - long before the enzyme's
isolation from tissue homogenates [127]. In part because of this work, he shared
the 1982 Nobel Prize in Medicine. Our current understanding of the mechanism
is shown in the figure below. In the following section, the mechanism will be

discussed in greater detail, in the context of COX active site structural features.
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Figure 34: Mechanism of action of COX enzyme. PGG, is synthesized at the cyclooxygenase site through a
free radical mechanism, in which two molecules of oxygen are added to arachidonic acid. The final
product, PGH2 is the result of a reduction at the distinct peroxidase site.

A tour of the enzyme active site aids a rationalization of the COX reaction
mechanism. As suggested by Fig. 34, the first requirement for catalysis is a long,
hydrophobic cavity to bind and anchor arachidonic acid in a bent conformation

[128].
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Figure 35: Schematic representation of interactions between arachidonic acid and amino acid residues
lining the cyclooxygenase active site channel. All dashed lines represent interactions of < 4.0 A between
specific side chain atoms of the protein and carbon or oxygen atoms of AA [129].

Gly-533 frames the “top” of the cavity. Mutations to bulkier residues at position
533 render COX inactive against arachidonate, though mutant COX will still
oxygenate shorter fatty acid molecules [130]. At the “bottom” of the AA binding
cavity is the constriction site - a hydrogen bonding network consisting of Arg-
120, Tyr-355, and Glu-524. Structural and functional studies suggest that Arg-120
forms a bidentate, charge-reinforced hydrogen bond with the AA carboxyl group,
anchoring it for catalysis [131]. To accomplish specific radical-mediated
cyclization, the enzyme binds arachidonate in a bent “L shaped” conformation
that favors cyclization as an intermediate radical propagation step. In radical
form, Tyr-385 specifically abstracts the pro-S hydrogen atom from C13 to begin
the cyclooxygenase reaction. Tyr-385 is ideally positioned for this, near the kink

in the bound arachidonate [130]. The cyclization step is accomplished in a region
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of the binding site that includes a number of hydrophobic residues. Most
notably, mutation of Leu-384 (or Gly-526) in this region of the binding site
impedes the ability of COX to complete cyclization [132].

Binding AA in a catalytically competent orientation is necessary, but insufficient
to explain the reaction mechanism. Tyrosine must be oxidized to a free radical
before catalysis can begin. The initiation of the tyrosyl radical begins at the heme
group bound near the COX peroxidase site. There, cleavage of hydroperoxides
activates COX via a two electron oxidation of the resting Fe** heme. The resulting
cationic, radical porphyrin binds Fe*" coordinated to the freed atom of oxygen.
This radical system has significant oxidizing potential and removes one electron
from Tyr-385 to yield a tyrosyl radical.

Abstraction of the AA 13-pro-S hydrogen by Tyr-385 results in a pentadienyl
radical, centered on C11, C13, and C15. Next, oxygen adds to the pro-R face of
C11.

The oxygen's preference for the pro-R face of C11 is not only attributable to
steric crowding of the other five possible reaction sites - but that it is also
conferred by the specific channeling of oxygen to this reaction site. Once a
dioxygen radical has added to C11, its subsequent attack of the C8-C9 double
bond is kinetically favorable [133]. C8 then attacks C12, closing the endoperoxide
ring and forming an allylic radical centered on C13, C14, and C15. The second
oxygen is added at C15 with S stereochemistry. The phenolic Tyr-385 hydrogen is
abstracted by the oxygen radical, completing the synthesis of PGG,, and
regenerating the Tyr-385 radical for another cycle of catalysis [126].

Mutagenesis implicates Ser-530 and Val-349 in the stereochemistry of the

second oxygenation, as certain mutations at these positions strongly shift the
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COX product profile from 15S to 15R PGG; [134]. A model derived from a crystal
structure suggests that Tyr-348, Phe-381, Tyr-385, and Ser-530 all work to

sterically block oxygen addition to the opposite face of the allyl radical [135].

6.2 Molecular Docking on COX enzymes

In order to avoid the search through the entire flexible conformational space of
two proteins during the docking or refinement process, | have used the
ensemble docking approach, which samples an ensemble of different feasible
conformations prior to docking.

Generally, the ensemble may include different crystal structures and NMR
conformers of the protein; in this specific work, structures were calculated using
molecular dynamics simulations.

The preparation of the structure of COX-1 and COX-2 followed the protocol of
Furse et al [136]. Crystal structures for COX-1 (pdb entry 20YE) and COX-2
enzymes (pdb entry 1CVU) were used to generate the initial models. Since in the
crystal structure of 1CVU AA is bound in a catalytically unproductive inverted
orientation, a previous theoretical model for COX-2 with a properly oriented AA
molecule was used (pdb entry 1DCX). Unfortunately, in the latter case, the
docked conformation of AA in this complex appears to be inconsistent with the
proposed reaction mechanism. The final conformation of COX-2 was used to
reorient the COX-1 structure. This operation permitted to superpose the binding
box and to easily automatize the docking screening.

The COX-2 construct used to obtain the 1CVU crystal structure has a point

mutation, His-207-Ala, which was incorporated to prevent heme binding and
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thus inactivate the enzyme. A BOG detergent molecule occupies the peroxidase
active site in this crystal structure in the absence of the heme cofactor. To create
a “catalytically competent” COX-2 homodimer model, the detergent molecule
was removed from the peroxidase active site, the His-207 residue and heme
groups were restored, and AA was repositioned in the cyclooxygenase active site
in a catalytically viable orientation. To facilitate positioning of the heme group
and substrate molecule in the COX-2 complex, the COX-2 active site region was
superimposed to a COX-1 structure. The 3.0 A resolution X-ray crystal structure
of the ovine COX-1/AA complex [131], pdb entry 1DIY, was used to generate the
initial model. Both heme and AA in the COX-2 model were overlaid on their
corresponding positions in the COX-1 complex to generate the final COX-2
substrate complex. The reorientation of AA in the COX-2 active site and
reinsertion of the heme group were quite simple and straightforward
procedures. Neither generated any unfavorable steric interactions with protein
residues, and the only structural modification necessary during the entire model-
building procedure was adjustment of the reintroduced His-207 side chain so as
to ligate the heme iron atom.

One of the four BOG detergents surrounding the membrane binding domain in
the COX-1 crystal structure is also present in the COX-2 crystal structure; the
other three detergent molecules were added to the COX-2 model to insure that
differing numbers of detergent molecules in the two complexes did not induce
different structural fluctuations during the simulations.

The COX-2 system consisted of the homodimer, two hemes, two AA molecules,
eight detergent molecules, 32776 waters and 12 sodium counterions, for a total

of 118858 atoms. Each homodimer complex was then energy minimized using a
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steepest decent gradient method to relieve any residual unfavorable steric
interaction introduced during the model building and solvation procedures. First,
the protein, substrates, heme cofactors and detergent molecules were
minimized for 300 steps while water molecules and sodium ions were held fixed.
Then, the water and ion positions were minimized for 1000 steps while the
protein-substrate complex was restrained. Finally, the full system was minimized
for an additional 300 steps. Next, each enzyme-substrate complex was restrained
during a 20 ps constant volume MD simulation, while water and sodium ions
were allowed to move freely to relax the protein hydration shell. A
thermalization procedure was then used to prepare each full system for
equilibrium MD simulation. Initial velocities for each atom were assigned from a
Boltzmann distribution at 298 K, followed by a 0.2 ps constant pressure dynamics
simulation. This procedure was repeated ten times with a different Boltzmann
velocity distribution in each cycle. This thermalization procedure serves to
distribute atomic velocities more uniformly, eliminating potential “hot” and
“cold” zones in the system. Isothermal-isobaric ensemble MD simulations were
then run for 10 ns for each complex. An additional 10 ns MD simulation was run
for AA in a periodic water box with a sodium counterion, to establish baseline
equilibrium behavior for the substrate molecule free in solution. All covalent
bonds containing hydrogen were fixed at equilibrium lengths using the SHAKE
algorithm [137]. A 1 fs integration time step was used for all simulations, and
conformations were collected every 1 ps for subsequent analysis. Constant
temperature and pressure were maintained via weak coupling to a thermal
reservoir (tautp = 1.0 ps) and Berendsen piston (taup = 1.0 ps) [138]. A 9 A real-

space nonbonded cutoff was used in all simulations, and a particle-mesh Ewald
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summation method was used to compute long-range electrostatic energy and
force corrections [139].

The MD calculations were carried out with the YASARA program running on quad
core Intel processors. The simulation box was of 107.11 A, 75.44 A, 85.73 A
respectively for the X, Y, and Z axis under periodic boundary conditions.

The simulations were carried out under the NPT ensemble at 310K and 1 atm by
coupling the system with a Berendsen thermostat and by controlling the
pressure in the in the manometer pressure control mode.

The AMBERO3 force field was used for R and S isomers, and new force fields
parameters were generated using the Autosmiles method. Briefly, the geometry
of monomers was optimized by semi-empirical AM1 method using the COSMO
solvation model. Partial atomic charges were calculated using the same level of
theory by the Mulliken point charge approach, and were then improved by
applying the '"AM1 Bond Charge Correction'.

Electrostatic interactions were calculated with a cutoff of 7.86 A, and the long-
range electrostatic interactions were handled by the particle mesh Ewald (PME)
algorithm using a sixth-order B-spline interpolation and a grid spacing of 1 A.
After removal of conformational stress by a short steepest descent minimization,
the procedure continued by simulated annealing (time step 1 fs, atom velocities
scaled down by 0.9 every 10 steps) until convergence was reached, i.e. the
energy improved by less than 0.0002 kcal/mol per atom during 200 steps.

In order to consider the flexibility of COX receptors, | have run docking
experiments onto 10 structures obtained sampling every 1ns a 10 ns MD full
atoms, keeping the ligands flexible. The calculation of binding energies was

performed with the program Autodock 4 with the AMBERO3 force field.
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6.3 Results and discussion

In vivo studies carried outin the laboratory of Professor Escriba showed that
AArOH and AAsOH had different activities on the two isoforms of COX, while
showing similar binding energy.

In particular, pretreatment with AAXOH inhibited of about 90% the binding of
AA to the COX-1 and of about 50% that to the COX-2.
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Figure 36: COX-1 and COX-2 activity with its natural substrate, AA, in the presence or absence of AAXOH.
The control is COX + AA. The second bar is: pretreatment with AA (5 minutes) to study the natural
substrate as inhibitor and after the AA was added. The third bar is: pretreatment with 20HAA (5 minutes)
and after the AA was added.

For this reason, | have performed an extended computational investigation to
understand the mechanisms underlying a biological activity so different of the

two molecules.
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6.3.1 Binding energy

12

11

10

8 1

7— I
6 -

AArOH AASOH AA AArOH AASOH
COX-1 COX-2

Binding energy (kcal/mol)
o

Figure 37: Binding energy of AA and AAXOH molecules with the two COX isoforms.

TABLE 2: VALUES OF THE BINDING ENERGIES OF AA AND AAXOH MOLECULES WITH THE TWO
COX ISOFORMS.

Receptor Ligand Binding energy (kcal/mol)

AA 8.29
COX-1  AArOH 7.94
AAsOH 8.52
AA 10.25
COX-2  AArOH 11.09
AAsOH 10.93

In COX-1 the binding of AA and derivatives is very similar. The two carboxyl
oxygens (O1 and 02) of AA establish hydrogen bonds with Arg-120 and have
close hydrophobic contacts with Phe-205, Val-344, Tyr-348. The orientation of
AArOH (as well as AAsOH, not represented in Fig. 38) is very similar to AA and
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the oxygens O1 and 02 occupy the same positions. The hydroxyl oxygen (O*) of
AArOH and AAsOH is hydrogen bonded with Glu-524, but this favorable
interaction is counterbalanced by a distortion of the carbon backbone (the RMSD
between AA and AArOH is 1.39 A). The S enantiomer has a better global
interaction with the binding site and the binding energy is slightly higher than AA
as shown in Fig. 37. Summarizing, the carboxylate groups of the inhibitors are
essentially superimposable and the differences in the binding of the three

arachidonic acids are not significant.

Figure 38: (Left) Arachidonic acid (AA) in the binding site of COX-1. (Right) AA and AArOH are shown
simultaneously in the binding pocket for comparison. The two carboxyl oxygens (01 and 02) of AA
establish hydrogen bonds with Arg-120 and have close hydrophobic contacts with Phe-205, Val-344, Tyr-
348. The orientation of AArOH is very similar to AA and the oxygens O1 and 02 occupy the same
positions. The hydroxyl oxygen (O*) of AArOH is hydrogen bonded with Glu-524, but this favorable
interaction is counterbalanced by a distortion of the carbon backbone. To facilitate the visual inspection
of the interactions, the binding site is grey shaded, the fatty acids are represented in ball and stick, and
only the aminoacids closer than 3A are shown.

In COX-2 has been observed a higher binding energy value and, especially, a
higher degree of hydrogen bondings among the arachidonic acids and the

receptor. In fact, the carboxylate groups of AA is coordinated with Arg-120 with
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one hydrogen bond while AArOH and AAsOH establish 5 hydrogen bonds as
shown in Fig. 39.

Figure 39: (Left) Arachidonic acid (AA) in the binding site of COX-2. (Right) AArOH in the binding site of
COX-2. AA and AArOH are shown simultaneously in the binding pocket for comparison. The carboxylate
groups of AA is coordinated with Arg-120 with one hydrogen bond, whereas AArOH have 5 hydrogen
bonds. The O* oxygen occupies the position of O1 of AA. Analogously, O1 of AArOH takes the position of
the AA 02. Finally, 02 of substituted arachidonic acids is free to hydrogen bond to Tyr-355. To facilitate
the visual inspection of the interactions, the binding site is grey shaded, the fatty acids are represented in
ball and stick, and only the aminoacids closer than 3A are shown.

It is worth to notice that in COX-2 the O* oxygen occupies the position of O1 of
AA. Analogously, O1 of AArOH (or AAsOH) takes the position of the AA O2.
Finally, O2 of substituted arachidonic acids is free to hydrogen bond to Tyr-355.

6.3.2 The Fukui analysis

Binding a ligand in a catalytically competent orientation is necessary, but not
sufficient to explain the reaction mechanism in COX. The initial steps for the
formation of PGG, involve cleavage of hydroperoxides and the consequent
formation of a cationic, radical heme group binding Fe*. Tyrosine is then

oxidized to a free radical before catalysis can begin. The subsequent abstraction
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of the AA 13-pro-S hydrogen by Tyr-385 results in a pentadienyl radical, centered
on C11, C13, and C15.

The multistep reaction of AA in COX is summarized in the following figure:
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Figure 40: Calculated free-energy surface for the synthesis of PGG, [140].

The binding energy is a measure of the interaction of the ligand in the binding
pocket, namely the energy of the system in (A).
| have used the Fukui analysis (see Appendix) to calculate the reactivity of AA and

AAxOH molecules during the interaction with the COX.
The calculation was performed with the program DMol3 [141] with functional

pwc, TNP basis set, Fermi occupation, and a global cutoff of 3 A. The grid

resolution was set to 0.15 A.
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The map of the Fukui radical function on the total electron density (Fig. 41)
indicates clearly the sites more favorable for radical attack. The arrows indicate
the C13, which is the carbon interested of H* abstraction in COX. It is evident
that —OH group in alpha reduce the chance of AAXOH to react.

From this analysis AAXOH has a better interaction with COX-2 than AA, whereas
AAxXOH and AA have roughly the same interaction with COX-1. The good
interaction of AAXOH is mainly due to hydrogen bond network, as indicated in
Fig. 38 and 39. This excellent binding induces a distortion of the carbon chain,
and the position of C13, the first carbon to react, is circa 0.3 A farer by the
Tyrosine residue. This distance is responsible, presumably, for an increasing of
the activation energy and therefore for the slowdown of the reaction. The
analysis of frontier orbitals at stage (A) and (B), i.e. non radical and radical form
respectively, goes in the same direction and seems to suggest a lower capability

to react of the C13 of AAXOH compared with the corresponding carbon of AA.

Figure 41: Map of the Fukui radical function on the total electron density. The Fukui function fo(r) is color
mapped onto the electron density isosurface with isovalue equals. The map indicates clearly the sites
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more favorable for radical attack. The arrows indicate the C13, which is the carbon interested of H*
abstraction in COX. It is evident that —OH group in alpha reduce the chance to react of AAxOH.

The surfaces correspond to total density, the colors correspond to Fukui function.
The higher the value, the greater the possibility of having a radical attack on C13.
The Fukui function calculated on the density surface in correspondence to
hydrogen atoms bond to C13 dropped from 2.5 meV to 0.7 meV, indicating a

reduced availability of H13 hydrogens to radical extraction.

This result indicates a possible mechanism to explain the inhibitory capabilities of
AAXOH: the binding energy of AAXOH is similar to that of AA, but the presence of
a hydroxyl group reduce the chances of a radical extraction in the early stage of

COX activity.
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7

Appendix — Computational methods

7.1 Introduction to molecular dynamics

Molecular dynamics (MD), first developed in the late 1970s [142], uses simple
approximations based on Newtonian physics to simulate atomic and molecular
interactions, thus reducing the computational complexity. The general process of

approximation used is showed in Fig. 42.

(Initial atomic model )

l

—> (Calculate molecular forces acting on each atom

l

(Move each atom according to those forces

l

(Advance simulation time by 1 or 2 fs )

Figure 42: A schematic showing how a molecular dynamics simulation is performed. First, a computer
model of the receptor-ligand system is prepared. An equation like that shown below is used to estimate
the forces acting on each of the system atoms. The positions of the atoms are moved according to
Newton's laws of motion. The simulation time is advanced, and the process is repeated many times [143].
This figure was adapted from a version originally created by Kai Nordlund.

The forces acting on each atom of the system are then estimated from an

equation like that shown in Eq. 3 [144].
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The atomic forces that govern molecular movement can be divided into those
caused by interactions between atoms that are chemically bonded to one
another and those caused by interactions between atoms that are not bonded.
Chemical bonds and atomic angles are modeled using simple springs, and
dihedral angles (that is, rotations about a bond) are modeled using a sinusoidal
function that approximates the energy differences between eclipsed and
staggered conformations. Non-bonded forces arise due to van der Waals
interactions, modeled using the Lennard-Jones potential, and charged
(electrostatic) interactions, modeled using Coulomb's law.

In order to reproduce the actual behavior of real molecules in motion, the
energy terms described above are parameterized to fit quantum-mechanical
calculations and experimental (for example, spectroscopic) data. This
parameterization includes identifying the ideal stiffness and lengths of the

springs that describe chemical bonding and atomic angles, determining the best
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partial atomic charges used for calculating electrostatic-interaction energies,
identifying the proper van der Waals atomic radii, and so on. Collectively, these
parameters are called a 'force field' because they describe the contributions of
the various atomic forces that govern molecular dynamics. Several force fields
are commonly used in molecular dynamics simulations, including AMBER [144,
145], CHARMM [146] and GROMOS [147]. They differ principally in the way they

are parameterized but generally give similar results.

7.1.1 Minimization

Using the force field that has been assigned to the atoms in the system it is
essential to find a stable point or a minimum on the potential energy surface in
order to begin dynamics. At a minimum on the potential energy surface the net
force on each atom vanishes. There will be more than one minimum for a system
under periodic boundary conditions. In principle there may be a global minimum,
but this will not likely be found without a conformational search.

Minimization provides information that is complementary to molecular
dynamics. Ensembles of structures are useful for calculating thermodynamic
averages and estimating entropy, but the large number of structures makes
detailed microscopic analysis difficult. Minimized structures represent the
underlying conformations about which fluctuations occur during dynamics. The
use of a force field to define structure is often called molecular mechanics.
Constraints may be imposed during minimization, as well as during dynamics.

These constraints may be based on data such as NOEs from an NMR experiment
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or they may be imposed by a template such that we force a ligand to find the
minimum closest in structure to a target molecule.

To minimize we need a function (provided by the force field) and a starting guess
or set of coordinates. The magnitude of the first derivative can be used to
determine the direction and magnitude of a step (i.e. change in the coordinates)
required to approach a minimum configuration. The magnitude of the first
derivative is also a rigorous way to characterize convergence. A minimum has
converged when the derivatives are close to zero. Usually the typical tolerance is
0.001 kcal/mole. To reach the minimum the structure must be successively
updated by changing the coordinates (taking a step) and checking for
convergence. Each complete cycle of differentiation and stepping is known as a
minimization iteration. Typically thousands of minimization iterations are
required for large macromolecules to reach convergence.

There are two major protocols for minimization:

° Simulated Annealing (SA)

° Steepest descent (SD)

Simulated annealing

Simulated annealing (SA) is a generic algorithm to locate the global minimum of
a target function [148].

This protocol minimizes (to relax any "hot spots" in the molecule), heats to a set
temperature, then slowly cools and finally minimizes the molecule. This

procedure is repeated again and again to generate a large ensemble of
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conformations which represents the possible energy minima, assuming that the
dynamics is performed long enough to sample the entire range of
conformations.

If the simulation cell contains a lot of potential energy (e.g. huge atom overlaps),
the standard time step is usually too large to simulate the system reliably, the
numerical error accumulates, the simulation cell overheats and 'explodes'. A
steepest descent minimization avoids this problem by automatically choosing
very small time steps and keeping the temperature at 0 K.

A SA minimization usually follows an initial short steepest descent minimization
(to remove bumps), since it's much faster at finding the energy minimum. SA is
more secure but much slower than a steepest descent minimization and should
be used for a few hundred steps to remove bumps when importing a new

protein structure.

Steepest descent

Steepest descent method [149] is an optimization algorithm that approaches a
local minimum of a function by taking steps proportional to the negative of the
gradient (or the approximate gradient) of the function at the current point.
Simply put, steepest descent uses the gradient to determine the direction and
move down in one dimension parallel to the net force. Steepest descent will lead
directly to the nearest local minimum by following a path that is determined by
moving from the previous value to a new value (at some constant times) in the
directions in which the energy is decreasing. If the new movement decreases the

energy, the new structure is accepted, and the process is repeated. If, on the
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other hand, the energy increases, the previous structure is restored. This
algorithm converges fast in a steep place for correcting “bad” initial geometry,
especially when systems are far from harmonic. It has poor convergence
properties, however, and often jitters around the minimum area, because the

gradient approaches zero near the minimum.

7.2 Production

MD has been used to compute the dynamics of the molecular system, including
time-averaged structural and energetic properties, structural fluctuations and
conformational transitions. The dynamics of a system may be simplified as the
movements of each of its atoms. If the velocities and the forces acting on atoms
can be quantified, then their movement may be simulated. During the molecular
dynamics process, the initial condition is specified by the analytical expression
for the potential energy of a molecular system that includes coordinates,
energies and a set of velocities for each atom. Then, a force is applied on each

tom, which is described by Newton’s equation of motion:

F=m=xa
(Eq. 4)

Where F is the force on an atom, m is the atom’s mass and a is the acceleration.
Because the negative of the first derivative of the potential energy (E) with
respect to the coordinates (r) gives the force on each atom, Newton’s equation

can be used to describe the motion of a particular molecule:
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Where t is the time and r represents the Cartesian coordinates of the atom. The
forces are obtained from the energy expression by calculation of the analytical
derivatives. The forces are applied for a small time step (~10™"® seconds), and the
acceleration is calculated from Newton’s law (Eq. 5). Then, the velocity and
position of each atom is updated to a new velocity and position using an
integration algorithm, and the forces and accelerations are calculated once again
at the new atomic positions. Next, this process is repeated to produce a
trajectory. The positions of each atom in the system are recorded in the
dynamics history file. The structures are retreated and then minimized with
molecular mechanics and analyzed later. Above all, the solution of Eq. 5 using an
empirical fit to the potential energy surface is known as molecular dynamics
simulation.

In molecular dynamics Newtonian equations of motion are solved numerically
for all atoms as a function of time. A statistical average with time is obtained by
applying initial velocities (i.e. kinetic energy), which allows the system to pass the
energy barriers and sample all the local minima. An energy calculation, however,
has to be carried out for each of a very large number of configurations. Only
molecular mechanics can provide the necessary computational speed. So,
molecular mechanics and molecular dynamics often are used together to achieve

the target conformers with lowest energy configurations.
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7.3 Principles of flexible docking

Most cellular processes are carried out by protein-protein interactions.
Predicting the three dimensional structures of protein-protein complexes
(docking) can shed light on their functional mechanisms and roles in the cell.
Understanding and modeling the bound configuration are the major scientific
challenges. The structures of the complexes provide information regarding the
interfaces of the proteins and assist in drug design.

Docking can assist in predicting protein-protein interactions, in understanding
signaling pathways and in evaluating the affinity of complexes.

Upon binding, proteins undergo conformational changes that include both
backbone and side chain movements [150]. The first docking methods treated
proteins as rigid bodies in order to reduce the search space for optimal
structures of the complexes [151, 152]. However, ignoring flexibility could
prevent docking algorithms from recovering native associations.

Accounting for flexibility is also essential for the accuracy of the solutions. In
addition, flexibility must also be taken into account if the docked structures were
determined by homology modeling [153] or if loop conformations were modeled
[154].

Incorporating flexibility in a docking algorithm is much more difficult than
performing rigid body docking. The high number of degrees of freedom not only
significantly increases the running time, but also results in a higher rate of false-
positive solutions. These must be scored correctly in order to identify near-native

results [155]. Consequently, existing docking methods limit the flexibility to
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certain types of motions allowing only one of the proteins in the complex to be
flexible.

Using different solved 3D structures (by X-ray and NMR) of diverse
conformations of the same protein, or of homologous proteins, is probably the
most convenient way to obtain information relating to protein flexibility. Using
such conformers, one can generate new viable conformations which might exist
during the transition between one given conformation to another. These new
conformations can be generated by “morphing” techniques [156, 157] which

implement linear interpolations, but have limited biological relevance.

7.4 Fukui function

The behavior of an atom or a molecule often is characterized by some
parameters that chemists have extracted from their experience and used for the
prediction of chemical reactivity.

Density functional theory (DFT) [158-160] has extraordinary potential for
guantifying chemical concepts and providing them with a theoretical basis.
Among these DFT-derived concepts, the Fukui function, as derived by Parr and
Yang [161, 162], is related to the electron density in the frontier molecular
orbitals (FMO) and thus plays a vital role in chemical selectivity [163, 164].

The Fukui function, denoted by f (r), is defined as the differential change in
electron density due to an infinitesimal change in the number of electrons under

the constraint of a constant external potential (v) [161]. That is,
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dp(r)
fo = (25)
N v(r)
(Eq. 6)
where p(1) is the electron density and
N = fp(r) dr
(Eq.7)
is the total number of electrons in the system.
Fukui functions are defined using the one-sided derivatives:
RGN r)— T
FHr) = ( p( )) _ iy P — on (@)
oN v(r) e:6+ €
(Eq. 8)
dp(r)\ r)— py_ (T
oN v(r) 8:6+ €
(Eq.9)

When a molecule accepts electrons, the electrons tend to go to places where f*
(r) is large because it is at these locations that the molecule is most able to
stabilize additional electrons. Therefore a molecule is susceptible to nucleophilic
attack at sites where f' (r) is large. Similarly, a molecule is susceptible to
electrophilic attack at sites where f (r) is large, because these are the regions
where electron removal destabilizes the molecule the least. In DFT, the Fukui

functions are the key regioselectivity indicators for electron-transfer controlled
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reactions. A large change in the chemical potential should be favorable and so
molecules should be most reactive where f (r) is large.

F (r) is related to the change in density in response to changes in the number of
electrons, N in the valence region, and therefore it is intimately related to the
frontier orbital [165].

In the frozen orbital approximation, these derivatives can be approximated with
the squares of the lowest unoccupied (LUMO) and highest occupied molecular

orbitals (HOMO):

2
o = oo m|* = pkii )

(Eg. 10)

2
Fon@ = |00 = pHIMO(r)

(Eq. 11)

Based on the orbital approximations, it is clear that f (r) is the DFT analog of the
frontier orbital regioselectivity for nucleophilic (f*, v (r)) and electrophilic (f,y (r))
attack. It is then reasonable to define a reactivity indicator for radical attack by

analogy to the corresponding orbital indicator:

N|

fO,n @) = 5 (pHAMO ) + pk4MO (1))

(Eq. 12)

The Fukui function includes effects - notably electron correlation and orbital

relaxation - that are a priori neglected in a frontier molecular orbital (FMO)
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approach. In most cases, the orbital relaxation contribution is negligible and the
Fukui function and the FMO reactivity indicators give the same results.

In chemistry, one is rarely interested in which “point” in a molecule is most
reactive; rather one wishes to identify the atom in a molecule is most likely to
react with an attacking electrophile or nucleophiles. This suggests that a coarse-
grained atom-by-atom representation of the Fukui function would suffice for
chemical purposes. Such a representation is called a condensed reactivity
indicator [166].

There are four strategies for computing the Fukui function. The first is to use the
result of an orbital-based method (Hartree-Fock or Kohn-Sham DFT) on the N-
electron system to evaluate the FMO approximation in Equations 10 and 11. This
approach cannot be recommended (it neglects the effects of orbital relaxation),
but neither should it be denigrated (it is one of the easiest ways to compute the
Fukui function, and it is usually effective). The second approach gives accurate
results and uses single-point calculations to calculate the density of the N-1 and
N+1 electron systems and then computes the Fukui function using the equations
for the Fukui function from exact theory. The third approach features
mathematical constructions that allow one to exactly [167] or approximately
[168] compute the derivatives in Equations 8 and 9. This approach is
conceptually satisfying and generally reliable, but it is more difficult (it requires
computer programming to implement) and computationally expensive. A fourth
approach, which has been proposed but not yet implemented, would compute
Fukui functions at the ab initio level using electron propagator theory [169, 170]

or the closely related extended Koopmans’ theorem ([171-175]. These
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approaches are computational costly and difficult to implement, but potentially
valuable for benchmarking.

The utility of the Fukui function for predicting chemical reactivity can also be
described using the variational principle for the Fukui function [176, 177]. The
Fukui function from the above discussion, f', y (r), represents the “best” way to
add an infinitesimal fraction of an electron to a system in the sense that the
electron density p,n(r) + € f', v (r) has lower energy than any other N + e-electron
density for this system. A Lewis base (also known as reducing agent, nucleophile,
etc.) will attack the system in the place where it is most able to accept additional
electrons. Thus, the Lewis base will attack the system where f',y (r) is the
largest. Similarly, the Fukui function below, f,y (r), is the “least bad” way to
remove an infinitesimal fraction of an electron from a system. A Lewis acid (also
called oxidizing agent, electrophiles, etc.) will attack the system in the place
where it is most willing to donate electrons. Thus the Lewis acid will attack the
system where f, y (r) is the largest. Although the mathematical details for this
explanation of the Fukui function’s predictive power are relatively modern (from
2000) [176], the basic ideas described date back to the first papers on the Fukui
function [161, 162].
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