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SUMMARY

Proton Exchange Membrane, also named Polymer Blgir
Membrane fuel cells (PEMFC) are interesting devides energy
conversion. Their development is due to the hidltiehcy, acceptable
power density, quick start-up and good environmergmpatibility [1-3].
On the other hand, reliability cost and durabilig the main challenges
for PEM fuel cell commercialization. In 2010 the Antan Department
of Energy (DoOE) sets a target of 40000 hours fati@tary and 5000
hours for automotive applications, respectively5]4,Actually, these
standards are considered as the mainly refererfcelicell research.

Based on electro-catalytic reactions, the PEMFC raifms is
influenced by system functioning conditions. Inead system operation
in abnormal conditions several chemical, mechaniaatl thermal
degradation mechanisms could take place insidecéie Among other,
improper water, thermal and gas managements caodude a cell
voltage drop, thus reducing the system performdBed. A long-term
exposure to these phenomena causes the PEMFQGnéfateduction.
Thus, a good system management is one of the pritaegets to ensure
suitable PEMFC durability. For this purpose, reskaactivities are
oriented towards the development of newest advameeditoring and
diagnostic algorithms. The primary goal is monitgri the system
operation ensuring a correct system control. Mogeahe diagnostic tool
(i.,e. both algorithm and sensors) allows the deiectof system
component malfunctioning; it can isolate one or enfaults that may
have occurred causing the abnormal behaviour afykEem operation.
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In common commercial systems the operating varsabdeich as
stack voltage, current and temperature are usuoatigitored for control
purposes. The measured signals are then procelssmagh a control
board that provides the right control signals te #mcillary devices for
the correct operation. However, usual control sgis are finalised to
guarantee the system operation in acceptable conslibnly, without
taking into account any actions for performancevecy. In this contest,
advanced research studies, both at experimentaltteatetical levels,
may support the development of effective monitorangd diagnostic
algorithms. From these algorithms the control adionay also be
improved by using the knowledge of the system adtaus, which in
turn can improve the performance. Therefore, theeld@ment of
appropriate control strategies, as well as accufaidt detection
algorithms, are required to attain a longer lifetinin this scenario, the
capability to identify in real-time the PEMFCs staif-health and related
degradation mechanisms is one of the main objextive

This work aims at developing a parameter identifocaalgorithm for
on-board fault detection and isolation (FDI) apgifions based on the
electrochemical impedance spectroscopy (EIS) teckeniThe EIS is a
non-invasive experimental technique [6], usually pleggl for
electrochemical system analysis. This procedursussites the main
physical phenomena involved in PEMFC. Its use geHaon the injection
of a sinusoidal signal, which perturbs the systérkn@wn frequencies.
Then, by analysing the system response it is plesdib de-couple
different electrochemical processes, isolating BieMFC losses (i.e
Ohmic, kinetic and mass transport) [7,8]. Therefoilee idea is to
extrapolate and then exploit the information on HEMstatus, which
cannot be directly achieved through the cell vatdgop monitoring. To
exploit the information brought by EIS data, anieglent circuit model
(ECM) is considered. This allows accounting for thifferent
electrochemical phenomena occurring inside the telleach electrical
component of the model one or more parameters eandéntified.
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Through their trends it is possible to monitor Hystem behaviour, and
then, to check the possible fault when the systams.r

This work faces two problems: the on-board impletagon of EIS
and the on-line model parameter identification. Tite topic is related to
the measurement reliability, which is influenced dygtem internal and
external factors. On the other hand, the secondsooeented to solve the
multi-minima problems involved in the minimizatidmnction, which can
severely compromise the results of the identif@atprocess. Moreover,
the work aims at replacing the human experienceh vait carefully
automated strategy for the data analysis implemientalndeed, in
common EIS applications, the expertise of the dpeia always required
for the data interpretation. The proposed procedpegforms the
automated selection of both the ECM configuratiod @roper starting
parameters values for the fit.

The interpretation of the identified parametermiede through some
regression models, which link the parameter charigethe operating
conditions variability. For system monitoring, arCE simulates the
impedance spectrum by using the parameters defiggdthe regressions
evaluated at normal operating conditions. Thensthaulated impedance
spectrum and the measured one are compared faratwa residuals. If
residuals are less than a fixed threshold, theesysiperates in normal
conditions, otherwise the on-line parameter idemaifon procedure
starts. The fault detection and isolation are peréd by comparing the
values of the identified parameters with their t®rexpected for the
actual operating conditions. Then, it is possibldetect the occurrence of
faults when one or more residuals are above tlezl fikresholds. For this
purpose, a fault to symptoms matrix for drying oflboding and air
starvation is proposed.

This work has been performed within the D-CODE gcbj(website:
https://dcode.eifer.uni-karlsruhe.de) funded undérant Agreement
256673 of the Fuel Cells and Hydrogen Joint Teabgwlinitiative. Its
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aim is to develop a diagnostic tool for on-line ntoring and FDI based
on EIS. For this purpose the classical EIS singggtiency approach
based on small amplitude signal injection has bemmsidered. In the
context of the project D-CODE, this thesis dealghwivo relevant issues:
the measurements reliability and the impedancetispanalysis.



1. INTRODUCTION

Nowadays, hydrogen is playing an increasing roléhaarea of the
“green” energy conversion. Therefore, Fuel Cell€gfFare considered a
promising solution due to their high efficiencycaptable power density
and good environmental compatibility [1-3]. Partasly, Proton
Exchange Membrane, also named Polymer Electrolygenbtane fuel
cells (PEMFC) have gained a relevant position ithbstationary and
transportation-oriented applications, such as powackup systems,
portable devices, educational kits, automotive lawat propulsion.

Reliability, cost and durability are the main ckaljes for PEMFC
commercialization. Many researches have been daoig in order to
develop new materials and advanced management esk teystems.
Indeed, one of the main aspects is the system dityalhn order to
improve the PEMFC lifetime, in 2010 the American p@gment of
Energy (DoOE) sets a target of 40000 hours foratatly and 5000 hours
for automotive applications, respectively [4,5]. ek standards are
considered as the mainly reference in fuel celeaesh. Based on the
electro-catalytic reactions, the PEMFC operatiompetels on several
physical phenomena occurring inside the cells. 3ysem operation in
abnormal conditions, such as improper water managgmcatalyst
degradation and fuel starvation [3,4] may introdacperformance drop
and even reduce the lifetime of a PEMFC. Thus, adgsystem
management is one of the primary targets to ensuitable PEMFC
durability. To this purpose, the development of atbed monitoring
system and diagnosis algorithms appears as an tampamilestone in
PEMFC research.
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In this chapter the main generalities of PEMFC apen are
introduced, by analysing the effects of both themrad and abnormal
operating conditions. Moreover, a comprehensiveerevof PEMFC
diagnosis approaches, which are available in tteszalure, is detailed.
This part summarises the initial state-of-art asiglyand represents the
bases to introduce the research activities. Comselyy the objective and
the expected contribution of this research areatiegi

1.1 Generalities on PEMFC systems

Fuel Cells are interesting devices for energy coiga based on the
electro-catalytic reactions. Generally these systeare composed of
different cells connected in series, of which teeeanbling is also named
stack. During PEM operation, the electrochemicattiens occur in each
cell, satisfying the current demand; the stack ag#t is achieved
considering the sum of the potential related todimgle cell electrodes.
In literature several types of fuel cells are aadalié, which are classified
according to their electrolytes: alkaline fuel s¢lAFC), molten carbonate
fuel cells (MCFC), phosphoric acid fuel cells (PAFCpolymer
electrolyte membrane or proton exchange membragiectils (PEMFC)
and solid oxide fuel cells (SOFC) [9-11]. This wddcuses on PEMFC
systems, whose name derives from the polymer maraprehich allows
the H" protons’ exchange. One of the advantages to adeplid polymer
electrolyte is the reduction of both the corrospirenomena and the gas
cross-over. Moreover, operating at low temperatuess than 80 °C, the
PEMFC design is very simple, if compared with thleeo systems, and
allows a rapid start-up. Nevertheless, concernimvgy gossibility of CO
poisoning, the use of quite pure hydrogen is regliifo understand the
PEMFC operation, the electrochemical reactions lrea in a single
Ho/air PEM cell are reported below:
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HOR: H, - 2H* + 2e~ (Eq. 1.1)
ORR: 0, + 4H* + 4e™ - 2H,0 (Eq. 1.2)

The reaction 1.1 and 1.2 are referred to the hyarogxidation
reaction (HOR), at the anode side, and to the axygéuction reaction
(ORR), at the cathode side, respectively. Thusglbleal reaction is:

Moreover, due to the system operation at low teatpee, a catalyst,
such as platinum (Pt), is usually employed to suppbe reaction
kinetics. The single cell functioning is draftedfigure 1.1. The reactants,
fuel at the anode and air at the cathode, arettiired from the bipolar
plate flow channels to the porous electrodes. Quireg the carbon
electrodes, it is possible to distinguish two miayers, one dedicated to
the gas diffusion and the other one aimed at tbetreichemical reaction
activation, also named catalyst layer. Due to isirbphobicity, the
diffusion layer is optimized in such a way as taume the water removal,
which in turn allows the correct gas feeding to #utivation area. It is
possible to distinguish two sub-layers, a big oamed GDL (about 125 -
350um) and a small one named micro-porous layer (MRbp(t 25 — 35
um) [12]. The hydrophobic coating also shields tagel structure from
the corrosion. Indeed, though the carbon fibreshef GDL result quite
stable, they are still exposed to the produced maatd to the convective
reactant flow [12,13]. On the other hand, the gatalayer is mainly
aimed at increasing the activation of the electeotical reactions (i.e. eq.
1.1 and 1.2). This layer is composed by the sammoablack particles of
the MPL, loaded with nano-scale particles of Pt ameded with the
ionomer [12]. Moreover, the carbon supports of ¢tectrodes facilitate
the electron conductivity and the heat transpofie Electrochemical
reactions occur at the interface catalyst layertedéyte, where reactants,
catalyst and electrons are available; this area ailso named
electrochemically active surface area (ECSA). Isecaf fuel impurities,
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such as the carbon monoxide (CO), the catalystopoig is induced
blocking the catalytic sites and then reducing B@SA [11]. Thus, to
prevent the carbon oxidation and the Pt dissoludod agglomeration
phenomena, the use of quite pure hydrogen islgtrietjuired. A proton
exchange membrane, usually composed of perfludoogated polymer
(Nafion®), allows the charge transfer from the anode toctiteode side
in a hydrated form [11].

6 ﬁ ) i
Anode Cathod
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I .
H, Electrolyte | ¥} 6(:' Alr
1
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4 o,
v
S P L AL R A
_____ i e
(Pt)y = H,0
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(1) Bipolar plate
(2) GDL

(3) MPL

(4) Catalyst layer
(5) Electrolyte

150-350pm

Figure 1.1: Single PEM fuel cell scheme.
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Then, the proton conductivity is strictly related the membrane
water content. Two main water flows can be seee:dlectro-osmotic
drag and the back-diffusion. The first one chardts the water brought
by the proton transfer from the anode to the cathuadhile the second one
is related to the water gradient between the ca&hmad anode sides.
Indeed, the superimposition of the electro-osmdtey and of the ORR
water generation leads to an increase of the veatatent at the cathode
side; conversely the high water content causedd#aog& diffusion of the
water towards the anode side. If not balancedgetfies/s can reduce the
system performance, inducing either the anode drgim or the cathode
flooding [3,11]. Moreover, the NafiShproperties depend on the system
temperature, which must never overcome 80°C. Tarenthe system
operation, several ancillaries are required for ithactant feeding, the
water management, the electrical production manageand the system
cooling. All these components are also named belafiplant (BoP).
This point will be clarified in section 2.3.1 (figr12.11).

1.2 Fundamentals of PEMFC analysis

The PEMFC structure has been introduced in the pasagraph.
According with the aims of this work the fundamésitaf the PEMFC
analysis are then presented. The maximum elecui& &chievable by a
fuel cell is expressed by the Gibbs free energgudin the relationship
reported below:

W, = AG = —nFE° (Eq. 1.4)

Wheren is the number of the electrons involved in thectiea (for eq.
1.1n = 2), while F (96487 [C/mol]) is the Faraday constai® is the
theoretical cell voltage assumed as the differdreteveen the anode and
cathode potentials. In case of standard condit@r?s [°C] and 1 [atm],
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for liquid water productionAG = —237 [kJ/mol], while in case of water
vapour productiomMG = —229 [kJ/mol]. Thus, in standard conditions
the thermodynamic cell voltagé®) is 1.23 [V] and 1.19 [V] for liquid

water and vapour production, respectively [11]. drding to the Nernst
equation, it is possible to compute the equilibripotential related to the
gas properties as follows:

1/2
Eoq =E.—Eq =E°+In <ﬂ> (Eq. 1.5)

2F Ph,0
where in case of liquid water productigg,, is assumed equal to 1.

In real world applications, the open circuit voka@CV) is assumed
as the maximum cell voltage achievable when no Isapplied (the cell
current is 0). Its value is always lower than 1M23lue to the Pt oxidation
and H crossover from the anode to the cathode side [Wbfeover,
when a load is applied, the cell voltage decreases.

The theoretical efficiency can be estimated asr#éiie between the
Gibbs free energy and the thermal energy (enthethayge) available for
the H/air cell reaction(AH = 285.8 [k]/mol]) in standard conditions.
Thus, at 25°C the efficiency is:

__AG
&h = 35

~ 0.83 (Eq. 1.6)

By replacing the Gibbs free energy by its thermaagit equation:

AG TAS

gp=—=1——
th = AH AH

(Eq. 1.7)

it is possible to remark that efficiency decreasé&hwincreasing
temperature depending on the entropy chaagg of the reactions [11].
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Usually, the cell voltage variation with respectth@ current (or to
the current density is represented through the V-I curve also named
polarization curve, reported in figure 1.2. Therfirst way to assess the
system operations is to evaluate the cell voltagge.dndeed, the voltage
reduction is characterized through the superimpositof three
fundamental losses: i) the activation, ii) the Otimand iii) the mass
transport.

Polarization Cune

Activation Losses
Ohmic Losses
ol A Mass Transport Losses

|
|
|
|
|
|
:
L : T 1
0 200 400 600 800 1000
i [mAcm'Z]

Figure 1.2: Qualitative polarization curve.

The trend of the losses related to the reactioetlds, also named
activation losses, is represented in figure 1.2hwite red curve. These

! The current density is the ratio between the djreraurrent and the active surface
area of the cell.
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losses characterize the activation overpoteéntiakversibility of the
reactions both at anode and cathode side. Wheadaisoapplied to the
cell, the operating current passes through thetreldes changing their
potential and, then, inducing a performance losk].[Moreover, as
shown in figure 1.2, the voltage drop contributidne to the reaction
kinetics is dominant at low current densities, vehtte charge transfer is
the most important irreversibility. The activatitosses involve both the
electrodes, though their contribution is more digant at the cathode
side [10]. Based on Tafel's law, the activationskss are related to the
current density through the following equation:

Nact = %ln (i) (Eq. 1.8)
WhereR andF are the universal gas constant and the Faradastanun
respectivelyn is the number of electrons involved in the reactdod T is
the temperature in Kelvin. The constamt is the charge transport
coefficient, whilei, is the exchange current density [9-11].

The Ohmic losses are represented in figure 1.2 thiéhblue line.
Their voltage drop contribution is strictly proportal to the current
density and is more significant in the mid-pointtloé polarization curve;
the related equation is:

T]_Q = R.Q,eq 0 (Eq 19)

Where R,., is the specific (or equivalent) resistance exméss
[2cm™2], which involves all the internal resistances of tell, such as
both the electrodes and the electric contact agsisis to the electron flow
and the electrolyte proton resistance. Among theéke, membrane
resistance is the most significant one [10,11].

% The difference between the applied potential &edeiectrode equilibrium potential (or
Nernst potential) is defined overpotential (E)E
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The losses due to the mass transport phenomenamesented in
the figure 1.2 with the green curve. In order tp@y the reactions, the
reactants need to reach the catalyst layer. Thenslow electro-active
species transport to the reaction site inducessa tf the electrode
potential. This loss is due to the inability of tleactants flow to maintain
the bulk concentration at the electrode/electrolytterface. Several
causes can contribute to the mass transport vottagge among these the
gas starvation and the slow diffusion in the GDLlrgsoare the most
significant ones [9]. As reported in figure 1.2etHiffusion losses are
mostly significant at high current densities. Theerof the mass transport
to the electrode surface is expressed through tbk'sFfirst law of
diffusion [9], in which the value of the resultimyirrent density can be
computed as a function of the gradient of the cotraéons:

i = 2GS (Eq. 1.10)

whereD is the diffusion coefficient andl is the diffusion layer thickness,
while C,, andC, are the bulk concentration and the surface corator,
respectively. The maximum rate at which a specrelmsupplied on the
electrode surface is then achieved impodifig= 0); this condition is
also named limited current densttiy) [9]. The mass transport losses are
related to the current density as follows:

o = Z|im (1= (Eq. 1.11)

Therefore considering the afore introduced relatgos, the global
cell voltage drop under normal operating conditioas be evaluated as
[9-11]:

Veeu = Eeq —Nact —MNa —Na (Eq 112)

It is worth remarking that analysing the polarieaticurve it is
possible to evaluate the global voltage drop, beatsingle contribution of
the different losses is difficult to distinguish.ndh to separate the
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different irreversibilities, other methods are coomty employed in
PEMFC analysis, such as the current interruptioa ctyclic voltammetry,
the chronoamperometry and the electrochemical iupes spectroscopy.
This work focuses on the electrochemical impedapeetroscopy, which
will be introduced in the next chapter; for the ethechniques more
details can be found in the literature [10,11,14].

1.3 PEMFC operation in abnormal conditions

In the last paragraph the main irreversibilities toé PEMFC in
normal operating conditions have been introduceevexktheless during
the system operations several factors can influegheePEMFC status.
Indeed, a variation of the working variables autboadly induces a
change of the system equilibrium state. The caasabnormal operating
conditions can be related both to the occurrenaxtdrnal factors and to
the unexpected variations of the system workingabées [13]. Among
others, the presence of impurities in fuel/oxidgas and ambient cold
temperature (subfreezing conditions) are considassthe most relevant
external agents. Instead, potential cycling, fuination, start/stop
cycling and improper stack temperature and watenagement are
related to unexpected changes in working in opsgatonditions.

An overview on the effects of abnormal conditiosseported in the
following, for more details the reader is addressedthe scientific
literature [12,13,15,16]. In case of fuel and oxidampurities, the
overpotential losses raise due to the impuritiesogation at the anode
and at the cathode catalyst layers, respectivetyrebVer, their presence
does not affect only the charge transfer mechanismised, the dissolved
parts can also induce the membrane poisoning dadtd&foth water and
gas transport behaviour [13]. The kind of the inyuand the period of
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the components exposure determine whether the ggasereversible or
not. When the system starts at subfreezing comditithe low reaction
kinetics induces the main voltage loss. Nevertlsldse ice formation
also results in Ohmic and mass transport voltagpsdf13,16]. Although
the limited cycling in subfreezing conditions am 80 influent in terms
of PEMFC durability, a long exposure to ice can egate several
mechanical stresses, which in turn may irreversddynage the system
[13]. The effects of the abnormal operating cowoditirelated to the
external factors are resumed in Table 1.1.

Table 1.1: Abnormal operating conditions due to exdrnal factors.

ABNORMAL OPERATING CONDITIONS
External factors
IMPACT CAUSES EFFECTS
Anode side Fuel impurities CO poisoning
Product of system NH; poisoning
GAS IMPURITIES _ corrosion_ H2S poisoning
Cathode side Air impurities SO, poisoning
Product of system NOy poisoning
corrosion NacCl poisoning
Anode / cathode Start-up and/or Ice formation
SUBFREEZING prolonged shut down Megha!qical stress
at sub-zero Activation and mass
temperature transport losses

Concerning the system working variables, PEMFCsdasgned to
operate at different loads and, thus, no strongctdfare observed in
steady state operating conditions. However, rapighges in load, high
voltage conditions and improper start-up/shut daweling can seriously
compromise the PEMFC durability. Indeed, these ahab operations
change the cathode potential affecting the oxideeame of both the
platinum and carbon [13]. Then, the Pt dissoluaon re-deposition and
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the carbon corrosion take place reducing the Eeb&mically Active
Surface Area (ECSA) [12,13]. Moreover, the Pt disson at high
voltage operation can also induce effects in thenbrane, allowing the
formation of the hydrogen cross-over mechanism ,[1#ile a long
exposure to the carbon corrosion could seriouscathe carbon surface
hydrophobicity and then the GDL gas permeabilit®][1lin case of
system operations in sub-stoichiometric conditi@andgep voltage drop is
detected. Several factors cause the gas starvatimong the others
flooding conditions and ice formation in GDL coubibck the reactant
feed towards the ECSA. Therefore, the reactanvatian causes the cell
voltage drop, first of all due to the mass transptrenomena, and then
due to the permanent electrochemically activaticga dosses. The main
effect of the reactant starvation is the reversemq@l condition. In this
case the cell potential is negative, inducing tAgon oxidation into the
anode catalyst layer [13,15]. In particular, a fg&rvation causes the
anode potential to raise, while the oxygen staovainduces the cathode
potential reduction. Apart from the sub-stoichioneetconditions, the
high temperature, combined with an improper watanagement, can
also reduce the cell performance. Indeed, this itiond causes the
membrane dehydration, thus reducing the electrggdéon conductivity,
especially at the anode side. Moreover, if the nramd operates for a
long period in dried conditions, the presence dfgpots can induce the
formation of pinholes [15]. Furthermore, the incearhof the activation
losses is also observed in case of system dryihgTtwen, if the system
runs in dried conditions for a short period, thefgenance losses are
reversible. On the contrary, if the system oper&besa long time, the
degradation process occurs. Indeed, a long expdsutleed conditions
induces the carbon corrosion and the Pt dissolutioth agglomeration
processes [13,15]. Opposite to dry out, an imprap&ier management
can also produce an accumulation of water bothexcathode and at the
anode sides. This phenomenon is well known as iihgoénd occurs
more frequently at the cathode side. As above moeed, the presence of
water in the GDL mainly affects the reactant tramsjo the catalyst sites.
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Then, a cell voltage drop related to the mass p@msphenomena is
observed. Moreover, also an increment of the adbwnaosses can be
seen, as reported by Fouquet [17]. This effect tighdue to a blockage
of a part of the ECSA. As for the dry out, a shexposure to flooding
conditions causes reversible losses, whereas adrpgsure accelerates
the electrode corrosion [15]. Moreover, if the exyp@ period is long, the
dissolved catalyst can affect the membrane perfocaaby reducing the
proton conductivity [15]. This process is mainly eduo H ions
replacement within the ionomer with impurities amiroded or dissolved
parts. The main effects of PEMFC operations in atmab conditions just
introduced are summarized in Table 1.2.

As introduced in the last paragraph, the PEMFC atper
automatically induces performance irreversibilitiNevertheless, in
normal operating conditions the resulting voltagepdis acceptable. On
the contrary, when an abnormal condition occurs,prformance losses
raise up. If the exposure period to the undesigetations is quite short,
the induced voltage drop should be reversible, ratise the system
degradation occurs. In order to guarantee the B&®IFC operation,
different diagnosis procedure have to be develd@elB]. Indeed, these
algorithms allow the system state-of-health momupr detecting the
undesired operating conditions and the system dfautien they occur.
The diagnosis procedures are usually assisteddmyi@oller, which tries
to restore the system normal operations in casenekpected working
variable variation. In the next paragraph the galitess on PEMFC
diagnosis are introduced. Specifically, in this kyaan approach for on-
line diagnosis is presented; particularly, in tastlchapter the capability
of detecting both drying out and flooding condigois evaluated for a
commercial system.
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Table 1.2: Abnormal operating conditions: unexpectd working variables variation.

ABNORMAL OPERATING CONDITIONS
Change in working variables

IMPACT CAUSES EFFECTS
Catalyst layer | Rapid change in load Variation dghcaot.
LOAD Pt dissolution
CYCLING .
Carbon corrosion
OCV / HIGH Catalyst layer | High voltage Variation of cath. pot.
VOLTAGE Pt dissolution
CYCLING Carbon corrosion
Catalyst layer | Improper start-up in Local high pot. at cath.
START-UP / fuel starvation side
SHUT DOWN conditions / prolonged
CYCLING shut down cause
presence of air at anode
Anode side Fuel sub-stoichiometrjcVoltage drop
conditions Mass and activation
losses increase
Reverse potential
REACTANT (high anod_e pgtentlal)
GAS Carbon oxidation
STARVATION Cathode side Air ;_ub-stmchmmetnc Voltage drop o
conditions Mass and activation
losses increase
Reverse potential
(cathode potential
reduction)
Electrolyte Improper cooling and | Membrane dehydration
COMBINED and catalyst | water management Carbon corros_|on
layer Improper reactant Pt agglomeration
HIGH T - LOW . N :
(especially at | humidification Mechanical stress
RH /DRYING ) . o
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1.4 Generalities on diagnosis techniques for PEMFCs

As introduced before, the electro-catalytic reaxtjowhich control
the PEMFC operations, are influenced by severakighly phenomena
occurring inside the cells. Then, improper operatconditions may
introduce system faults and degradation. Thesearibehaviours force
the research activities to develop new monitoringd adiagnosis
techniques [2,18]. Indeed, the aim of these wosk$oi ensure a good
system management in order to improve the PEMFG@peance and
durability. The present work is aimed at developiag parameter
identification algorithm for an innovative diagniosttool based on
electrochemical impedance spectroscopy (EIS). tleroto contextualize
the research objectives, an overview of differeethndologies available
in the literature for on-line PEMFC monitoring afallt detection and
isolation (FDI) is reported in the following.

A suitable diagnostic tool aims at identifying i@al time the faults
that may occur in the system. Then, three mainstask be found: the
fault detection, fault isolation and fault magniudnalysis [2,18-21].
According to whether a model is needed, two maipr@gches can be
considered: model-based and non-model based. [Eofotimer one, a
suitable model simulates the system behaviourhilidase the diagnosis
is performed by evaluating the residuals betwegeemental results and
model outputs. Then, an inference analysis is domehe residuals to
detect the possible fault occurrence [19,22]. Aanegle of residual-based
diagnosis is reported in figure 1.3. On the othand) the non-model
based methodologies focus on heuristic knowledglesagnal processing
or on a combination of them [2,18], thus no resislaae evaluated.

Concerning the model-based approach, a deep uadénsg of the
real system is required to simulate the involvedsptal phenomena
through mathematical laws. Usually, the modelsctassified depending
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on the required physical knowledge in: white-bosgygbox and black-
box.

Input | Process | Output

A
N

< S Residual Decision
Process . - N

Model Processing Logic

* RESIDUAL GENERATION :' "’ RESIDUAL EVALUATION

MODEL-BASED FAULT DIAGNOSIS

Figure 1.3: Model-based fault diagnosis scheme; apgted from Ding [19].

White-box models, which are totally focused on ptgisknowledge,
are usually exploited in PEMFC applications to nlot® electro-
chemical, thermal and fluid-dynamic phenomena. Thhe theoretical
Nernst-Planck, Butler-Volmer and Fick's laws are péoyed to
characterize both the charge transfer and the tnaissport phenomena.
Nevertheless, although the white-box models arg &ecurate and show
a high genericity, they require the solution of gbex partial-differential
equations and are not suited for on-line applicetif2]. Moreover, these
models involve several internal parameters thatahebys are easy to
evaluate. In general, for on-line diagnosis gregt Black-box models are
implemented. On the other hand, the black-box nsodet developed via
data-driven approaches and then they do not redbeesolution of
physical models, allowing the achievement of fastdgorithms.
Moreover, these models ensure a high approximaifothe non-linear
phenomena. Nevertheless, they are strictly reltele training datasets,
which must include all the system operating condgi also the abnormal
ones. Thus, the grey-box models have been condidi&resuitably



CHAPTER 1 17

combine the physical knowledge and the data-drivalvantages,
replacing the complex differential equations wittmparical formula or

artificial intelligence structures. Then, the sewhisical models reduce
the problem complexity allowing a good accuracy gadericity, also for
non-linear phenomena. The comparison of model-baggmoach for

PEMFC applications is summarized in Table 1.3.

Table 1.3: Model comparison for PEMFC applicationg2].

White-box Grey-box Black-box
Structure complexity High Moderate Low
Accuracy High Good Good
Genericity High Good/Moderate Moderate/Low
Processing time High Moderate/Low Low
Physical knowledge High Moderate Low
Data-driven Low Moderate High
Application area System On-line FDI On-line FDI

understanding Control
Off-line diagnosis
Training

simulators
Static models OK OK OK
Dynamic models OK OK OK
Non-linear response Good Good High
On-line applications Not indicated OK OK

In literature, the grey-box models used for PEMFCline FDI are
usually organised in parameters-identification-blasdserved-based, and
parity space methods [19]. In parameter identifccatmethods the model
parameters are usually related to the physical ghena. In this
approach the parameters are estimated on-line drh whe variation
from their nominal values (i.e. in no faulty condiit) achieves a certain
threshold, the correlated fault is detected.
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In general, the PEMFC monitoring is based on thalyais of the
system electrical behaviour. The most common agpré@reproduce the
system working variables is the modelling of theectlo-chemical
phenomena through circuit-based models. Relevaniltseare available
in literature in case of flooding detection [6,13,24]. Among others, the
parameter identification methods based on EIS roong [17,24,25]
appears the most suitable. Indeed, the EIS alloesassociation of each
physical phenomenon to a specific equivalent dircaemponent; this
point, which is the earth of this thesis, will biardied in the next
chapters. In particular the paper of Narjis ef24] can be assumed as the
base ground for the development of on-board FDéthasm EIS technique
[2]. In observer-based [26,27] and parity spacehongt [28-30] the
complex physical problems are usually reduced andatized, by
employing an observer or a parity space linear dionfar residual
calculation. The application of these methods tmglex PEMFC models
generates many residuals and only a certain nurabéhem can be
exploited for diagnosis. Therefore, these appromchee still under
development, but are believed to be promising iturty A relevant
contribution to PEMFC FDI development is also givieyn black-box
models. The main feature of this approach is thatrhodel parameters
are not characterized by a physical meaning. Maethey are evaluated
through the interpolation of the training datasgher than identification
methods. Among others, artificial intelligence ameuristic techniques
are often employed. Artificial neural networks (AN&re usually used in
non-linear dynamic modelling [31-35]; in such a hwet the training
process needs a large amount of data. Therefore swtiors [36-38]
introduce also the application of fuzzy logic (Rechniques for on-line
PEMFC monitoring, especially in flooding detectidrhis methodology
is very promising, but the on-line adjustment isecaf new faults, which
have not be considered a priori into the fuzzysyuie difficult to achieve
[2]. In order to solve this constraint the adapthauro-fuzzy inference
systems (ANFIS) also have been developed [39-4idedd in this
method, the fuzzy rules are defined through the Aafiyroach, rather
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than the a priori knowledge. Moreover the suppatter machines
(SVM) based on statistical learning are also tegteBEMFC diagnosis
[42-44]. In general it can be stated that the blagk models show
appreciable results for off-line applications, arldat the on-line
exploitations are still under development [2].

As mentioned above, non-model based approachessaravailable
in literature. These methodologies can be eitheswkedge-based or
signal-based [18]. A detailed classification of then-model based
method is shown in figure 1.4. The main differemcth the model-based
approach is that the FDI is directly performed tlgio fault classification
procedures, without the use of residual inferen€aen, the experimental
datasets are directly processed and normalizedkttace the different
features, which are relevant for fault classifioati[2,18]. Figure 1.5
resumes the most common steps involved in PEMFCGnmaatel based
diagnosis. The role of the related techniquesss ed¢ported. To simplify
the dissertation the acronyms related to the nodemmased approach are
reported in table 1.4.

Table 1.4:List of acronyms for non-model based tectiques.

ANFIS ﬁ:?:gg’fe'\giigigzzy KPCA | Kernel PCA

ANN Artificial Neural Network KFDA | Kernel FDA

BN Bayesian Network NN Neural Network

FDA Fisher Discriminant Analysis | PCA Principle Component Analysis
FFT Fast Fourier Transform STFT Short-Time Fourier Transform
FL Fuzzy Logic WT Wavelet Transform
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Non-model based

approach
[ |
Artificial Statistical Signal processing
Intelligence methods methods
|NN]|FL||ANFIS‘|PCA|‘FDA][BNHFFTHWT|

Figure 1.4: Non-model based classification [18].

Pre-processing LV curves
of original data | EIS da.ta
@ ‘Other input/output data
Feature FFT
extraction wl STFT
] . \ﬂ/ WT
\'/ A 5 o
Feature o(g g% ﬂ[ PCA, FDA,
reduction o H, KPCA, KFDA
47 “"3”6\\,/ e Neural Network
Fault [0S /,"“‘"' Fuzzy Logic
classification e N | ANFIS
Xm LBN

Figure 1.5: General structure of non-model based dgnosis [18].

According to figure 1.4, three main non-model basexthodologies
can be outlined. In particular, artificial intekigce methods seem to be
the most suitable ones for fault classificatiodigicriminating features are
considered [18]. Then, ANN, FL and ANFIS method%-#8] are
commonly employed for clustering technique appiaat At the same
time, a second class of methods based on prolyathkory allows an
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effective reduction of the variable dimension, tigb the conversion of
correlated variables into a small number of undateel features. Among
these methods, the principle component analysi®[R€the most used
one [49,50]. Furthermore, also the Fisher discrantnanalysis (FDA)
[51] seems to be a promising method for diagndmisjts applications in
PEMFC domain are still under development. In cdseoalinear features
extraction, KPCA and KFDA methods, which are based kernel

function, can also be considered. Indeed, theseoappes allow a
suitable solution to uncertainty, decision and oeasy problems [18].
Finally, a third class, based on signal processimgthods, can be
introduced to detect the occurrence of certain dype faults. In this

approach, several signals are listed according orondr researches.
Among these, the PEMFC stack/cell voltage and thegure drop signals
are the most used ones. Usually in signal procgssive fast Fourier
transform (FFT) are exploited for stationary sigaahlysis [52], while in

case of non-stationary conditions, the waveletsfiem (WT) can be
adopted [53]. In particular, WT technique seemsofter the best
performance due to its excellent time and frequeresolutions [18].

Finally, the integration of different techniquesncalso be adopted.
Indeed, hybrid methods will represent a new treandPEMFC diagnosis
[18]. Compared with model-based methodology, thedra high training

dataset can limit the development of non-model daspplications,

despite their high simplicity and capability of deg with nonlinear

problems. More details on common model and non-indmesed

diagnosis for PEMFC on-line applications are avddan Petrone et al.
[2] and Zheng et al. [18], respectively.
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1.5 Objective and expected contribution of the research

The reported review on PEMFC operation in normal abhnormal
conditions underlines how an advanced system mamages one of the
primary targets to ensure the FC durability. Foe tmoment, in
commercial systems the operating variables are llysoenitored for
control purposes. In any way, this control is mgaiihalised to guarantee
the system operation in acceptable conditions.ofechst suitable actions
for the system performance recovery, the developnwneffective
monitoring and diagnosis algorithms is then requir@recisely, the
presented review for on-line diagnosis strategieslable in literature
shows the standards assumed in research activities.

In this context, the present work aims at develgpa parameter
identification algorithm for on-board fault detemti and isolation (FDI)
applications based on electrochemical impedancergeopy (EIS). The
EIS is a widespread technique usually applied éctebchemical system
analysis and is introduced in the next chapteragiglication is based on
the injection of a perturbation (e.g. a sinusoidainal) at known
frequencies. By processing the system responsehdostimulus, the
different electrochemical phenomena involved in FEMcan be then
distinguished and analysed. This behaviour alloe éxploitation of
those information related to the system state-afthethat cannot be
directly extrapolated by monitoring the cell vokadrop. For this purpose
an equivalent circuit model (ECM) is considered impdelling the
electrochemically processes through electrical aomepts (i.e.
resistances and capacitors, or other types of fspe@@mponents). For
each circuital element, one or more parametersdamified. Thus, the
system monitoring and fault detection are perforrhgdcomparing the
values of the on-line identified parameters witkithrends expected for
the normal operating conditions.



CHAPTER 1 23

This thesis deals with two relevant issues: the swmesments
reliability and the impedance spectra analysis. fiflsetopic concerns the
on-board implementation of EIS that can be affedigdinternal and
external factors. The second one focuses on mutikma problem
related to the parameter identification procediMereover, this work
aims at developing an automated procedure by repglathe human
expertise commonly required in EIS analysis witlpraper pre-setting
parameter algorithm.

This work has been performed within the D-CODE @cbj(website:
https://dcode.eifer.uni-karlsruhe.de) funded undérant Agreement
256673 of the Fuel Cells and Hydrogen Joint Teabgwlinitiative. Its
primary goal is the development of a diagnosticl thar on-line
monitoring and FDI based on EIS.

1.6 Dissertation overview

After this section, this work includes five chaptend an appendix.
The EIS technique is presented in chapter 2. Tais ip a summary on
the theory and presents practical aspects basedh®nexperience
developed during the experimental activities of pheject. An overview
on common spectrometers employed to perform the &i8 their
functioning is introduced. Then, the EIS measurdm@erformed in a
commercial system are presented. In particulas thart focuses on
measurements reliability, solving the main problemlsated to the on-
board implementation.

The analysis of the impedance spectra acquiredughrahe EIS
technique is reported in chapter 3. This chapterganized in two parts:
the first one is dedicated to the spectra desorp#ind the second one
focuses on impedance characterization through t@8&1.EThen, the
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impedance shape dependencies on cell operatingtiomsdare described
by modelling the cell electrochemical processesugh different circuital

elements, one for each physical phenomenon. Irpthisof the work, the
suitable ECM configuration assumed in on-line patm identification

procedure is introduced.

The automated identification procedure is reportedhapter 4. An
overview on the minimization algorithms exploited literature to
identify the ECM parameters is presented. The @mnafuicuses on the
multi-minima issues related to the minimization lgeon. A new
algorithm named Geometrical First Guess (GFG) es@mted. A deep
description of the procedure, the analysis of temiified parameters and
the validation of the method are also reported.

In chapter 5 the applications of the automated titlestion
procedure for the on-line diagnosis is presentexktly;, the parameter
models exploited to generate the reference valtesné&roduced. Then,
the fundamentals of the diagnosis procedure amepted underlining the
use of the identification algorithm. Therefore, ttapability to perform a
suitable diagnosis based on EIS for PEMFC systeass lhleen also
discussed.

Finally, conclusions are drawn in chapter 6. Ineagpx A the short
manual developed for the set-up of the N&xé&est bench is reported.
This section is proposed to support the experimedvities presented
in chapter 2. Furthermore, in appendix B the funelatals on the
electrochemistry of the electrodes are introduced support the
impedance modelling proposed in chapter 3.



2. ELECTROCHEMICAL IMPEDANCE
SPECTROSCOPY (EIS): DESCRIPTION
AND EXPERIMENTS

The static characterization of a PEMFC is usuatitamed analysing
the polarization curve. From the V-I representatiba influence of the
electrochemical phenomena occurring inside thes ¢glhoticeable on the
stack potential, as described in chapter 1. Theerobd voltage drop
refers to the overall losses and therefore it ispussible to separate the
effects of each loss [54]. To overcome this paliyfjamic measurements
are needed. The EIS is a non-invasive experimdatdinique usually
exploited for electrochemical analysis. This tecei allows stimulating
different physical phenomena through a small amgét signal. The
impedance spectrum is analysed evaluating the mystsponse at
different frequencies, thus the influence of singlg/sical phenomenon
can be observed. The state of the art of the EtBitanapplications are
introduced below, while the impedance spectrum yamal and its
applications as a diagnostic tool are presentdidemext chapters.

2.1 State of the Art

The Electrochemical Impedance Spectroscopy, alsswknas AC
impedance method, is a widespread experimentalnigaé usually
applied in electrochemical system analysis, and niypaiused to
characterize both the electrode and the interfaceesses [55]. To better
introduce the topics of the EIS for FC applicatiottee PhD thesis of
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Wasterlain [7] can be considered as a relevantaefe. He introduces
the technique by reporting the historical contexid ats evolution.
Wasterlain mentions that the first studies on El8asurements were
developed by Emil Gabriel Warburg at the end of ¥i¥ century to
analyse diffusion processes between liquid andl sthtes. In 1960s the
EIS was envisaged as an experimental technique tabknalyse the
corrosion mechanisms in electrochemical system. r&sarked by
Wasterlain, in this domain the Epelboin’s workoa#d the conception
of the first instrument for the EIS measuremeriis, $olartron 1172. As
reported by MacDonalds [56], after the Epelboi®saarche many works
have been developed to study the interface eldwtroical reaction
phenomena. However, only after the 8IS applications takes place first
in battery and then in Fuel Cell domain [7].

The idea behind the EIS is to analyse the respoofsean
electrochemical device after a well-known signatymbation imposed on
the system terminals. As reported in Wasterlainskn7], it is possible
to distinguish three main methods based on thecehof the imposed
signal form and frequency. The first technique tceasure the
electrochemical impedance is based on white noldes approach
imposes a random signal with a constant power sgedénsity to the
system. This kind of signal contains a large raofgequencies and for
this reason allows the impedance measurementsffefatit frequencies
only by imposing one signal. Nevertheless, it i possible to obtain
directly the entire impedance spectrum without dtable signal
processing. For this purpose the Fourier transfenusually applied
[7,57]. The real constraint of this method is tignal amplitude variation
at each frequency. In fact, it is possible thahiibe imposed signal and
the system perturbation present the same amplatdertain frequencies.
In this case the measured impedances at theseefreigs are affected by
errors [7]. This approach has been simplified repka the white noise
with the superposition of different well-definechssoidal signals [58].
The Solartron Modulab device, developed in 2008hbke to implement
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this technique [7]. A second technique, which is thost used one,
exploits a single-frequency signal. With this agmio, a sinusoidal signal
of small amplitude is superimposed on the nomiadlier of the operating
current (galvanostatic mode) or voltage (potenditbst mode), the
galvanostatic mode being the most suitable for éa#ls’ application. In
order to perform all the impedance spectrum, difiemeasurements are
required. For each acquisition the signal frequenhgnges within a
based range of values, for PEMFC a relevant intesugpically [0.1 Hz :
1 kHz] [2]. The fast Fourier transform (FFT) is afly applied for the
signal processing and the impedance is directlgutaied adopting the
Ohm’s law [7]. This approach is very simple to iemplent and if the
signal amplitude is well-set, it is not affected égrors caused by the
system noise. However, enough time is required ltaio the entire
impedance spectrum [7]. Setting the signal ampditigl an important
point both for white noise and for single-frequerapproach. In fact, on
the other hand, the superimposed signal amplitadetd be high enough
to distinguish the system response from the measmne perturbation,
especially at low frequency; on the other hand allsamplitude avoids
measurement instability phenomena [7,11,58-60]. Timegrd EIS
technique exploits a high amplitude signals, indgcian instable
behaviour. Signal processing allows the detectibrthe fundamental
frequency or first harmonic and its multiples. Thaninearity test is
performed by analysing the signal harmonics [7]isTépproach is no
more adopted in fuel cell domain; an example islabke in Turpin et al.
(2007) [61].

Recently, EIS found widen applications in PEMFCreleterization,
modelling and diagnosis domains due to its higleregt; a detailed
literature study is reported in chapter 3. In additto its non-invasive
behaviour, the EIS carries a wide set of informatiwhose interpretation
requires a deep knowledge of the system. In faetlyaing the impedance
spectrum, it is possible to de-couple the differedctrochemical
phenomena taking place inside the cell and thezafodistinguish and to
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evaluate the system losses. The idea behind theiEl&sed on the
different behaviour of the system losses with theqdiency change.
Particularly, electrolyte Ohmic losses are sensittythe stimulus at high
frequencies; intermediate and low frequencies tffee kinetic of the
electrochemical reactions; while the mass transgpdrtnomena are
influenced by low frequencies. A detailed descoptof spectra analysis
and applications is reported in the next chapt&his work developed
within the European project D-CODE proposes thdiegion of EIS to

perform an innovative diagnostic tool for PEMFC Fois purpose the
classical single-frequency approach based on samaplitude signal
injection has been considered. Moreover, in thenéwaork of the D-

CODE project, this current injection is performérhriks to the output
power converter. In the following sections both sweaments reliability
and spectrum analysis are focused together witttiped applications for
on-board uses.

2.1.1  EIS theory: fundamentals

The application of a perturbation to a system iruildarium
conditions causes a response, which is entirelgrahed by the injected
signal. If the system is at equilibrium, it shoddd able to return to its
original state when the perturbation is removedreduer, if the system
has a linear behaviour, the response to a sumngfesperturbations is
equal to the sum of each response; this is theciptenof the EIS. As
introduced before, exciting an electrochemical eystin steady state
through an electrical perturbation (in currentropotential) a change into
the electrochemical processes around their equitibconditions occurs.
Therefore, the generated response involves themafiion related both to
the perturbation and to the system equilibriumestttthe amplitude of
the stimulus is small enough to perturb the systéthout affecting the
nominal operations, the correct evaluation of thHecteochemical
processes can be performed. In single-frequencyroapp, the
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perturbation input is a sinusoidal signal of snaatiplitude. The electrical
perturbation can be applied both for current andpfatential. If the AC
signal is superimposed on the operating DC cuwehte, measurements
are performed in galvanostatic mode else in paistatic mode. For FC
applications, the galvanostatic mode is preferféas choice is due to the
FC voltage-source approximate behaviour [7]. Th& Bpplication in
nominal operating current is schematized in figide

A
Veell

Y a2

A

Figure 2.1: EIS application in nominal operating caditions [62].

Moreover, looking at FC polarization curve (figld) it is possible
to observe that introducing a small AC voltage alghe perturbation is
amplified. Therefore an improper voltage pertudratcan induce a high
AC current response. When this condition occurs, ftossible that some
cells of the stack cannot provide this currentatsosn and start to work
like electrolysers, degrading the system [7]. Huese reasons the EIS
application principles are introduced below for wgalostatic mode.
However, potentiostatic mode is based on the séeary, inverting the
assignments for voltage and current to the AC pleation and response.
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As reported by Wasterlain [7], in galvanostatic laggtions a
sinusoidal signal of a known frequencyf) @nd amplitude ifc) is
superimposed over the DC current valige)(

l(t) = iDC + iAC,l Sin(a)lt) (Eq 21)
wy = 21fy (Eq. 2.2)

Assuming the radial frequencw) expressed in [rad/s], as the current
pulsation at the frequencf),(the subscript index indicates the considered
harmonic;t is the time variable. The current stimulus is usuassumed
ideal and therefore only the first harmonic is ¢desed (subscript index
=1). On the contrary the voltage response is gbxen

e(t) = epc + ey sin(w it + 0;) + e, sinRw,t + 6,) + -+ (Eq. 2.3)

where 8, is the phase displacement angle for each harm@nicreal

applications a control on the imposed AC signaleiguired in order to
verify the quality of the signal. Moreover, care shalso be taken in
response signal analysis in order to avoid the em@s of other
harmonics. Indeed, if the system behaviour is linea a single-

frequency perturbation, a single-frequency respassexpected, except
for the presence of a little system noise. The H#i&ory is based on
linearity conditions and then the Euler's law cam épplied on the
equations 2.1 and 2.3 [7]; the generic equatioeseported below:

l(t) = iDC + iAC,l exp(]a)t +]911) (Eq 24)
e(t) =epc +eucq exp(ja)t +j9€1) (Eq. 2.5)

wherej is the imaginary unit. Assuming that the imposadial frequency
is equivalent to the first harmonic, far the subscript index 1 is omitted.
This assumption is considered also for the foll@gguations. Analysing
the signals into the frequency domain, the DC parésnot involved in
the impedance evaluations. Therefore, the impedasncemputed as the
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ratio between the AC voltage and the AC currenhalgy as reported in
the following:

Z(jw) =22 (Eq. 2.6)

Moreover, using the phase vector (phasor) ana{gss figure 2.2.b),
it is possible to write the impedance with its pdtam.

Z = |Zlexp(jop) (Eq. 2.7)

Where the impedance magnitude is:

|Z| = 24t (Eq. 2.8)

iac1
While the impedance phaseg)(is:

p=0,—06

1 l1

(Eq. 2.9)

In figure 2.2.a, the AC signals in time domain exported. The blue
curve is the current stimulus and the red curvihéssinusoidal voltage
signal. Figure 2.2.b shows the qualitative behavafuthe phase vectors
in the complex plane. The resulting impedancepsasented by the green
phase vector.

The evaluated impedance is a complex number amdftine can be
also expressed in its binomial form, as follows:

Z(w) = Re(Z(w)) + jIm(Z(w)) (Eg. 2.10)
With:
7] = J [Re(Z(@)]" + [Im(Z(@))]" (Eq. 2.11)

¢ = tan~! (%) (Eq. 2.12)
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Figure 2.2: Phase vectors analysis. (a) AC signaistime domain. (b) Phase vectors
in a complex plane. Adapted from Wasterlain (2010]7]

If the current stimulus is imposed on the singlé t&minals, the
impedance of the single cell is measured. Wheregmsing the AC
current signal at the stack terminals, the whoéeksimpedance can be
measured. However this last kind of measuremeniinesja spectrometer
able to work at high power; this point will be hiiginted in the next
paragraph. In order to compare the results obtaifmeth different
PEMFCs, the stack electrochemical impedance isllyssaaled to a
single cell, named equivalent cell.

Zoq(@) = Z(w) % fTA (Eq. 2.13)

where & is the active surface area of the cell agdsnthe number of
cells. Usually, §)] is assumed as impedance uni®cfr?] in case of
equivalent cell impedance.

In single-frequency approach, each measuremenefesred to a
specific frequency. Applying the same proceduree timpedance
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spectrum of a PEMFC is usually obtained considesithghe frequencies
involved in the range [0.1 : 1000] Hz. The impedarspectra can be
represented in the Bode planes (phase and maghdanden the Nyquist
plane. Bode plots are suitable to study the infbeeof frequencies [7,63],
as shown in figure 2.3 and 2.4. While, in the Ngtjylane it is possible
to characterise the impedance spectra. The shape spectrum obtained
in this plane is characteristic of the system bahay allowing the
electrochemical phenomena analysis and their dphogu [7,63].
Therefore, Nyquist plot can be assumed as a saitedadl in PEMFC
operation monitoring. Indeed, the obtained impedaspectrum is a
function of the operating conditions and any variateads to a change in
spectrum shape. In the Nyquist plot different appear as a function of
the phenomena occurring inside the cell [8,11]. Ataded spectra
analysis is presented in the next chapter. Figdr8sand 2.4 show an
example of Bode plane representations, while figuBeshows a typical
impedance shape in Nyquist plot for PEMFC applarati
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Figure 2.3: Bode diagram: phase; data available ititerature[17].
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Bode Magnitude

Frequency [Hz]

Figure 2.4: Bode diagram: magnitude; data availablén literature [17].
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Figure 2.5: Typical equivalent cell impedance in Nguist diagram; data available in

literature[17].
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Data shown in figures 2.3, 2.4 and 2.5 are refeteethe PEMFC
impedance spectrum available in Fouquet et al., [i€ie they have been
scaled for an equivalent cell representation. lgure 2.5 the arcs
associated with charge transfer and mass trangperiomena are shown.

2.1.2  Measurements validity

EIS measurements are usually carried out by fixing system
operating conditions in a specific point and watiior the achievement
of the equilibrium. In PEMFC applications the cuntres usually assumed
as an operating variable to be set. However, offemameters can
influence the system during its operation, suchtexsperature, gas
pressures and relative humidity. All these varialdee strictly correlated
and can vary with time. To correctly perform th&Ethe system must be
in equilibrium over the entire frequency range. ded, unexpected
changes in operating conditions can drift the wagkpoint of the system
and affect the validity of the measurements. Tlwegfcare must be given
to avoid any instability that may cause the sp&ctraconsistence [11].
For this reason, measurements are valid only igaliity, causality,
stability, and finiteness conditions are verified,§,11,55]. In the
following the synthesis of these conditions is give

a) Linearity
A system is defined linear when its response toum f
individual inputs is a sum of individual respon$&5S]. Therefore
the same input and output wave form must be fodnfirst test
during the measurements is to verify that the galteesponse is a
single-frequency sinusoidal signal. This checklso aeferred to
causality. Moreover if the system operates in liraditions the
response is independent from the stimulus amplitiitherefore,
at the same operating conditions, when the sigmapliude
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b)

changes, the shape of the impedance spectra inidtyplot
should not vary. This is true only if certain caasits are met:

* Amplitude must be higher than the system noise.
 Amplitude must not be so high to change the system
equilibrium.

Usually in literature, for galvanostatic applicatsy some authors
[11,59,60] suggest that a value of around 5% of dperating
current has to be employed for the sinusoidal auonghe
Moreover, Brunetto et al. [58] verified that theltage response
amplitude per cell is always bounded in a rangglof: 30] mV,
irrespectively of the sampling frequency [7]. Thdsuits are
related to the system physical behaviour through fttlowing
relationship.

RT

Lim = o ~ 30 [mV] (Eq. 2.14)
m F l1=253[K]

Causality

The causality is the condition that links the meaduesponse to
the applied perturbation signal [11]. This conditis respected if
the system response is entirely caused by theemppkrturbation
[55]. Therefore the system does not have to gemether voltage
responses except those linked to the applied atisnul

Stability

The equilibrium of the system is obtained if thestsyn remains
stable in its state unless excited by an extereglbation. When
the perturbation is removed the system recover®tiginal state
[55]. Moreover the measurements must be statioaadythen the
system equilibrium must not change with time. Atfimonitoring
for system stability state is to verify that theeogting variables
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are stable during the EIS. If the stability is meded, recursive
EIS recording must give the same impedance values &
particular, Bode plot must be the same.

d) Finiteness
Impedance real and imaginary parts have to beefiatued for
the entire frequency range, includimg— 0 andw — o [11,55].

Kramer and Kronig (K-K) introduced general mathdoet
procedures further developed by Bode and then egpppgb EIS for the
experimental data validation [55]. Through the Kikansforms the
impedance imaginary part could be entirely deteedhii the real part is
known. Vice versa, starting from its imaginary pdhnte real one can be
obtained if Zg,(o0) is a constant and known value [11]. The K-K
transforms are reported below.

0 XZim (X))~ WZ1m
Zre(W) = Zpe(0) +2 [ B =0lml®) g, (Eq. 2.15)
— 2w 0 ZRe(x)—Zpe(w)
Z(0) = == [ = dx (Eg. 2.16)

Where o is the frequency of the transform ards the variable of the
integration. For data validation, the measured eslbave to match with
the transformed ones. Indeed, for measurementshichwthe system
equilibrium changes during the spectrum acquisit{ant completely
stable) significant deviations can be observed.[11]

In this paragraph the importance of the systemildgtalduring the
EIS application for an entire frequency range heanhintroduced. In this
case, the generated disturbs in measurements are¢odthe operating
conditions variation (internal factors). Neverttssdealso other external
factors can introduce noise into measurements, asidables inductance,
system grounding and so on. External parameterkieméing the
measurements are detailed in the paragraph 218.which a common
EIS application on PEMFC test bench is presentethd next paragraph
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the description of a spectrometer device and itg riunctions to build
the EIS are introduced.

2.2 EIS Equipment

A standard equipment to perform EIS, also nameacspmeter”
allows the sinusoidal signal injection, the resgomeasurement and their
analysis. For this purpose the EIS equipment isallseomposed of a
potentiostat coupled with a frequency response yaaal (FRA). As
reported by Wasterlain [7] the potentiostat devidargely adopted to
control voltage (in potentiostatic mode) or to atjéhe current sinusoidal
signal (in galvanostatic mode). This componentss ased in DC signal
measurements. The AC measurements are then tréegitatthe FRA to
provide the entire impedance characterization. F&dables the signal
processing, usually exploiting the FFT and sigrahionics are analysed.
In single-frequency approach, if the stability cioths are guaranteed, it
is possible to isolate the first harmonic, neglegtihe others. To this
purpose some filters can be introduced for signadcessing. The
impedance for each frequency is then evaluatedigfiréhe ratio between
the transformed voltage signal and the transforncadent signal.
Common spectrometers make different measures fon é&@quency.
Then the resulting impedance value is the meanftarent impedances
evaluated at the same frequency.

Commercial devices for EIS are usually designegetdorm different
kind of test, such as DC tests, cyclic voltammet@hmic drop,
voltage/current pulse and charge and dischargangycDifferent EIS
devices are available on the market, among othéng main
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manufacturers are SolartfSh Gamry* and ZahnéP. Their softwares
are customizable and the set-up of each instrurhaatto be defined
according to the specific use. For EIS applicatiba first information
required for set-up is the measurement modalitytefmtstatic or
galvanostatic mode). The devices are usually dedigfor single-
frequency application. Thus, the signal waveforns @ be specified
setting the sinusoidal amplitude and the frequeraage, which is usually
divided in decades. Common softwares allow the cthaif the decade
scales and of the number of points to considereigdly 10 points per
decade are assumed in a logarithmic scale. Also rthmber of
measurement repetitions per each point can be tedjethis is very
important for measurements’ accuracy. A large nunatbeneasurements
gives a major statistical significance, but theetifor acquisitions raises
up. Of course, this effect is amplified at low foeqcy. Indeed,
measurements are quite stable at high frequentysdmne instability can
occur at low ones, when time for acquisition ineesa Thus, at low
frequencies no more than six acquisitions per paiatusually required.
Usually the measurements start at high frequerenes decrease at the
low ones. In this mode, if instability occurs awldrequencies the entire
spectrum is not affected. In some cases, it isiplest select a frequency
loop, by sweeping from the maximum to the minimuma éhen coming
back to the maximum frequency. For the graphicaregentation,
generally, the impedance is plotted in both the éBathd the Nyquist
diagrams. Some dedicated softwares allow also #ta dnalysis and
fitting.

To guarantee a satisfactory accuracy, the EIS ewgnp should be
designed and build making use of high performinghgonents. As an
example the FRA technical data are reported inet&l for Solartron
ModuLab ECS. According to Wasterlain [7], the pditestat appears as

* Website:_http://www.solartron.com/
* Website: http://www.gamry.com/
> Website: http://www.zahner.de/
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the real constraint of this instrumentation, esaBcifor devices built

before 2007. In fact, the operation of the revéesdmplifier is usually
limited to a power of few hundreds of Watt. Thisistraint can limit the
EIS application in fuel cell domain. Indeed, itrist always possible to
perform EIS for the entire stack. Stacks with moetls can show current
and voltage values higher than those allowed btaedard instruments.
New spectrometers are designed to solve this plmniasterlain’s PhD
thesis [7], the design of an in-house spectromfeteistack impedance
measurements is presented. The main characterssgcsesumed in the
following sub-paragraph 2.3.2, where the EIS apglnn for an

embedded commercial system is reported. Firstxample of new EIS

commercial device is reported in figure 2.6, naméhg Solartron

ModulLab ECS.

Figure 2.6: Solartron ModuLab ECS; image availableon the net.
[www.solartronanalytical.com/our-products/potentiosaits/modulab.asp}
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This equipment allows a series of applicatiomsdifferent domains,
such as batteries and fuel cells, nanotechnologeesysion and coatings.
One of the points of interest of this device is plossibility to perform a
multi-sine analysis. The data specifics of the MaluECS Frequencies
Response Analyser are reported in table 2.1.

Table 2.1: An example of FRA specification, adoptelly Solartron ModuLab
brochure [www.solartronanalytical.com/our-products/potentiostts/modulab.asp}.

Maximum sample rate 40 MS/s

Frequency Range - FRA 1MHz 10 yHz to 1 MHz
- FRA 300kHz 10 pHz to 300 kHz

Frequency resolution 1 in 65,000,000
Frequency emor +100 ppm

Minimum J time per measurement 10 ms
(single sine, FFT or harmonic)

Waveform Single sine, multi-sine

Single sine sweep Linear / logarithmic

Multi-sine All frequencies or
selected frequencies

Accuracy (ratio) +0.1%, £0.1°

Anti-alias and digital filters Autormnatic

Analysis channels RE, WE, Aux A/BXC/D

Analysis modes: Single sine, FFT, harmonic

DC Bias rejection Automatic

To perform the EIS, usually four electrodes areduseo for the
current, and two for the potential [8]. The eled&oused for current
polarization (galvanostatic mode) is named “couetectrode”, whereas,
the electrode for current measurement is named Kiwgr power”
electrode. The reference for the potential is fixeth the “reference
electrode”, while the last electrode is named “virmgksense” and allows
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the voltage measurement of the system. Differemikiof measurements
can be achieved depending on the number of involgkttrodes.
According to Wasterlain, the different configuratsofor measurements

are shown in figure 2.7:

P
(a) | Counter electrode injected 1
Reference electrodee—meyl—¢ = f—----- ) guympnypmp—y
Electrochemical
Working sense _——— ;sxs:te_n_ _——
Working power 1
I measured
i
(b) | Counter electrode injected 1
Reference electrod yppy—— guy————
Electrochemical
Working sense _——— _S):s:te_rr_ _———
Working power 1 |
I measured
i ed
(c) | Counter electrode injecte 1
Reference electrode—meetp———— € - - ——— = M ———
q/) Electrochemical
. system
Workingsense @ L ¢ SNl ____ X: ______
Working power _ | f
I measured

Figure 2.7: Electrodes assembling schema, adaptewi Wasterlain [7]: (a) two
electrodes; (b) three electrodes; (c) four electrazs.

(@) A two electrodes assembly is usually used to apatihie systems
with high impedance, such as materials. In factha test the cable
impedance can be assumed negligible. Thereforevttiage is
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measured directly through the counter and the wgrkpower
electrodes [7].

(b) In three electrodes assembly a third electrode Ywoitage
measurements is introduced. The voltage is measqyennecting
the reference with the counter electrode, whilewloeking sense is
directly connected to the system. In this way tlodtage drop in
working power electrode does not affect the measengs. This is
very important for low impedance tests, where cablapedance
cannot be neglected. In fact, three electrodesndsdgeis usually
applied for low and medium impedance measurementsh) as in
corrosion domain [7].

(c) Four electrodes assembly is particularly suited fary low
impedance measurements, such as in fuel cell super-capacitors
domains. Voltage is acquired directly at the systeminals through
the reference and working sense electrodes. Inwhisthe counter
and working power cables do not affect the measengsn If the four
electrodes assembly is not available on the EISicdewa three
electrodes configuration must be assumed [7].

The next paragraph focuses on EIS measurementsmigelance in
PEMFC system is very low, from few tens to few hwd of n,
depending on the number of cells and their opegatbonditions.
Therefore, a four electrodes assembly is the matlde configuration.
All the practical aspects to perform EIS on testdieand on embedded
systems are introduced in the next sub-paragrapBsl(2).
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2.3 EIS implementation

EIS device and its configurations to perform theasugements have
been introduced in the previous paragraph, itst @gsembly depends on
the electrochemical system characteristics andtgsttives.

A typical connection scheme for a PEMFC is depicgtetigure 2.8.
This configuration, named also Kelvin connectidigves the analysis of
a full single FC anode and cathode phenomena. Asgura four
electrodes assembly, all the electrodes are coemhelntectly to the single
cell terminals. This choice is due to the difficett to connect the voltage
references electrodes inside the cell. Moreovensistently with the
polarization of the FC electrodes, the counterasnected to the anode
side, as reported in ZahffePP200 installation and operation manual. All
the spectra measured and analysed in this work teféhe standard
Kelvin connection. However, more detailed inforroatican be achieved
varying the position of the voltage reference etmtss inside the cell, see
figure 2.9. In this way it is possible to investigalso the “partial” FC
behaviour, separating opportunely the anode artbdateffects [8].

Reference | Anode Counter
Electrode l— Electrod:

FC | 0\

Working Sense | Working Power
Electrode Cathod! Electrode

Figure 2.8: Standard Kelvin connection scheme [8].
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a) Anode b) Anode
o FC —®FC
WSE L WPE WSE WPE

Cathod Cathod

Figure 2.9: Partial cell connection schemes: a) ade; b) cathode.

Standard Kelvin connection is referred to a sirgghh. Nevertheless
if the device constraints presented in the lashgraph are respected, this
configuration can be assumed also in the entirekst@nalysis by
connecting the electrodes directly to the stackiteals. To overcome the
common device limits for EIS application at mediwultage (about
48V), the in-house device designed by Wasterlam lieen used in this
work; for more details see sub-paragraph 2.3.2.

Another configuration to perform the EIS on FC kt&the multi-
electrodes connection, shown in figure 2.10. Thisdality has been
recently introduced for FC stack applications; HI8 is performed with
different voltage reference electrodes, one foheastl terminal [7]. Then
the multi-electrodes configuration allows the imgece measurements of
both the single cells and stack.

In the following two sub-paragraphs the EIS confadions for a
PEMFC test bench and for system embedded applicatie introduced.
The different connection schemes and the mostaligispects concerning
the implementation of the EIS measurements forirmm-tliagnosis are
also highlighted. Finally, the impedance spectrtainled on-board for a
commercial PEMFC are presented.
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Anode
Counter Electroc
Voltage Referenc
Electrodes w
Working Power
Cathod Electrode

Figure 2.10: Multi-electrodes connection scheme.

2.3.1 PEMFC test bench description

In the previous paragraphs the EIS devices and toifigurations
have been introduced. Nevertheless, in experimeattvities some
practical aspects can hide different problems. mmmon EIS application
for a PEMFC test bench is described in this sulagraph, providing the
suitable indications to achieve the correct comfigjon to perform
meaningful measurements. As introduced in sub-paphg2.1.2 some
factors can influence the measurement validity. plw@meters that cause
the system instability have been analysed in theagraph 2.1.2.
Nevertheless, other “external factors” can generateise in
measurements. The main issues to be analysed Istéotiag the tests are
reported below.

The test bench described is composed of a seingbseand devices
used to operate on air cooled stack. Figure 2.aarte the scheme of the
stack and the ancillaries required for its operatigth pure hydrogen. H
is provided at the anode side at constant prestwre,the FC consumes
the hydrogen quantity required for the electrocloamireaction. The
anode side hydration is achieved through the wpteduced at the
cathode side and permeated through the membramesytem operates
in dead-end mode. Therefore, a valve (purging yak/periodically open
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to remove the water excess through the anode d6ileAt the cathode
side, filtered ambient air is fed as oxidant. Ag@eds to be compressed
and then humidified before the stack inlet. Thamf@ommon test
benches are provided with a unit dedicated to theeatment, generally
a rotating volumetric compressor and a humidifi@r (humidity
exchanger) are employed. If the hydrogen pressucentrolled at anode
side, the inlet air mass flow and outlet air tenapare are controlled at
cathode side. Another important point for PEMF@tlihe is the cooling
system. In fact, the polymer membrane cannot oveecmperating
temperatures over 80°/90°C. Therefore, the testlbemust be equipped
with the required cooling system. Common PEMFCs lmarcooled both
with air and water. The system proposed in thiskw®ian air cooled one;
this choice is consistent with the commercial sysiatroduced in the
next paragraph.

H,inlet Q /]\Vent

N v N PEMEC < Air inlet
2
T regulator STACK
= | Vent
= e o i I I
~ Purging Humidity Filter
Exchanger

Cooling

Figure 2.11: An example of ancillaries configuratio for a test bench, adapted by
Petrone et al. [8]

An acquisition system measures the relevant dataugh the
sensors. Different variables, such as the stackesurand voltage,
individual cell voltages and stack temperature directly measured on
the stack. While other data, such as the inlet doyein pressure, inlet air
mass flow and outlet air temperature are measuneth® feeding lines.
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Thus, other variables, such as the stack power effidiency, the
hydrogen consumption and the stoichiometric fadan be estimated
through the measured variables. Moreover, othea datthe ancillaries
operation, such as the blowers speed and valves tipening, are
monitored. A control unit manages the ancillariesrimy system
operation. A PC allows the system monitoring andame cases also the
system control. In common test benches the poweretded by the stack
is usually controlled through an electronic loaétting the current
demand. The electronic load can be used both inuatlaand remote
modes. Generally, for coupling the electrical laadhe stack, a DC/DC
converter is considered. Finally, all the systercilEwies and external
devices involved in measurements and control areodeled from the
stack and supplied directly by the grid [8]. To fpen the EIS the
spectrometer has to be installed as shown in figud?. For the
measurement of full stack impedance an adapteddatdnKelvin
configuration is proposed.

For a stack of about 1.2 kW the current can vamynfO A to 45 A in

a voltage range of [28:48] V. For measuring the &l$edium and high
powers, the spectrometer and the electronic loaccannected to the FC
stack terminals. In this case the spectrometeirgaat the low amplitude
signal at low current while the electronic loadves the FC to work at
high current. This is possible by connecting ingtial these two devices.
Thus, the stack DC current value is regulated thinahhe electronic load,
while only the AC current component is injectedtbg spectrometer. Of
course, care must be given to guarantee that ttpuowuoltage is in the
allowed limits of the spectrometer.

Nevertheless, some external factors, such as thlestampedances
or the presence of noise in the injected signal qamturb the
measurements. When the sinusoidal signal is irgeete influence on the
entire system is observed. An important issue @uiElS implementation
is to verify whether the external factors do nottgd the AC signal
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imposed on the stack, which must keep the requaexblitude and
waveform [8].

Spectrometer
FRA
Potentiostat
\.
| EI(T_%[;%”IC DC
Stack | _\/ )\
| 3 o DC 1 |
ooeo=0) |
Power Supply Ancillaries
r (de-coupled) i
Syst : i
morylli?oerinr?g \4 /I\ \V4
geontrol _J o] Acquisition &
PC1 Control Unit

Grid

Figure 2.12: An example of test bench configuratiofor EIS.

According to the analysis performed in sub-paragr&pl.2 the
stability of the system has to be guaranteed. Dhewviing three points
summarize the main suggestions to be accounted wéiimg the test
bench.

(a) The hypothesis of the negligible electrode impedarygpical of the
four electrodes assembly, is verified only if shamd low resistance
cables are adopted [7]. Moreover, to minimize miutnductance
phenomena it is advisable to twist the cables [8].



50 CHAPTER 2

(b) Different electrical devices involved in the teshbh operation could
introduce some noise into the signal through edactignetic
phenomena. To prevent this phenomena the cableslbaushielded
[7,8].

(c) Generally, both the stack and spectrometer arereef¢o the ground.
Nevertheless, if the equipment ground potentiats different, an
internal current can circulate inside the couplgsteams. An example
of current closed loop generation is provided bysWdain [7] and
shown in figure 2.13. The associated phenomena peatyrb the
measurements. To overcome such a problem, a fipatiode
measurement is suggested. In this modality thetspeeter ground
is disconnected, avoiding the current closed loepegation. This
choice is due to safety reason [8].

EIS Device ~ System

iy

V1 Potential V2 Potential
. V1 —V,) GROUND
cl — RGR (GR’

Figure 2.13: An example of current closed loop genation in grounded
measurements, adapted from Wasterlain [7].

Following the above criteria with de-connected Waces should
avoid the risk of noise in measurements. A suitaibteedure to perform
EIS is reported in the following.
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(1) During start-up and warm-up procedures it is suggeto gradually
raise the current to the maximum attainable systalme. When the
temperature stabilization has been achieved theemummay be
gradually decreased. This allows the attenuatiothefphenomena
related to system cold start or to system long dbuin period.

(2) Especially after a system long shut down periods ipreferable to
perform a polarization curve before starting th& EBhus the actual
status of the FC can be recognized. The systenatpgrconditions
are very important to compare the measurements fandheir
repeatability, it is suggested to start the testsnfthe same initial
conditions.

(3) The polarization curve can be assumed as the dormainthe
selection of the operating points in which the E# be performed.
Fixing the current values (for example each 5 A) tblative voltage
is then given. In case of test, in which the stimkperature is not
controlled, but changes with the operating condgjat is suitable to
report also this variable.

(4) The EIS should be performed in a loop, the curdeas to be

increased firstly and then decreased. For eaclptast

» Raise (or decrease) the current to the selectes val

« Wait for the system stabilization. Both the voltagad
temperature must reach the selected values (@fgoint 3) and
keep it stable.

» Perform the EIS verifying the system stability.

e Save both the measurements and the correspondieigting
conditions.

* Move to the next current values.
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The above protocol can guarantee the validity aede¢peatability of
the EIS tests. Nevertheless, care must be givemn wdperating on
PEMFC in dead-end mode, for anode purging. Thisaijma induces the
depressurization of the last cells of the stackmtie purging valve is
open. Therefore, the mean voltage of the last abitserges reaching its
nominal value. If the purge starts during the ESJiscontinuity in the
measured AC voltage can appear. For a large dt@cgurging influence
may be considered negligible [8].

In this paragraph the procedures for implementing EIS in a
common test bench have been presented. Neverthstese differences
can appear when the implementation on embedded eotrah system
has to be done.

2.3.2  Experimental set-up for EIS implementation on
PEMFC systems

As introduced in chapter 1, the aim of the Europgayect D-CODE
Is to develop a diagnostic tool for on-line monitgrand diagnosis based
on EIS. For this purpose the implementation of EI& technique in
embedded system becomes one of the main objectivemn in the
project, an innovative DC/DC converter, enablingperform the EIS
directly on-board, without changing the system «tree, has been
designed by the project partners. This compondotva) at the same
time, the PEMFC connection to the load and the A@a injection and
processing [8]. In literature, an example of DC/Rfplication in EIS
measurements has been previously proposed by Neagis [24]. Another
important point of the D-CODE project concerns tlaa analysis and
diagnosis algorithms development, which are presenh the next
chapters. To test a first implementation in an edled system and in
particular to find suitable data set for the altjori development, EIS has
been applied on the commercial BALLARD Né&YaPower Module,
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figure 2.14. The experimental activities have beealised at the Fuel
Cell Laboratory (FCLAB) of the University of FranetComté (UFC) in
collaboration with the Department of Industrial Eregring (DIIN) of the

University of Salerno (UNISA). This joint activityllowed a first

implementation of both UNISA and UFC algorithms. féaver, for

algorithms’ validation purpose the data provided the European
Institute For Energy Research (EIFER) on the DanifiedDBX2000 have

been used.
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Figure 2.14: Commercial BALLARD Nexa™ Power Module.

The commercial BALLARID Nexd" Power Module is a 47 cells
PEMFC, it provides 1.2 kW DC power [64]. The systenequipped with
an embedded control board directly powered thrahghstack terminals.
This board allows both the system monitoring andliamies control. An
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external 24 VDC power supply is used to feed trstesy during the start-
up and shut down procedures, but a battery canbesaesed. When the
system is ready to run, the control board switabféshe external power
supply. Therefore, during the system running, thelkaries, such as the
air compressor, the cooling fan and other eledtdeaices, are supplied
by the stack [8]. This solution is typical for coraroial embedded
systems, where the power generation and the FCsaplborts are the
main requirements. Therefore, a strict correlateasts between the
system operation and ancillaries’ control and sypphis point can be
assumed as the main difference between test beraitecommercial
systems.

In order to attain the D-CODE project objectives, @lectronic
dynamic load (the T}l Dynaload) has been directly connected to the
Nexd™. This electronic load can be controlled in remotede, thus
giving the possibility to set the DC load and, kAt tsame time, to
superimpose the AC current demand. For this purplose=CLAB in-
house spectrometer, developed by Wasterlain [4),ne@n adopted. This
powerful device allows the EIS measurements als@yetems operating
at power greater than 1 kW, by controlling in reendhe dynamic
electronic load. As reported by Wasterlain [7], é@ata acquisitions and
processing a set of National Instrumé&ntevices are involved into the
spectrometer. The spectrometer uses a control Joatte load demand
(AC/DC), a multiplexer and an acquisition boardihbor DC and AC
signals. Finally, a controller is used to synchsenthe communication
among the different devices. Data processing idopeed through
dedicated software developed in LabVIEW. This ifatee allows entering
the setting parameters for EIS implementation (reteto paragraph 2.2)
and visualizing the monitored variables and meakumpedance.

In figure 2.15 the system configuration without cpemeter is
represented in upper scheme (a), while in schem&éEIS device is
connected. In the bottom one (c), the ancillarresdgsconnected from the
FC terminals.
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Figure 2.15: Qualitative Nexd" connection scheme: a) standard; b) EIS first
configuration; c¢) ancillaries de-coupling [8].

For this work, the system modifications shown gufie 2.15 (b) and
(c) have been done starting from the original gpnfation reported in (a).
As shown in figure 2.15 (b), the stack voltageirealy measured at the
stack terminals; while a current sensor is locaiedhe stack negative
terminal. All the stability conditions have beemtrolled. Moreover, the
influence of the purging has been analysed: a cloeckirms that this

phenomenon is concentrated

in the

last cells of steck [8].

Nevertheless, it is possible to observe in figulég) that the connection
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for the supply of the control board and then of émeillaries is located
between the stack and the electronic load. Unfattly, this assembly
introduces some noise in the AC signals, affecting EIS accuracy.
Therefore, the configuration proposed in figure 52.(c) has been
developed to solve this problem.

Ancillaries influence in EIS is a typical contingsn for in-situ
measurements. In literature other authors, sucBhaset al. [65] have
also performed the EIS on the N&¥a@ystem. They have overcome this
problem introducing another NeXh (in parallel) for the ancillaries
supply and control. During the EIS tests, the sdceystem operates at
the same operating conditions as the first ongyregs a similar power
source and control for the ancillaries.

In this work, an adjustable power supply has be&oeduced in order
to reproduce the same stack operating voltage. mteless, the reference
with the stack, which is reported with the blackigection in figure 2.15
(c), has to be guaranteed for the system contrdl ianparticular for
purging [8]. This new configuration is based on idea that all the
ancillaries and the electronic devices must be leg@fter the DC/DC
converter. This hypothesis is consistent with theCODE project
configuration, in which the ancillaries are fed abgh the DC/DC
converter, after the AC signal injection. An exaepf how the original
connection of the control board, reported in figur215(a) and (b),
affects the impedance measurements is reporteguref2.16 (i), while
the same measurements with the configuration @&)pasposed in figure
2.16 (ii). The noise influence in the measurementsinderlined by
observing the injected and acquired AC signals. Blaek signal is the
one imposed through the electronic load. As reploite 2.16 (i), the
presence of the control board affects the curreamhahd at the stack
terminal and then, the voltage output (plotted lurel The configuration
(c) avoids this perturbation as underlined in feg@rl6 (ii).
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Figure 2.16: Ancillaries influence on Nexd" EIS measurements: i) for coupled
ancillaries; ii) for de-coupled ancillaries configuation [8].

Nevertheless, a problem may occur in the ancibagentrol, due to
the FC current oscillation when the AC stimulusingected. These
oscillations may appear at low frequency and iripaear at high current
influencing the system stability during the EISdéed, if the signal
amplitude is high, at frequencies less than 1 lézctintrol board can read
the AC current demand as a change in operatingittams| varying the
ancillaries operation during the test. In ordeintprove the EIS accuracy,
the current measured for the system contrgl lias been replaced by a
DC value related to the attained system operatiogntpon the
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polarization curve. Therefore another adjustablegrosupply, which is
not reported in figure 2.15 (c), has been useckpsoduce the DC value
of the stack currentd). In this way, the control board is not influenced
by the EIS stimulus and then the ancillaries axesssfully de-coupled.
Moreover, this latter configuration allows reproohgc the system
behaviour in abnormal conditions. Indeed, the ckanghe control board
input allows the possibility of varying the systeyperating conditions
from the normal ones.

Results of the experimental activity are reportethe following. For
EIS measurements the standard protocol presentin iparagraph 2.3.1
has been followed. Different tests were done atsrae operating point
in order to verify the measurement repeatability &xample of EIS
spectra, acquired in normal operating conditiongmwhurrent varies, is
reported in figure 2.17.
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Figure 2.17: Impedance spectra at normal operatingondition performed on
Nexa™ [8].
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At high frequencies, the intersection between speahd real axis
gives the electrolyte resistance values. Increasiagcurrent, a reduction
of the electrolyte resistance can be observedtfsgrey square in fig.
2.17). In the current range (5:20 A) the currentréase induces the arcs
reduction. While at high currents (rising to 45 #je effect of the
diffusion losses becomes visible with the arc iasneg [8]. More details
are reported in the next chapter, dedicated tosglextra analysis and
modelling.

Another set of measurements showing the influentethe air
stoichiometry is reported below to confirm the dajpty of the
configuration (c). During the system operation the stoichiometric
factor (s is fixed through the inlet air flow. Therefore; bontrolling the
air flow, it is possible to vary its value. To irmuthis effect, the current
(Isy, which is assumed as the control board inputieés adapted in order
to achieve the new inlet air flow. An example ofpedlance spectra in
these conditions is reported in figure 2.18, whtare EIS has been
performed varying the stoichiometric factor at 20 A
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Figure 2.18: Impedance spectra at abnormal operatij condition performed on
Nexa™ [8].
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In normal operating conditions (N.C.), the corresfing
stoichiometric value is about 2.9. The arcs’ renurctis observed
increasing thels value and vice versa [8]. More details on the
experimental set-up are available in appendix Aengtthe short manual
developed for the test bench is reported.

2.4 Chapter conclusion

In this chapter an overview on EIS technique wasnted. Both the
theoretical and practical aspects were analysedrdier to provide a
simple manual for experimental activities, the camnnklS devices and
their configurations to perform the EIS on PEMFCstemns were
presented with practical examples.



3. IMPEDANCE SPECTRA ANALYSIS,
APPLICATION AND MODELLING

As introduced in the first chapter, for diagnosisggmses different
approaches can be adopted. In this work, a modsebapproach based
on EIS data has been developed. In electrochemittiey EIS data
analysis is mainly related to the equivalent circoodels (ECM). In fact,
this technique allows the data modelling for thescebchemical
phenomena characterization. An overview of thishoetis presented in
the following. The constraints related to the ide#tion process, such as
the choice of the complex objective function ane phoblems related to
its multi-minima will be analysed in the next chept

3.1 State of the Arts of EIS applications

As already stated, the EIS is a powerful experimdetechnique
usually applied in electrochemistry for FC charaztgion. In PEMFC
domain this technique allows the isolation of thkectochemical
processes and the evaluation of their contributimough the analysis of
the entire impedance spectrum (see section 3.238)d Some authors
use this technique as a diagnostic tool to analyseystem performance
for design purposes [11]. Yuan et al. [11] repaffedent studies on
membrane thickness sizing and electrodes optimizatOthers, like
Asghary et al. [66] analyse the effects of the @amg torque and of the
non-uniform assembly pressure on the single cefletance spectrum,
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evaluating the right value for assembling. Morepaso the effects of
the operating temperature and the output currematians are analysed.
Indeed, studying the influence of the operatingiakdes on the
impedance spectra allows the PEMFC characterizahimhlighting the
relationships between the electrochemical procemsésystem structure.
Therefore the EIS technique can be used as a wuitadl both for the
design optimization of the single cell elements #mel selection of the
suitable operating conditions [11]. A large numloérpapers on EIS
applications in PEMFC domain are found for systéraracterization and
degradation analysis [67-75]. The main objectiviethese researches are
summarized in Table 3.1. These papers focus onatpgrcondition
effects on system performance. In particular, th&tesn loss variation
with the current density is addressed as the fisht to analyse. The
effects of the other variables such as relative ilitynand temperature
are also considered. Moreover, the effects of ystesn operation in
abnormal conditions, such as fuel starvation andgming, are evaluated
for degradation phenomena analysis.

The reported works underline the EIS capabilities PEMFC
monitoring. On these bases, several PEMFC dynarodeta have been
developed for diagnosis applications [76-78]. Fbis tpurpose, an
interesting work on fuel cell state-of health moritg has been
performed in 2006 [17]. In their paper, the authsitsdied the PEMFC
behaviour both in drying and flooding conditionsev8ral EIS
measurements have been performed and analysedvétoplea model-
based diagnosis for flooding. In recent years, mefigrts have been
done in this contest. Several approaches for deigritave been already
introduced in the first chapter. Table 3.2, whistbased on Petrone et al.
and Zheng et al. papers [2,18], summarizes the meguits available in
literature.
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Table 3.1: EIS application for PEMFC characterizaton and degradation
processe%

AUTHORS

AIMS

PHENOMENA ANALYZED

Andreaus et al.
(2002) [67]

Performance losses
analysis at high curren
densities

t Dependence on ionic density

Dependence on electrolyte thickness

Dependence on anode gas
humidification

Andreaus and
Scherer (2004) [68

Humidification aspectg

Membrane resistivity
Loss of active surface at anode

Ciureanu et al.
(2003) [69]

Hu et al. (2004)
[70]

Kinetic analysis

Monitoring of poisoning of the Pt
catalyst with CO and its electrochemidal
reactivation (Pt/C and Pt—Ru/C)
Study of diffusional processes,
interfacial charge transfer and mass
transport of oxygen in the pores of the
catalyst layer and in electrolyte film

Roy and Orazem
(2009) [72]

Interfacial capacitance

Influence of current densit
Influence of parameters

Jespersen et al.
(2009) [73]

Characterization of a
HT PEM unit cell

Influence of current density
Influence of temperature

Influence of air stoichiometry
Influence of hydrogen stoichiometry

Mocotéguy et al.
(2009) [74]

Long term testing for
HT PEMFCs

Impact of fuel and oxidant compositions
on single cell
Impact of fuel composition and ageing
on stack

Influence of cell resistivity and fuel
composition on cell voltage distribution

Wagner and
Schulze (2004)
[71]

CO poisoning of the Pt CO poisoning of the anode at constant

at anode studies

cell voltage
CO poisoning of the anode at constant
load

Kang et al. (2010)
[75]

Analysis of effects
caused by fuel

starvation

Fuel starvation
Degradation rate
Durability

® Developed within the D-CODE project (deliverablé)4.
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Table 3.2: EIS application for PEMFC diagnosis.

AUTHORS APPROACHS | BASED ON AIMS
Legros et al. (2009) [6] Model-based ECM. Dynamic modelling
Parameter to develop on-line
Fouquet et al. (2006) [17] identification | and in-situ
Narjis et al. (2008) [24] method. monitoring and
psghry et al. (2010) 66 Flooding detecton.
Jespersen et al. (20098) Ageing and
[73] degradation analysis.
LT and HT PEMFC
Mocotéguy et al. (2009 applications.
[74]
Andreasen et al. (2011)
[79]
Hissel et al. (2007) [46] Knowledge- | Fuzzy FC modelling aimed
based clustering. to durability
diagnosis.
Zheng et al. (2013) [80] Knowledge- Fuzzy Diagnosis of a
(2013) [81] based clustering. commercial PEMFC
through incomplete
impedance spectra.
Flooding and air
starvation analysis.
Wasterlain et al. (2010) Knowledge- Bayesian Diagnosis
[82] based networks. investigation on
large PEMFC stacks|
Onanena et al. (2011) [49] Knowledge- | Pattern- PEMFC diagnosis
based recognition for lifetime and
predictive
maintenance
estimation.

The different approaches are usually classifiednodel-based and
non-model-based (knowledge based and signal-ba3éd). equivalent
circuit models (ECM) are the most used in modekbaapproach [11].
Indeed, these models allow the impedance spectdelfimg, associating
a singular equivalent circuit component to eachspta) phenomenon.
Therefore the diagnosis can be performed by amajyshe single
component behaviour. As introduced in the first pthg the model
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parameters are identified on-line and comparedheo reference values.
Then, the residuals are evaluated and the faulecdeh can be
performed. Although the EIS-based diagnosis has b@eoduced in the
second half of the last decade, use for on-lindiegtons is not available
yet.

3.2 Impedance spectra analysis

After the overview of several EIS applications IENPFC, the
representation of the system physical behaviourimpedance spectra
analysis is reported in the following. In the prasparagraph, the shape
of a PEMFC impedance spectrum is presented, alatigtiae correlation
between spectra and physical phenomena in normdl abmormal
operating conditions.

The EIS application allows the system behaviouogedion through
the entire impedance spectrum analysis. Its maijectie is the
performance loss detection and understanding. Aamele of impedance
spectrum is reported in figure 3.1, where two repntations of the same
spectrum are reported with different scales. Ttaplgrat the bottom has
been drawn by assuming the same scales for the arahl negative
imaginary axis. The data represented in figure &4 referred to a
PEMFC impedance spectrum available in Fouquet.gbaer [17] and
have been scaled for an equivalent cell representafccording to
several studies available in literature (see TaBlas2) the correlations
between the shapes obtained in the Nyquist compleke and the
PEMFC behaviour can be obtained.

The spectrum impedance introduced in sub-paraggapil (figure
2.5) is proposed in figure 3.1(a). The point cqumexling to the
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impedance maximum negative phase is circled inamed can be also
represented with the red phase vector.
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Figure 3.1: An example of EIS spectrum feature angkis for PEMFC equivalent
cell: a) Nyquist diagram; b) semicircles analysisdData available in literature [17].

Again in figure 3.1(a), it is possible to obserte fpresence of two
arcs: the first (dashed line) is due to the chargesfer phenomena and
the second (full line) corresponds to the massspart losses. This
behaviour can be considered as the response ofcéliephysical
phenomena to the different frequencies of the otrqgerturbation.
Indeed, at high frequencies the time required fassrtransport variation
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is higher than the period of the perturbation, tmeans that diffusion
phenomena are not influenced by the stimulus. Toerethe medium-
high frequencies response is mainly due to the awnkinetics
variations and the first arc (dashed line) can ¢soeiated to the charge
transfer phenomena. On the contrary, at low fregigsrthe signal period
raises to the same order of magnitude of the tielatad to the mass
transport phenomena. In this case, the system meeps due to the
superposition of both the chemical kinetics and thass transport
processes. If diffusion phenomena appear duringysem operation, the
mass transport becomes dominant and a secondudiring) appears at
low frequencies. If the diffusion losses are nafliey the entire spectrum
“collapses” to a single arc.

Setting the same properties for the Nyquist real iamaginary axis
and considering a scale factor of 1:1, these drosvsa circular feature
shape, as shown in figure 3.1 (b). This behaviollrbe clarified in the
next paragraphs, in which ECM are exploited to abi@rize the arcs.
Moreover it is possible to evaluate the performdonesses directly on the
real axis of the Nyquist plot [83]. Indeed, closiihg spectrum on the real
axis, it is possible to achieve the impedance hebawat high and low
frequencies. At high frequencies the intercept itk real axis gives the
Ohmic resistance valu€R,), which is mainly associated to the
membrane resistance. While at low frequenciesritexaept with the real
axis indicates the value of the polarization resise(R,). At very low
frequencies the system response to the perturbaton be assumed
stationary. Therefore the polarization resistarareesponds to the sum of
all the performance losses and it is characterstithe entire system
voltage drop. Indeed, a correlation exists betwdsm slope of the
polarization curve and the low frequencies rescarthis parallel is
highlighted in paragraph 3.4 (figure 3.19).

In the following, some examples showing the sp@ctrariations
with respect to the operating conditions are reggbrThe main operating
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variable is the current or the current densityliterature several studies
report on the effects of the current variation mpedance spectra
[11,59,60,66]. By observing the polarization cunvdigure 3.2 (a), at low
currents, the system operates in the area wheradinetion losses are
dominant due to high charge transfer resistance gseagraph 1.2). In
this case, a large arc characterizes the impedspeetra, as shown in
figure 3.2 (b). By raising the operating currertte tinfluence of the
activation losses decreases and the Ohmic lossmEsnieethe dominant
ones. This is observed with the impedance arc tedum figure 3.2 (c).
Indeed, the charge transfer arc starts decreasirigeacurrent increases.
Nevertheless, at medium/high currents, the impeslagicape starts
increasing, as shown in figure 3.2 (d). In fact,raiging the current, also
the water production increases and, thus, when mnagsport losses are
dominant, the diffusion arc becomes significant.rébwer, the value of
the Ohmic resistance usually decreases slowly withent, and the first
arc intercept with real axis translates to the [Efis phenomenon can be
observed in the experimental data presented ifighee 3.2 (b).

Some authors [11,66] analyse also the temperatiditeence on the
impedance spectrum. They state that the systenorpeahce and in
particular the kinetics of the ORR improve with theperating
temperature. This is observable in the Nyquistegs@ntation, where the
arc related to the charge transfer phenomenagerat low temperature
than at high ones. Moreover, temperature influentles proton
conductivities of the membrane [11,84,85]. Indeed, Ohmic resistance
usually decreases with the temperature incrememtth® contrary, it is
worth noting that a strong increment of temperatunay dry the cell
increasing the performance drop.



CHAPTER 3 69
a) POLARIZATION CURVE
45
40 -
=
S 351 ]
il
o
>
30+ B
25 L L L L L L L L L
0 5 10 15 20 25 30 35 40 45 50
-=4—= 533[A] Current [A]
b) ==4== 109 [A]
==4== 155[A] Nyquist
03| ——4-- 209 (A] [T ! ; ;
oas| UM
——4—- 322[A]| | R |
| | ~ |
_ o2 44414l ’ﬁ'***r**?:\;?**”
£ | | | | | £
5 015,,,J,,,,‘L’,,L,,,L,,J,,,} — N
o o I yd i I I T ‘\ 5
N | ﬂ’MO | | | ¥ ©
| | I | |
g 0'17777?77’ Z’;*%if*?****\**]t
E | &% I I
0.05 | — 777‘777‘74;4—7 B
g’ ! 5 2 ! ; ! ! j Real Z [Ohm]
I | | I I
ol -L I I y 3 I I 1
[ I | I I I 4
I I I I I I
-0.05 | | | | | |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Real Z [Ohm]
C) d) -=4—- 219[A]
Nyquist 27.1[A]
03| ===~ 5.33[Al— ‘ ‘ ‘ ——4-- 322[A]
--4- 109[A]| i i i 01 VN
0.25| ——g—= 155[A] [~ T~ ~ T —— T -~ T~ 1 ¥
——4—- 21.9[A 0.0871 = =+ = = RV
0.2 L I I 7Tr—
= T 006 L. L N
5 o i v 2l
N N Ll #F__L
2 01 =2 004r =~ f |
£ 5 002 g ‘
02— Ft -~ —
0.05 | I [ I
I I I I |
0 oo L e e e R "o
I I | I I R I I I
-0.05 I I I I I ! ool 4
0 01 02 03 04 05 06 07 005 01 015 02 025 03 035 04
Real Z [Ohm] Real Z [Ohm]

Figure 3.2: Effects of current in impedance spectraand correlation with
polarization curve. a) V-l curve; b) Impedance speita at current variation,
particular of Ohmic resistance behaviour. c¢) Effectat low-medium current
variation; d) Effect at medium-high current variation. Measurements referred to
the NEXA™ system [8].
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As reported in Yuan et al. [11], several authorsoaktudy the
deformation of the impedance spectra induced byyistem operation in
abnormal conditions. A relevant support to monitgriapplications is
given by Fouquet et al. [17]. In the latter pageeyt analyse the spectra
evolution during flooding and drying (see figure8 &) and (b)). In both
cases a performance drop is observed with a relapectra deformation.
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Figure 3.3: Effects of drying and flooding conditims (i4.:=466 mA/cm2): a)
Polarization Curve; b) Nyquist diagram. Representediata has been adapted by
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The authors also state that it is possible to misish these two
conditions by analysing the spectra differencescdse of flooding, the
achieved spectrum is larger than in case of drylngboth cases the
charge transfer resistances increase, but thewesalincrease with a
different percentage (i.e. higher for flooding). tover in case of
flooding, the diffusion losses drastically increased the second arc
becomes the dominant one. A singular behavioulss detected for the
membrane resistance. In case of drying, the Ohgsistance increases
(see section 1.3) and the spectrum intercept &t feguencies drifts on
the right (figure 3.3(b)). In figure 3.3 (a) theltage drops induced on the
polarization curve by drying and flooding operatcare reported. The
difference between the arcs reported in figure ()3 underlines the
capability of the EIS technique for monitoring adidgnosis activities.
On the contrary, it is worth noting that no infoioa for distinguishing
drying or flooding conditions is available on thaarization curve.

Other authors like Kang et al. [75] analyse alse #ffects on
impedance spectra of the accelerated reversal faitelue to the fuel
starvation. An increment in impedance arc is ole@rvThe authors
observe an increment of the charge transfer resistalue to carbon
corrosion phenomena and Pt agglomeration. Moredfer variation of
the oxidant feeding also influences the PEMFC parémce, particularly,
the reduction of the air stoichiometric factor inds the impedance
spectra growth. Indeed, reducing the inlet air flproduces the same
system response observable in case of diffusicgefodue to the cathode
flooding and the second arc appears. If the stoibiric factor X)
reduction is quite high a strong deformation of ithpedance spectrum is
detected. To underline this behaviour the speatesgmted in chapter 2
are re-proposed in figure 3.4.
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Figure 3.4: Effects of air stoichiometric factor vaiation in PEMFC, adopted by

Petrone et al. [8]

The impedance spectra are also influenced by tHdA€Eageing

[11,45].

Indeed, the main degradation phenomenaw gwith the

operating time of the system. Among these, thecefief the CO

poisoning on the impedance spectrum deformatiamaysed by Wagner
et al. [71]. A large increment in impedance speitrabserved. Authors
associate this behaviour to the increment of thedancharge transfer
resistance, which increases of 2 orders of magaitddhus, the anode
phenomena, usually negligible in normal conditiomegcome dominant.
Moreover, the authors state a pseudo-inductive \behiaof the spectra
when a long term exposition to CO poisoning occassshown in figure

3.5.
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Figure 3.5: Influence of CO poisoning, after Wagneet al. [71].

As introduced before, each variation in PEMFC ofpegaconditions
induces a change in the impedance spectrum shafter éurrent,
temperature, water content, air starvation and G8lsoming other
variables can affect the spectrum. For further yamigl Yuan et al. [11]
give exhaustive examples. However, it is worth mptithat the
phenomena inducing the change in the impedancetrapeanay be
linked and a complete de-coupling is difficult teha&ve. Therefore,
cross-linked effects should be always considere@nwhnalysing the
spectrum shape, for this purpose the experiencéhefresearcher is
requested.
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3.3 Equivalent Circuit Model (ECM)

Schmickler [86] defines the electrochemistry likthe study of
structures and processes at the interface betweeteatronic conductor
(electrode) and an ionic conductor (electrolyte)..With this definition
in mind, the interpretation of the EIS data can dogported through
mathematical models. Particularly, equivalent atrenodels (ECM) are
suitable tools for electrode/electrolyte interfadtearacterization [11]. In
the following, the relationships between ECM angb@alance spectra in
PEMFC domain are reported to provide a suitabl&kdpawind for EIS
data, thus meeting the purpose of system monit@ihdiagnosis.

Adopting an equivalent circuit, different electlicg@mponents are
used to characterize the different physical prazessThe suitable
coupling of these components forms the ECM [87hc8ithe layout of
the components assembly and also their types n@apdece the same
impedance spectrum, care must be given and soncéisgions must be
respected to build the appropriate ECM.

1. The ECM should be as simple as possible.

2. The ECM must guarantee the best data-fit.

3. The circuit elements must be consistent with thstesy
physical behaviour.

According to Yuan at al. [11], if these three peiare observed the
model can ensure a good accuracy in data fitting #en a good
representation of the behaviour of the referenceesy.

In fuel cell domain the electrochemistry theory eleped to study
the interface behaviour between a solid electrau#® an electrolyte in
aqueous solution is extended to solid state. Ia taise, the modelling
approach via equivalent circuit is the same, big ihore complicate [11].
In the following an introduction to the ECM buildjrprocess is given.
Analysing a single electrochemical cell, the resise measured between
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the working electrode and the reference point f@@agraph 2.3, figures
2.8-9) corresponds to the resistance of the elgt#réR,,) [11,87,88]. As

a first instance, the ideal polarization of thectiede can be assumed.
Indeed, if the charge transfer at electrode/elgg&ointerface is not
considered, the electrolyte/electrode coupling lmamodelled by a series
connection of the electrolyte resistar(@®,) and a pure capacitdc,;),
which is associated with the charge accumulatioenpmena to the
double layer [88]. Nevertheless, the hypothesisthef electrode ideal
polarization allows only the characterization ofe ttOhmic losses
associated with the electrolyte. This hypothesisnoa be assumed for a
real system characterization, in which also the@sses due to the charge
transfer and to the mass transport must be acabufde These
phenomena occur at the electrode/electrolyte eterht the same time of
those processes taking place at the double lapereiore a new element,
named Faraday impedan€g:) is introduced into the equivalent circuit
[11,88]. Indeed, the Faraday impedance charactetize real electrode
behaviour and it is connected in parallel with ttepacitor(Cy;), as
shown in figure 3.6, where the Randles model [89kported on the left.
This circuit is the simplest and most common onepéetl as starting
point to build more complex models for electrochemhinterface [11]. In
simplest Randles circuit, the Faradaic impedancendglelled with a
charge transfer resistan€®.;). However, if the diffusion phenomena
influences the reaction kineti®., is coupled in series to the Warburg
impedance(Z,,), which is a distributed element built after a one-
dimensional analysis of mass transport phenometé88)l Thus, the
Faradaic impedance can be modelled consideringreagsemblies on the
right of the figure 3.6.
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Randles’ ECM Faraday’s impedance(Z)
- (R}
or

Figure 3.6: An example of Randles’ model; Z splitting for the simplest and mixed
kinetics and diffusion configurations.

At high frequencies it is possible to evaluatedleztrolyte resistance
(Ry), while at low ones the polarization resistafiRg) is obtained as the
sum of all losses occurring in the system (see3Eh. This behaviour is
clarified when analysing the ECM. Indeed at higkqgtrencies, the
capacitor(Cy;) can be short-circuited and then the Faradaic impesl
(Zr) is neglected (see figure 3.7 (a)). On the conjraryow frequencies
the system can be assumed in stationary conditidrttee capacito€Cy,;)
behaves as an open circuit (see figure 3.7 (b)enTthe resulting
resistance is the sum of the system losses:

Rp = R_Q + Re(ZF) = R_Q + RCt + Re(Zw) (Eq 31)
where the real part ofeds considered.

In the following, each single component of the EQMually
employed in PEMFC application is presented. Theehpdrameters and
their correlations with the system physical behawiare also reported.
This part allows the understanding of how the ingmeg spectra changes
during the system operations.
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Figure 3.7: ECM behaviour: a) at high frequenciesp) at low frequencies.

3.3.1 Electrolyte resistance

The resistance measured between the working etiectemd the
reference point characterizes the Ohmic lossesdated in chapter 1. As
mentioned above, these losses are caused by tlepssijtion of the
electrolyte ionic resistance and the electricalistaaces, due to the
electrodes and connections. Among these, the elgietresistance to the
protons(H™*) transport is the dominant loss [11]. Accordingite Ohm's
law for DC electrical networks, the resulting impade is a real value
and is not frequency dependent.

In Nyquist plan the Ohmic resistance is therefapresented by a
fixed point [7,90], whose corresponding real parthe resistance value,
while the imaginary part is equal to zero (seerig8.8). The electrolyte
resistance can be expressed as:

1 l
R_Q —U—el'a (Eq 33)
Wherel and Sy are respectively the electrolyte thickness in erd ds
active surface area expressed irf,crespectively. These values depend

on the cell geometry and they are constant. The parameter
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characterizes the electrolyte conductivity exprdsiseS/cm; this value
depends on the system operations and particularly niembrane
hydration and operating temperature. In their wBgkinger et al. [84]
identified the conductivity law for a PEMFC Nafidrelectrolyte, as
reported below:

1268(i—1)
0., T) = (0.0051394,; — 0.00326) - ¢*268(50577 (Eq. 3.4)

Where T is the operating temperature in K dpdis the water content.
The water content characterizes the electrolytedtyah. Springer et al.
[84] define its value as the ratio between the nemdd water molecules
to the number of sulfonated grou@®03 H*) in polymer electrolyte. For
Nafion® 117, Zawodzinski et al. [91] measured the watetteat as a
function of water activity, fixing the value of 1#or equilibrium
conditions [84]. In case of electrolyte dehydratitre limit for the water
content corresponds to 7; while in case of flooding 22. However, the
water content can be only estimated through experat relationships
and cannot be directly measured. According to dlsé dection (see figure
3.3), the influence of the membrane water conten®bmic resistance is
qualitatively resumed in figure 3.8.

amz) 1 ")

Electrolyte hydration Electrolyte dehydration
Ao > 14 A < 14

P r—

Re(Z)
(Re; 0)

Figure 3.8: Ohmic resistance representation in Nyqat plot.
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Other authors, like Mann et al. [85] characterizaidectly the
membrane resistance. They presented an experimémalfor the
characterization of the NafiSrelectrolyte resistance, introducing also the
influence of the operating current ().

140.03(L)+0.062(— ) (L)
(sA) () T(f;‘lo)3 (Eqg. 3.5)

(Ael—0.6343(é)>e4'18 T

Moreover, equation 3.5 is not related to the infation about the
electrolyte thicknesd) which may be difficult to retrieve.

R, = 1816

The above concepts are at the hearth of the El&dbdisgnosis via
ECM. To introduce these concepts before the detaiscription given in
chapter 5, it is worth mentioning thRg is identified on-line by fitting the
EIS experimental data, whereas its expected valueormal operating
conditions is computed via Mann’s law. To stateadnormal operating
condition the identified parameter is compared wite expected one to
generate the residual.

3.3.2 Charge Double Layer (CDL) capacitance

In addition to the electrolyte ionic transfer résige the electrode
charge double layer (CDL) phenomenon must be ceresid According
to Larminie and Dicks [10], when different matesiare in contact, a
concentration of charges is stored on their susfagulating the charge
transfer from one to the other. The understandintpis phenomenon is
crucial to model the fuel cells’ dynamic electrida¢haviour. Indeed,
diffusion effects, interfacial reactions betweea #lectrons and the ionic
charges and also changes in applied voltage cattathe PEMFC
dynamics resulting in a capacitive behaviour. Laimiand Dicks
consider the electrode/electrolyte interface atdfhode side to analyse
the CDL phenomenon. As shown in figure 3.9, a obatigtribution is



80 CHAPTER 3

observable at the interface surface; with electadribe electrode side and
H" ions at the electrolyte side. If the, @ supplied to the cathode, the
reaction takes place depending on the charge geatsihe interface and
the resulting voltage is the “activation voltagd0]. Due to the CDL, a
voltage lag can be observed in PEMFC operatioredddwhen a current
variation occurs, the system voltage changes witima delay. A first
voltage variation is immediately observable duéh®internal resistance.
Nevertheless the operating voltage slowly reactegquilibrium value.
This is due to the fact that a current variatioguiees some time for the
interface charge distribution variation to find thew equilibrium [10].
Therefore, the CDL can be modelled as an electcaphcitor.

Membrane 02
ﬁ
Active Surface a4 Cathode

Figure 3.9: Charge storage at CDL interface; a capative behaviour.

Usually, the capacitance of a plane electrical ciypais expressed as
follows:

Sa

C = SCF (Eq 36)

Whereeg, is the electrical permittivitySs is the surface area awnds the
distance between the plates of the capacitor. 1M Edpplication for
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PEMFC modelling Sa is the active surface area, whild is the
electrode/electrolyte separation distance [10]. Tapacitance afore-
presented is also named geometric (or bulk) ceguait [90]. According
to the definition of CDL, another relation can beurid in Latham
dissertation [90], where the double-layer capacian also defined as the
derivative of the charge density at the electrogewith respect to the
interfacial potentiakE at constant temperatufie pressurg and chemical
potentialu.

aO'E

Cy = (E)T’W (EQ. 3.7)

Nevertheless, the parameters of both equationarRl@.7 may result
awkward to evaluate because the variables involwex not directly
measurable on a FC. Therefore in a simplified agghidased on ECM,
the Cy4; is identified directly from experimental data. Acding to the
electric network theory, the impedance related poir@ capacitor is:

1

_ij_

.1
Zec — (Eqg. 3.8)

It is worth noting thatZ. is imaginary and negative, contrary to the
pure resistor (real and positive). If the radialginencyw tends to infinite,
Zc tends to zero and vice versa. Therefore, consigehe series between
R, and(Cy the equivalent impedance related to the idealrjzaiton of

the electrode is:

1
wCq;

Zeqigpo, = Ra = J (Eqg. 3.9)

A qualitative representation of the equivalent ichgogce in the
Nyquist plot is reported in figure 3.10. The capawte introduces a
vertical line, whose origin is centred on the r@ak in correspondence of
theR,, value.
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-Im(Z) A. ®— 0 C

@ — 0

11z,)—0

»

® >
(Re; 0) Re(2)

Figure 3.10: Qualitative Nyquist plot representatio of the ideal polarization of the
electrode.

3.3.3  Faradaic impedance(Zr)

To characterize the effective polarization of tHecwode a new
component must be added to the ECM: the Faradgiedance(Zy),
which models the electrochemical processes at lgwtrede/electrolyte
interface [11]. As introduced before, both the geatransfer and mass
transport phenomena can be considered as actipgraiflel to the CDL.
Thus, it is possible to separate the charge traqdfenomena from the
diffusion ones. This results in a series connectietween the charge
transfer resistanc€R,,) and the distributed Warburg elemdi#t,,) (see
figure 3.6). The physical meaning of these comptmes introduced
below.

3.3.4  Charge transfer resistanceR;)

The charge transfer resistan€B.;) is the resistance against the
charges crossing the electrode/electrolyte interfard, thus is strictly
related to the kinetics of the reactions. Therefasebehaviour influences
the current flow in the electrode. The current wWating inside an
electrochemical cell is related to the electrodd¢epimal through the
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Butler-Volmer equation, which is detailed in appernd (Eq. B.1). Then,
based on ther.; definition, its law derives from the inverse ofeth
negative partial derivative of the Faradaic curréensity (ir) with
respect to the charge transfer overvoltdge, both referred to the
analysed electrode [88,90]:

Ree = — (54 "’i)_1 =52 (Eq. 3.10)

In Eg. 3.10F is the Faraday’s consta(@6487 C/mol), while R is
the universal gas constarf8.314 //mol/K); n is the number of
electrons involved in the reaction andis the transfer coefficients. For
more details see the appendix B (Eq B.12). In avapi for diagnosis
purpose,R.; is identified directly by fitting the EIS experim&l data,
whereas equation 3.10 is exploited to evaluate exgected value in
normal operating conditions.

The current influence on charge transfer resistareme be also
deduced from figure 3.2 (c), where the impedan@ztspm variation is
observed in correspondence of a current variatiameasing the current,
R, decreases and this is consistent with equatiod. £bnsidering the
case in which the diffusion losses are negligiblee equivalent
impedance of the PEMFC can be characterized bgithplest Randels’
circuit, where the Faradaic impedance is modellely ovith R.; (see
figure 3.6). In this case, the ECM impedance regregion in Nyquist
plot, which is qualitatively reported in figure 3,lresults in one semi-
circle, whose diameter corresponds to e value. The first intercept
between arc and real axis characterizes the Ohmssistance(R,);

whereas the second one gives the poIarizationtaesB(Rp), resulting

by the sum ofR,, andR.;. According to the electric network theory, the
equivalent impedance is:

1

Zeq =Rot jwCqi+(Rep)™t

(Eq. 3.11)
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A
-Im(2)

Figure 3.11: Qualitative representation of the Rantks’ model on the Nyquist plot.

3.3.5 Warburg impedance (Zy)

When the mass transport phenomena starts sigrtifrcarfluencing
the losses, the diffusion processes must be caesidend modelled in
Faradaic impedance (see figure 3.6). For this mepihe distributed
Warburg element is introduced in the following.

Generally, Warburg element characterizes the omesional
diffusion of the reactants into the electrode [93§,reported in appendix
B. For PEMFCs two main diffusion processes are llysuansidered. The
first one is based on the hypothesis of semi-itdimidth of the electrode,
whereas the other assumes the finite width of thetrede. In case of
semi-infinite electrode, the Faradaic impedance banexpressed as
follows (the entire proof is presented in apperig)ix

Zr =Ry +———j (Eq. 3.12)

g
savo J Savw

Whereo is the mass transfer coefficient due to the cbuation of the
reactants for oxidatiorQ) and reductionR) [88].
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RT 1 1
9 =00+ Or = Fimy2 (co(oND_O + cR(o)JD_R) (Eq. 3.13)

where C and D are the superficial concentrations and the diffasi
coefficients of the reactants, respectively.

The equation 3.12 defines the Faradaic resistantieeaseries of two
circuit elements, i.e. the charge transfer rest#a(R..) and the
distributed Warburg elemef£, ):

ZW=

o . o
il b (Eq. 3.14)

where the negative imaginary part accounts forctqgacitive behaviour
of this element. The phase angle is:

_1 (ImZw) _ o
o = tan™! (R’”(ZVV;)) = tan~1(~1) = —45 (Eq. 3.15)

The graphical representation of semi-infinitg is reported in figure
3.12 with a red line inclined of 45°.

In case of finite electrode of widtfd), a relationship similar to
equation 3.12 can be found for the Faradaic impesian

Zp =Ry + “_J"it h(f5)+ f\/ait h(f&) (Eq. 3.16)

whose mathematical proof is reported in appendiXiigen, the Warburg
element in case of finite width electrode is:

Z~W=Z~W’O+Z~W_R—S\£/it h(\/j&) Sfjit h(fd) (EqQ. 3.17)
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Thus:
jw
5 _ioon_ o "™per®) _ () (Eq. 3.18)
Wo R Sa Dor \/ 52 - Jwtq . 3.
]wDO,R

whereR, is a new parameter introduced to model the diffusosses.

_Y2oor & _ RTS
Ra = Sa Dor  Sa(mF)2CoRr(0)Do g (Eq. 3.19)
andz, is the diffusion (or Warburg) time constant [17].
52
fa = (Eq. 3.20)

Do r

From equation 3.18 it is possible to notice the -loearity of the
Warburg impedance.

Generally, in PEMFCs, the finite Warburg model ppléed, whereas
the semi-infinite element also can be adopted napkiy the spectrum
analysis. In this work the finite Warburg elemenassumed to model the
PEMFC. BothR,; andt,; are not directly measurable and therefore they
are identified from the EIS experimental data. liguFe 3.12, the
gualitative shape of the Faradaic impedance in aHséiffusion is
represented on the Nyquist plot. In case of sefimite element, the
iImpedance spectrum turns into the red line, wheli@athe finite element
the diffusion arc is obtained (in black). It is wefble that this arc is
deformed; consistently with the semi-infinite maqdel 45° slope is
observable at high frequencies.
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W. sem-infinite
A
-Im(2)
w—0
I(ZF) — 0

lz.,)—0

i (R, +R,: 0) Re(Z)

Figure 3.12: Qualitative representation of the effets of Warburg elements in the
Faradaic impedance spectrum: theed line characterizes the semi-infinite element,
while the black arc characterizes the finite one.

The mixed kinetic and diffusion configuration oktiRandles model
and the qualitative representation on the Nyqulahe of the related
equivalent impedance are shown in figure 3.13. fBaearc accounts for
the charge transfer phenomena, while the blue satbd diffusion one.
The combination of these two arcs gives the shdpbeospectrum (in
black). Usually, in PEMFC spectra analysis, onky thactant diffusion at
the cathode side can be clearly observed. In thge dhe equivalent
impedance of the PEMFC can be achieved, as sholewbe

1

. -1
jwCar+(Ret+Zw R)

Zoqg =R (Eq. 3.21)
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[1]
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-Im(2) ° R, z,,

| (R,:0) Re(2)

i (R.) I (R) |

< :l“* |

Rp=R_Q+Rct+Rd

Figure 3.13: Qualitative representation of the equialent impedance spectrum in
case of diffusion.

3.3.6  Constant Phase Element (CPE)

Another distributed element usually used in PEMFA&ctrum
analysis is the constant phase element (CPE). ddmsponent allows
modelling the CDL physical behaviour in case ofglourregular surface
[90]. Indeed, the presence of pores on the eleetthnges the active
surface area. Considering also the pore internlswhe resulting active
surface area for the charge storage and exchasgé#sréarger than the
frontal one [88]. Then, a model based on distridud@pacitors is needed,
as schematized in figure 3.14. The impedance assadcio the CPE is:

1

Zcpg = G0y (Eq. 3.22)

whereQ and¢ are the CPE parameters to be identified.
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The coefficienty may vary between -1 and 1; therefore according to
that value the CPE changes its physical meanimgpsted below:

« ¢=0= CPEisa pure resistor = Q=R"1

e ¢p=1= CPEisapurecapacitor =Q=C

« ¢=-1> CPEisapureinductor =Q=1L"1

* ¢ =0.5 = CPE behaves as the semi-infinite Warburg element

=>Q=SA'UW_1

le—
cmmmm b S ,
; HY | e e ¢€ ) ;
' Membrane | Pore  H|° _ ' Electrode
| e T
; | W H H e :
| HY i
! OO
1 1
| ! i
; HY ' / ;
| | i
I S !

le— Interface

Figure 3.14: CPE modelled as a distributed capacitdor porous electrode
characterization. Adapted by Fontés [92].

For systems with a capacitive behaviour, as PEMR@s, CPE
coefficient induces a partial rotation of the capacsemi-finite line in
Nyquist representation. The effects of the CPE el@non the Nyquist
plot are qualitatively reported in figure 3.15. Wias replacing the CDL
capacitor with a CPE element in the simplest Raslleircuit a rotation
of the semi-circle is obtained as reported in fy8rl6.
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Figure 3.15: CPE influence for ideal polarization 6the electrode.

CPE
m(z) ]
R

w—0

I(Zeq) —0 R
(R, 0) Re(2)

Z.. =Rg + ! T

=T ) + (Zp) ! a=50-9

Figure 3.16: CPE application in Randles’s circuit §imple case: no diffusion); semi-
circle rotation.

Finally, by comparing the CPE impedance in the 8gne3.22 with
the one related to a pure capacitor (eq. 3.8% fassible to evaluate the
equivalent capacitance:
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Cog = Q- @@V (Eq. 3.23)

where w is the radial frequency corresponding to maximuegative
imaginary part of the impedance for the consideaecl The use of
equation 3.23 will be detailed in chapter 4, whescharacteristics of the
spectrum shape are exploited to set the ECM paeamet

3.3.7 Dissociated electrodes model

There are some cases in which the anode oxidag@ctions cannot
be neglected. When the anodic losses increaseak @ro is detected in
the impedance spectrum at high frequencies andefthhe, one single
Randles’ circuit cannot guarantee the correct niodebf the system
impedance. To overcome this problem the dissociglscirodes model is
introduced. Figure 3.17 reports two example of E@M dissociated
electrodes. Circuit (a) is the complete one, inakhboth anode and
cathode are modelled through the parallel of a GPH a Faradaic
impedance (i.eR.; + Zy,). Circuit (a) may be simplified by removing the
Warburg element and replacing the CPE by a puraaditmp at anode
side, as shown by circuit (b). In this case, theieent impedance
becomes:

1 1

Z = + =
jwcdl+(Rct,a) : Q(jw)¢+(Rct,c+ZW) !

:R_Q‘l'

eq (Eq. 3.24)

Finally, the Nyquist representation is also repobreg bottom of
figure 3.17.
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An9de Catlhode

CPEx CPE

C CPE

B

> —te— e |

Rp = R_Q + RCt,CL + RCt,C + Rd

Figure 3.17: An example of dissociated electrodesatels: a) complete model; b)
simplified model.

It is worth noting that for an ECM different timerstants can be
associated to each arc of the spectrum on the Byppresentation. Thus
at each arc corresponds a sub-circuit of the ECM (gures 3.13 and
3.17). In RC network analysis the time constantratiarizes the time
required to charge and discharge the capacitor,isastrictly related to
the cut-off frequency of the circuit. Thus, it i®th remarking that in this
work the use of the time constant is not stricdferred to its definition,
but it is assumed, particularly in the next chapierclassify the different
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ECM configurations. Indeed, the simple Randles’ elad characterized
by one time constant and only one arc appears @uilityrepresentation
(figure 3.11), its time constant being:

TRandle = RetCar = (Eq. 3.25)

S

Then, considering the equation 3.23, in case of ,CIRE time
constant becomes:

TcpE = RQE(d’_l) = (Eq 326)

1
®

In case of diffusion, a second time constanyi is introduced by the
Warburg element and a second arc appears. Finglgn the anodic
losses are not negligible, a third time constanstmhe considered. In
order to avoid complex models, in this work the @iest Randles’ circuit
is exploited to characterize the anode in caseigdodiated electrodes
(see figure 3.17 (b)). Such a decision well agreeth the rules
introduced in section 3.3. However, in Nyquist es@ntation, a single arc
also can be obtained by combining more time cotstamd then different
ECM configurations can reproduce the same arc. balsaviour is the
main problem in ECM analysis, more details on thf@c are reported in
the next chapter.

3.3.8 Pseudo-inductors

Sometimes, it is possible to introduce an indu¢tgrto account for
the cables influence during the measurements. thdé® Nyquist
representation, the effect of the cabling is usualbserved at high
frequencies with a positive trend of the impedaintaginary part, which
is typical of the inductive phenomena. Thereforddiag a suitable
inductor in series to the ECM is a good solutionréproduce this
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behaviour, which is not related to the electrocliainphenomena, as
shown in figure 3.18.

y
-Im(2)

(R,;0) (R ;0)

Figure 3.18: Effects of cabling in Nyquist represetation.

As already seen, an inductive behaviour may bectegtevhen CO-
poisoning at anode side occurs [71]. In such a dase inductive
behaviour is found at low frequencies, as alreduyws in figure 3.5.
This case has not been analysed in this work. Tlousnore details refer
to the Wagner and Schulze paper [71].

3.4 ECM correlation with Polarization Curve

In chapter 1 the polarization curve has been inited as a static
electrochemical technique to analyse the operatorglition of the cell.
This method appears as the simplest one to evalieefuel cell
performance. Indeed, the effects of the chargesteanOhmic and mass
transport resistances in steady-state conditioms,be detected directly
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by the cell voltage drop. Nevertheless, in cell rapens the different
losses overlap and, then, it is difficult to dejoleueach effect [11]. As
shown in this chapter, the EIS technique overcortied problem
allowing the isolation of the different phenomeniagugh the spectra
analysis may be more complex. However, some cdiwak between
ECM and polarization curve can be derived. Both tNgquist
representation and the V-l curve can describe thetik, Ohmic and
diffusion processes. Considering the impedancepaa] the polarization
resistance (fj that characterizes the intercept of the impedapegtrum
with the real axis at low frequencies is also aobie by adding the
different resistances of the ECM. This value cqrogsls to the tangent of
the polarization curve at the related operatingesur[11]. Then, starting
from the equations introduced in chapter 1, themjmdtion curve can be
modelled as follows:

anF

V=E —~Lin () RQI—|%ln(1—Iil)| (EqQ. 3.27)

its negative derivative being:

av _ RT 1 RT 1
~a anr1 T Eﬁ Ree + Ry + Ry (Eq. 3.28)

where, for equation 3.10, the first term is thergkaransfer resistance
(R.), and from equation 3.19 the third term correspdnds

1
- nFnFSAD(C* €(0)) nFSyDC*
5 5

RTS
(nF)ZsADC(o)

=R, (Eq. 3.29)

|RT 1
nF I-I;

Therefore, as expected, the negative slope of dharipation curve
corresponds to the sum of the ECM Ohmic parametedsthen to the
polarization resistance. Considering the voltagedrwith respect to the
current, the consistency with the spectra analysigemarked. The
negative slope of the polarization curve is reducgdaising the current
from the dominant activation losses region to theni one. Moreover,
the negative slope increases again when the cueaohes the dominant
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mass transport losses region of the polarizatiowec(see figure 3.19). A
similar behaviour can be observed in paragraplisge figure 3.2), where
the arcs deformation with respect to the operatimgent is reported. In
particular the arc reduction is observed from l@vntedium operating
currents, while the arc grows at high currentshasve in figure 3.19.

DOMINANT

(a) Activation losses
(b) Ohmic losses
- 1 (c) Mass transport losses

IDC3

Figure 3.19: Relation between the polarization cure slope and the arcs
deformation in the main dominant losses regions (ajb) and (c).

3.5 Chapter conclusion

In this chapter, the different features of the Ep®ctra were analysed
in Nyquist representation and their deformationshwiespect to the
operating conditions introduced. Then, the ECMs ewpresented as
suitable tools for modelling and analysing the PEMimpedance. This
technique allows the detection of the different FEMIlosses. The
resulting equivalent model is a complex non-lineaction.



4. ECM PARAMETER IDENTIFICATION

As shown in the previous chapter, the analysitefelectrochemical
impedance of a PEMFC requires well defined mode&M is a powerful
tool to model the impedance spectra, its main adegn being the
possibility of identifying the parameters directigm the matching of the
experimental data with the model output. Neverg®ldhe equivalent
impedance is a complex non-linear function andideatification of the
model parameters may be difficult to implement. H@M parameter
identification procedure based on the Complex Noedr Least Squares
(CNLS) minimization technique is then introduced tiis chapter.
Moreover, a new algorithm, named Geometrical Fisess (GFG), is
proposed to support the minimization procedure iarameter
identification, ensuring both the achievement ofje@d fit and good
consistency with the physical behaviour of the .célhe proposed
algorithm was validated on three different systamseveral operating
conditions.

4.1 State of the Art of ECM parameter identification

The EIS data fitting is the first step in ECM expion both for
PEMFC monitoring and diagnosis purposes. Therettwejdentification
of the ECM parameters is a crucial point and carestnibe given to
evaluate the several causes that can compromsstdp. First of all, the
choice of the model structure can influence thétrigpnvergence of the
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minimization. Indeed, a large number of parametersbe identified
determines a large search space and then high lplibbdo trap into
local minima [93] during the identification. Moreewy the presence of
measurement noise also may compromise the accwfatlye process.
These aspects are worse for complex non-lineartitmaand, thus,
represent the main challenges of ECM parameter tifazmion.
Therefore, in order to guarantee the best fit betwibe experimental data
and model output, many efforts are dedicated teeldgvsimple models
with a limited number of parameters. The bestniiittimplies both the
shapes comparability of the spectra and the rigett®chemical
processes characterization [54]. In literature, @@mplex Non-linear
Least Squares (CNLS) method is credited as the suitstble in EIS data
fitting [11,54,93]. The CNLS fitting is based onetiminimization of an
objective function. It usually corresponds to theighted sum of the
squared residuake?;), which are the differences between the measured
and modelled impedance values, both for real argjinary part:

Obj_F = 37 (Wre,i€hei + Wim,i€im,:) (Eq. 4.1)
eRe,i = Re{Zmeas(jwi)} - Re{Zmod (j(‘)i; ﬁm)} (Eq 4-2)
€rmi = Im{Zmeas (iwi)} - Im{Zmod (jwil .Bm)} (Eq 4-3)

wheren is the number of points acquired at the frequeswie,, are the
parameters to be identified. In equation 4.1 the w$ weighting
coefficients wy; is considered to account for the variability ofeth
magnitude of both real and imaginary parts with theguency. The
choice of the weights can be performed followingesal ways. For
instance, Yuan et al. [11] suggest introducing itheerse of the squared
number of the considerea points. Nevertheless, in their work Danzer
and Hofer [54] fixed the weight factors to 1 andfa@ the real and
imaginary parts, respectively. On the other hanithero authors like
Macdonald [94,95] and Boukamp [96,97], suggeshairtworks the use
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of proportional weights. Particularly, the authprepose to normalize the
residuals at each frequency with either the impeedamodulus or the
squared values real and imaginary parts. For theSChpplication the
Levenberg-Marquardt (LM) algorithm is commonly usgtl,90,93].
However, this approach is based on the gradienhadeand, thus, the
minimum search is limited in the search vectoraioa: [90]. Therefore,
the main problem to be faced, when applying a giv@nimization
technique, is the setting of the starting valuesthe iterations. If these
values are not well set, the convergence of thédnodemight be affected
[93], in such a way as to cause the solution tp imaa local minimum.
Instead, if good estimates for parameters’ initialues are found, the
convergence to the global minimum is relativelytfasd limited
iterations are required [90]. To overcome this pgol)y Buschel [93]
suggests to use a stochastic approach. Indeedtistdtmethods are able
to account for different local minima, prior to e@nge to a reliable
solution. The author states that the use of parfilter (PF) and simulated
annealing (SA) methods can contribute to solve thelti-minima
problem. The PF is a non-linear, non-Gaussian sstienator similar to
the Kalman filter for Gaussian distributions, whigkploits the stochastic
search to extrapolate the parameters [93]. The $@logs multiple
evaluations in parallel converging to the soluti@uring the iteration
several sample parameter sets are compared amul, dherobability
function is evaluated achieving the best samplg. [B8schel concludes
that, if the starting parameter values are closedhe solution, the
Levenberg-Marquardt method gives a good fit reqgidimited number
of iterations. On the contrary, by assuming a lapgeameter search
space, the PF method shows the best performanceovir, the PF is
not so influenced by the measurements. Therefdrethe starting
parameter values are selected from the solutioghbeurhood, for
example by using experience, the LM is the mostable method,
whereas, in case of automatic applications, thes&éms to be more
indicated [93]. Nevertheless, as introduced in Its chapter, different
sets of parameters of the same model can repradeasame spectrum. In
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such a case, a stochastic approach may guarargeeeth fit, but the
consistence with the real physical behaviour cardifffecult to attain.
Danzer and Hofer [54] consider a hybrid approaatolving the benefits
of both the stochastic and deterministic methodseyT suggest the
Nelder-Mead (NM) algorithm [98], which is the siregl method usually
adopted to solve the non-linear optimization protdein a multi-
dimensional space. By allowing the numerical solufior those problems
in which the derivatives cannot be computed aralli, this approach is
a valid alternative to the gradient based methden] an evolutionary
algorithm is used to perform the global search. évigeless, if several
tests confirm the results reliability and repedtahifor larger spaces the
convergence of this method to reach the global munh cannot be
demonstrated [54]. This technique shows good {ttoapabilities and
also a physical consistency of the parameters.

The goodness of the CNLS fit can be achieved throsigtistical
comparison. Usually, the chi-squared test is agpliel,90], the y?
function being expressed as follows:

2
x* =X (—(yi_];(ixi))> (Eq. 4.4)
where y; and f(x;) are the measured data and attained values
respectively, whileg; is the standard deviation of the measured data.
Commercial software, such as the ZVfedrom Scribner Associates
Inc.”, which represents one of the most used one, ysaafiumes this
parameter to evaluate the data fitting. Nevertlselatso other methods

can be applied. Starting from the vector 2-norm:

vl = v Xlvi? (Eq. 4.5)

the analogies with the CNLS objective function m@d in equation 4.1
can be found. Then, extending the 2-norm to a (2xiirix, in which the

’ Website: www.scribner.com
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first line is composed by the impedance real palftte the second one is
composed by the imaginary ones, the residuals leetweeasured and
fitted data can be evaluated as follows.

_Nzpie-zmisl,

Res (Eq. 4.6)

1ZEzsll2
This paragraph was structured in such a way asrtwige an
overview on the different solutions adopted inrétere to perform the
ECM parameter identification. In the following onéke solutions here
adopted to develop the identification proceduredioidine applications in
PEMFC domain are presented and discussed.

4.2 Minimization algorithm and parameter influence

The aim of this work is the development of a robidsntification
procedure to extract on-line the ECM parameters. mhin features are:

1. The goodness of the fit. The procedure must gueeaatreliable
reconstruction of the spectrum shape in severalratipg
conditions.

2. The physical consistency. The suitable ECM haseasdlected
depending on the electrochemical behaviours of dhalysed
phenomena. Then, the model parameters must beifigént
ensuring a strict correlation with the physical gasses, which
depend on the system operating conditions as well.

3. Few iterations. Fast convergence towards the dopammeter
values is required, within a short computation tinogizon. This
is especially interesting in real-time applications
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4. The automation. The procedure must be able to tsdlecright
model and identify the parameters without any extkesupport.

As introduced before, the stochastic methods, saschPF, exhibit
good fitting capabilities in automatic identifioati tasks. Nevertheless, if
the parameters’ search space is quite close taphenum values, the
deterministic methods can be successfully emploj@s]. Moreover,
when the problem is well posed, the determinigbigraaches show a fast
convergence, thus requiring a few iterations td fime minimum (i.e. the
solution). Starting from these considerations, hrisyapproach, such as
the NM algorithm [54,98] was proposed for paranegtielentification.

A relevant point in ECM analysis is the reliabilidfthe experimental
data set. For the purpose of this work the expearialalata of Fouquet et
al. [17] were considered as a reference. In hikweouquet presented a
series of spectra in case of normal, drying anddileg conditions for a
150cnf 6-cells PEMFC (see also figure 3.3). In this peapb, the
Fouquet [17] impedance spectra achieved at 70 Ae vesnployed to
verify the performance of the NM algorithm. In orde compare the
results, the same ECM proposed by Fouquet alsoceasidered. The
Randles model configuration for mixed kinetics aldusion losses and
the related parameters are shown in figure 4.1.

CPE

Zeq(w: B

R
9 " B =I[Rg,Rc,Q ¢, Ry, 74]

Figure 4.1: Randles model configuration for mixedkinetics and diffusion losses
adopted by Fouquet et al. [17], along with associatl model parameters.
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The equivalent circuit has been implemented in MABL.
According to the CNLS method, the objective funatioeported in
equation 4.1 is assumed and the NM algorithm [999€8sed to perform
the minimum search. The identified parameters ardlas to the ones
proposed by Fouquet. To give on example of the NNgorghm
capabilities the convergence of the fit is reportedfigure 4.2. The
relative 2-norm converges towards the value of 8%1lwithin 800
iterations, which corresponds to 0.2 seconds forirael® Coré™ 15
processor at 2.5 GHz. The red line is the shapethef spectrum
corresponding to the initial parameters, while ¢jneen one is the final
result.
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Figure 4.2: Convergence of NM method.

To verify the capability of the NM algorithm to cagrge towards the
same final set of parameters, a sequence of 1024tifidations was
performed starting from different initial condit®nFor each parameter,
the initial values were selected randomly and idetliin a range of the
same order of magnitude of their respective expevtdues. Only the
CPE coefficient is varied from 0.5 to 1, in orderbe consistent with the
impedance cell physical behaviour (see the par&agra3.4). The
frequency distribution of the 2-norm is reported figure 4.3, which
shows that half of the fitted spectra convergethétocommon minimum
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of 1.518 %. This behaviour is linked to the staytialues of the ECM
parameters assumed for the fit. If the initial dtinds are quite close to
the solution the expected minimum is achieved. Heatified spectra
belong to the first class of the frequency disttidi, which involves the
2-norm values in the interval 1.518 - 2.24 %, eihdimilar shapes as
reported in figure 4.4. In case of different 2-noratues, these spectra are
generated by different parameters’ combinationt) wariation from the
reference limited at a maximum of 10 %. This bebawiconfirms the
need of well stated initial conditions to perforne identifications.

2-Norm frequencies of 1024 ID

1000

800

600

400

ID Frequencies [/]

200

2-Norm [%]

Figure 4.3: 2-norm residual values distribution for1024 random identifications.

x 10° Nyquist Plot

‘ O Ref. Data
| Class
Best Fit

-Im Z [Ohm]

0.02

Re Z [Ohm]

Figure 4.4: Impedance spectra extrapolated by tharkt 2-norm class; Ref. data
were retrieved from Fouquet paper [17].
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A further analysis has been performed adding ndsethe
experimental data. For this purpose, each pointthef spectrum is
perturbed, by imposing a random variation in a ean§+ 10% of the
reference real and imaginary parts. The presenoceieé causes a change
in the spectrum shape, which can be evaluated ghrthe 2-norm value.
In that case the 2-norm attains the value of 5.GB&. effect of the noise
in spectra identification is reported in figure 4a% whereas in b) is
reported the case, in which the noise is added ahlpw frequencies.
This second case is likely to occur in measuremehis to the problem
of stability at low frequencies (see paragraph2.1.

-Im(Z) [Ohm]

FIT0

-Im(Z) [Ohm]

0.02

Re(Z2) [Ohm]

Figure 4.5: ldentifications in case of perturbed déa: a) all the spectrum is
perturbed (5.6% of deformation with respect to thereference shape); b) the
spectrum is perturbed only at low frequencies (4.9%f deformation with respect to
the reference shape). EIS data retrieved from Foucgt et al. [17].
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The CNLS method is based on mathematical minimuearcke
processes and then a change in the referenceidataagchange in the fit.
In figures 4.5.a-b, the fit in case of noise isared in green (FIN),
while the reference fit is reproduced in blue {TAn interesting result
is that both in case a) and b) the fitted shap&\(Fk consistent with the
reference data (black points). Finally, the timguieed for the parameter
identification is not sensitive to the noise. THere, it can be stated that
in case of small perturbations, if the suitablertstg parameters are
considered, the NM algorithm is not strongly inficed by noise.

The selection of the right initial parameter valugghus the main
issue. In order to understand the influence ofsingle parameter on the
impedance shape, the Fouquet reference spectrutpeleassimulated by
varying the parameter values in a range of + 75%heif optimal values;
then the shape deformation is analysed. As in theiqus analysis, the
CPE coefficient is varied from 0.5 to 1 ([-41:+19 of the nominal
value); this constraint is consistent with the detipedance physical
behaviour (see paragraph 3.3.4). In figure 4.6 ittieience of R, is
reported. In the Nyquist representation, it is pamesto notice the
spectrum translation, which is characteristic o ®®hmic resistance
variation. The 2-norm values are also reportedvbele Nyquist plot as
function of the imposedR, changes. The black circles are the
experimental data, while the green line is the tified shape. The other
shapes and relative 2-norm values are represemebdiue and red
according to the parameter reduction and incremespectively. Figure
4.7 shows the influence oR., particularly highlighting the charge
transfer arc deformation. Instead, in figures 48 4.9 the effects of the
CPE coefficients variation on the impedance shapaeported. The arc
rotation induced by the coefficiegt appears more influent than the effect
induced by the variation of the paramegerFinally, in figures 4.10 and
4.11 the effects of the Warburg element parametemsation are
presented.R; appears as the dominant parameter in the diffuai@n
deformation; whereas; seems not to be very influent. For more details
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related to the spectra dependence on the ECM pteenéhe reader is
addressed to section 3.3, where complete explanitigiven.
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Figure 4.6: Influence of the Ohmic resistance varigon.
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Figure 4.7: Influence of the charge transfer resistnce variation.
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Figure 4.9: Influence of the CPE coefficient variabn.
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Figure 4.10: Influence of the diffusion resistanceariation.
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Figure 4.11: Influence of the Warburg time constantariation.
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In order to complete the analysis just presenteel,significance of
each parameter on the shape deformation has bealuatad by
considering a 5 % variation in parameters expecidaes.

= (Eq. 4.7)

ﬁi. = Z‘l:/ariation — ”Zil;ar_ZEiHZ (ﬂ) = —“Zbar—ZBiHZL
Stgn :Blllariation ”Z[gl.”Z A.Bi ”Z/_gi”z 0.05
where Z ., is the impedance simulated for the variatigf} of the i-th

parameter, whiles, is the impedance attained for tBereference value.

The significances evaluated for each parameteregrerted in table 4.1.
A significance value equal to 1 characterizes aidant parameter; while
values less than 0.01 indicate that the influeridberelated parameter is
negligible. According to the table 4.1 the mostuaht parameters akg,

R.; andR,, on the contrary, is the less significant. These results are
consistent with the shape deformations observéidumes 4.6-4.11.

The above analysis has been performed for a specouresponding
to normal operating conditions. Indeed, the paramsetelated to the
diffusion arc (i.e.R; andz,) are less significant than the ones related to
the charge transfer arc. Thus, the same analysibden performed for an
impedance spectrum corresponding to flooding candbt [17]. The
evaluated significances are reported in table h2such a case, it is
possible to notice how,; is more influent thak.,, while R, becomes
less influent than in normal condition. On the cany, in case of drying
(see table 4.3), the Ohmic resistance increasec@sdan increment iR,
significance. On the other harg); andz, influences decrease.

Table 4.1: Parameter significance for normal condibns.

Parameters B Ret Q D R4 T4

Significance| 0.4111 | 0.4409| 0.1614 0.7041 0.1562 0.0490
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Table 4.2: Parameter significance for flooding conitions.

Parameters B R Q D R4 T4

Significance| 0.1433 | 0.3011] 0.2129 0.7377 0.4925 0.1188

Table 4.3: Parameter significance for drying condibns.

Parameters B Rt Q (] R4 T4

Significance| 0.4406 | 0.3858 | 0.1301 | 0.5974 | 0.1984 | 0.0681

Tables 4.1-4.3 represent a valid support for theeldpment of the
algorithm dedicated to initial conditions pre-s&dti Further information
can be also achieved by evaluating the correlaomsng the parameters
related to the 1024 identification previously imtuzed; the same analysis
is performed also in case of flooding and dryingdibons. To develop
these analyses only those fits that have a 2-n@loevess than 5% have
been considered. This limit was fixed to presehgdonsistency with the
physical behaviour. In fact, for the 2-norm valdess than 5% data
matching can be considered acceptable; otherwhsepbtained shapes
could not well reproduce the expected one. Theetation matrixes,
which are reported in tables 4.4-4.6 were evaluatedormal, flooding
and drying conditions and corresponds to 79.6%%6and 72.2% of the
1024 identifications, respectively. As expected Halues of Q and ¢,
which refer to the same component (CPE), are monelated; als®;
and R, are strictly correlated because of the spectruapesigeometry.
Therefore, another result has been found, whicHiroos the strong
correlation among the parameters, the spectrum gegrand, indirectly,
the operating conditions. Indeed, the correlatidnRg, R.; and R,
changes in case of normal, flooding and drying @k, according to
the significance analysis presented before. Theesdmhaviour is
observed for the correlation of these parametetts vand¢. Finally, 7,4
is the least influent parameter.



112

CHAPTER 4

Table 4.4: Parameter correlation matrix in normal conditions.

Re Ret Q @ Rd 74
Re 1 -0.2108 -0.8295 0.8685 0.0147 -0.0450
Rt - 1 0.2602 -0.2330 -0.9780 0.3988
Q - - 1 -0.9671 -0.0706 0.0810
/)] - - - 1 0.0436 -0.0590
Ry - - - - 1 -0.3873
Td = - = - = 1

Table 4.5: Parameter correlation matrix in flooding conditions.

Re Ret Q @ Rd 74
Ro 1 0.5063 0.4057 0.2229 -0.553p 0.3044
Rt - 1 0.9408 -0.5110 -0.9977 0.5310
Q - - 1 -0.6756 -0.9221 0.4741
()] - - - 1 0.4617 -0.2672
Ry - - - - 1 -0.5330
Td = - = - = 1

Table 4.6: Parameter correlation matrix in drying conditions.

Ro Rat Q P Ry 74
Ro 1 -0.7736 -0.8600 0.9189 0.6120 0.4140
Rt - 1 0.7657 -0.7813 -0.9701 -0.2664
Q - - 1 -0.9764 -0.6078 -0.5089
/)] - - - 1 0.6177 0.4627
Ry - - - - 1 0.1787
T4 - - - - - 1

In this paragraph the performance of the NM albpomnit was
evaluated, in terms of parameters values influemtan the data fitting

task. If the starting parameters are selectedsuitable domain, the data
matching shows good performance and is not infleérxy the presence
of small measurement noise. Moreover, the paranwgelations are
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consistent with cell physical behaviour. All thigipts are consistent with
the first three requirements (i.e. goodness offith@hysical consistency
and few iteration) presented at the beginning oé tparagraph.
Nevertheless, concerning the fourth point (i.eomation), the algorithm
needs to be self-governing. Therefore, in the paxagraph the algorithm
developed to automatically select the right seindfal conditions for
identification is introduced.

4.3 Setting ECM parameters initial values

In the last paragraph the influence of the parameigal conditions
in the identification process was introduced. Tdveothe problems
associated to the multi-minima objective functiamre-setting algorithm
is required. This is a crucial point in ECM anatyssince the data
matching is usually performed off-line and startipgrameters for the
identification are selected through the experiefite a priori knowledge
of the physical phenomena investigated allows itpet model selection,
by fixing the number of the parameters to identifjaen, the suitable
starting parameters’ values are fixed through thxpesence after
analysing the measured impedance shapes in theidtiylane. The off-
line manual procedure, drafted in figure 4.12, gutges the physical
consistency and the selection of those suitabtealirgonditions that are
closed to the optimal solution. Nevertheless, wihenidentification must
be performed on-line, the process must be autom@ateimain constraint
is to reproduce the human expertise on the indalidpectrum analysis
without the human support. To solve this point theometrical First
Guess (GFG) algorithm has been developed in thik.widhe procedure
proposed in this paragraph arises from the resoltghe analyses
presented before and of the experimental activge$ormed during the
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European project D-CODEThe GFG is able to detect the suitable ECM
configuration and to select its right starting paesers. This is obtained
with an automated geometrical pre-analysis of fhecsum shape. The
procedure flow chart is reported in figure 4.13figure 4.12 the upper
part of the scheme explains the experimental apymnmased to provide
the impedance spectrum. By comparing the schenuetezpat the bottom
of figure 4.12 with the flow chart of figure 4.1 main differences can
be highlighted. In figure 4.12 the human experiesgpports the model
selection and the setting of the initial valuegted parameters; in figure
4.13 those tasks are performed by the GFG algorithm
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Figure 4.12: Off-line procedure usually adopted irECM fitting.

8 Website: https://dcode.eifer.uni-karlsruhe.de
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Figure 4.13: Proposed identification procedure - Flw Chart.

Another important variable in data matching is thenber of points
considered for the fitting task. After determinitige proper number of
points, a sample selection is introduced beforatistp the GFG
algorithm. Different identifications were performéu order to analyse
this phenomenon. Several tests showed that thespovaracterized by a
positive imaginary part, as well as those that @osed to zero, can
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negatively affect fitting goodness. Indeed, in caB&CMs that are not
supported by an inductive component, it has beenfiac that the
objective function cannot fit the points with anpetdance imaginary part
greater than—0.5-1073. It is worth remarking that inductance mainly
characterizes the cables influence in measurenagntsthus, introducing
this component implies increasing the parametemsben to identify
without producing additional information about theectrochemical
phenomena occurring inside the cells. Thereforgtiets that exceed the
limit reported before are removed. However, thentgoclosed to zero are
recovered and used in the GFG algorithm for theapxiation of both the
Ohmic and the polarization resistance values. After sampling, the
GFG can start. When the suitable model configunaisodetected and the
related search space stated, the CNLS is perforAsedentioned above,
the algorithm used for the optimization is the Niepwhile the fitting
goodness is verified through the relative 2-norrhe Tmain advantage
associated to using this metric is that its valoeasponds to the relative
variation of the identified spectrum with respectthe measured one.
Then, a first check is introduced. If the 2-norntueais less than a fixed
threshold, which can be imposed from 3 to 6 % depgnon the quality
of the measured spectra, the fitting is considegedd and then, the
identified parameters are saved in a file (.m, dxtxls), and then the
procedure stops. While if the 2-norm values exdeedimit, the starting
parameters, which are extrapolated by the GFG,nardified and the
CNLS procedure restarts. The variation of the ahitconditions is
performed randomly, taking care that the new vahag the same order
of magnitude of the parameters set by the GFGoRdme applications,
this option (underlined in figure 4.13 with the oge arrow) can be
disabled to allow an external support (i.e. by dperator), or to test the
algorithm performance. On the other hand, for ae-lapplications, this
check is mandatory to ensure a good fit.

The GFG algorithm has been developed to solve thki-minima
problems for the on-line ECM parameter identifioat. Its application
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has been tested for PEMFC. Nevertheless, this rdethon be generalized
to other electrochemical systems, analysing thepeidance spectra, and
consequently adapting the GFG functions.

The algorithm dedicated to PEMFC is based on tlssodiated
electrode circuit model presented in paragraplb3aBd reported in figure
4.14. The qualitative links between the circuit gaments and the
impedance shapes in Nyquist and Bode negative phpsesentations are
highlighted with the different colours: black fdret Ohmic losses, green
for the anode arc, red for the charge transfeati@athode side and blue
for the diffusion arc at cathode side.

Cdl CPE NYQUIST
| R ‘ ‘
Q »
Rct,a Rct,c ZW e
BODE NEGATIVE

PHASE
Ro,Rita,Cai Rere, Q, P, Ry, Ty

Figure 4.14: Complete starting reference model assied in GFG.

When the main PEMFC performance losses are deteciabthe
impedance spectra, the ECM of figure 4.14 represdhie best
compromise between the physical system characterzand the model
simplification. For this reason it has been assumasdthe starting
reference model in the GFG algorithm. As introduitedection 3.3.5 this
is a model with 3 time constants and, thus, charaets 3 arcs of the
spectrum shape. Nevertheless, in case of overlgpyithe cell physical
phenomena, the number of the observable arcs ndageeand, thus, the
reference model must be simplified in order to i@ number of time
constants. The simplified ECM configurations thag possible to analyse
with the GFG are reported in figure 4.15, togetivth the qualitative
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representation of the characteristic shapes.\togh noting that when a
change of arcs occurs in the spectrum shape, thie Pbase also is
affected. Then, analysing the first and the secdadvatives of the
negative phase, it is possible to detect a chamgfeeiimpedance shape. It
is important remarking that the Bode phase databafere fitted via
polynomial regressions ensuring the derivativesterice also in case of
noise. In the GFG algorithm the maximum value & tlegative phase
separates the high frequencies from the medium/Aaiues. The
polynomial regressions are used to characterize Bbde curves at
medium/low and high frequencies.

_ NYQUIST
2T ECM - 2 Arcs {c.t.} L/\
c CPE >

— BODE NEGATIVE
PHASE
_ NYQUIST
27 ECM — 2 Arcs {c.t. / dif.} l/\
CPE >
- BODE NEGATIVE

f/\PHASE

»
|

_ l/\NYQUIST
CPE >

- BODE NEGATIVE

./\PHASE
— »
»

Figure 4.15: GFG simplified ECM configurations.
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The evaluation of the derivatives of these polyradsnwith respect to
the radial frequencies allows the detection ofdhedic and/or diffusion
arcs. Figure 4.16 reports an example of diffusion @etection. The
reference spectrum represented in this paragragtte isne from Fouquet
et al. [17]. Moreover, the procedure is able tolest® the starting and
ending points of the arcs, showing where the phemanare significant
or not. When the arcs number is detected througlBthde analysis, the
suitable model is selected and, thus, the stapimgmeters can be set.

-Phase

log lo(Omege\)

Figure 4.16: GFG evaluation of presence of the difsion arc.

The first step is the Ohmic resistar(@g,) setting, which is achieved
evaluating the intercept of the first arc with tleal axis in the Nyquist
plane; this method is commonly used in spectra yamsal Then,
considering the correlation analysis performed teefavhich states the
strong influence of this parameter on the othersnduhe fitting process,
the value ofR,, evaluated with the GFG is fixed as the nominal. dne
this way, the number of parameter to be identifiedreduced, thus
improving fitting performance. When the Ohmic rémnge is fixed, the
algorithm starts to evaluate the cathode chargesfiea arc (see figure
4.17) through the information gathered from the @qulot analysis
reported in figure 4.16. Three points are thencéetefrom the measured
data set, which are included between the anodierdcand the diffusion
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arc start. If the anodic arc is not observaliig,; 0) is assumed as the first
point, as in the case reported in figure 4.17 h# tiffusion arc is not
present, the last point of the impedance spectsuassumed as the charge
transfer arc end. A semi-circle is then achieveamfrthese points,
obtaining the coordinates of its centre and ofintercepts with the real
axis (see figure 4.17). This information is fundataé¢ for the ECM
parameters setting.

00% o000, |
o ®o
7777\7777\7777\7770\7777\7777
| | @ |

}(Rcth | ‘}(Rd)§ |
1 1 WINy 7\7777\77777

| o2t | |

+ Centre | | | |

| | | | |

Figure 4.17: Charge transfer semi-circle charactegation.

If the anodic arc is found, the resistanRg , is computed as the
difference between the first intercept of the semmale and the value
obtained forR,; then,C,; is evaluated as follows:

1
Car =

Retawa

(Eq. 4.8)

wherew, is the radial frequency of the maximum negativagmary part
of the anode arc. By consideriiy, , as the diameter of the anode arc,
w, IS assumed as the radial frequency correspondiriget point where
the real part is equal t(o‘?!2 + Rm/z). In order to clarify this point, the
geometrical evaluation @@ andC for a generic arc is reported in figure
4.18. Instead, if the anode arc is not detectedparameters are assumed
equal to zero.



CHAPTER 4 121

Figure 4.18: Geometrical evaluation oR and C.

For the cathode side similar considerations aréopeed; R, . is
then obtained as the difference between the twerdapts of the semi-
circle with the real axis (see figure 4.17). In@rtb characterize the CPE,
an equivalent capacitor is considered.

1

Ceq,c = m (Eq 49)

In analogy with the equation 4.8, is the radial frequency of the
maximum negative imaginary part of the cathode dieen, w. is
assumed as the radial frequency correspondinget@oimt that has real
part equal taR, + Ry q + Rerc/2). Thus, after the equation 3.23, it is
possible to write:

Q = Coqewl™® (Eq. 4.10)

where the CPE coefficiert is derived after the rotation of the cathode
semi-circle (see figure 4.17).

¢ = 122 (Eq. 4.11)

T

The anglex is evaluated as:

a = tan~! (L> (Eq. 4.12)

Xcen—X1,int
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wherex.., andy,., are the coordinates of the semi-circle centreJevhi
x1me 1S the real part of the first intercept with theal axis (see figure
4.17).

Finally, if the diffusion arc is present, the paserR, is evaluated
as the difference between the impedance real patieospectrum end
and the real part of the second intercept of tmei-s@cle with the real
axis, as shown in figure 4.17. Otherwise, its valuassumed to be zero.
Also the Warburg time constamp must be detected, but its evaluation
can be quite difficult to perform, especially inseaof arc overlapping.
Then, starting from the definition of the time ctarg and considering the
analogies between the Warburg element and the GBPE¢v= 0.5 (see
paragraphs 3.3.4 and 3.3.5), the Warburg time aohs$s approximated
after the equation 3.26 as follows:

T4 = wp® (Eq. 4.13)

Likewise the capacitive elements;, is the radial frequency related
to the maximum negative imaginary part of the diifun arc. Thenw, is
assumed as the radial frequency correspondingetgdimt that has the
real part equal tR,, + Rerq + Rerc + Ra/2).

When all the parameters are extrapolated the GE&ssthe vector
B = [Ra, Ret.ar Car Retc @, &, Ry, 74| @nd the procedure is stopped. The
complete flow chart of the GFG is reported in figdr.19. It is important
to remark that, by excluding,,, the aim of the GFG is the extrapolation
of the starting parameter values for the identiftca If a physical
phenomenon is negligible the GFG sets to zero ¢feted parameters
and, thus, the procedure removes them from thdifdation. In analogy,
the related circuital element is short-circuited timee general ECM,
achieving the reduced configuration for the fit.
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Figure 4.19: GFG flow chart.

!

CNLS fit



124 CHAPTER 4

In this paragraph the automated procedure develuapeérform the
CNLS fitting was presented. The GFG algorithm appes a powerful
tool in parameter search, ensuring both fittingvasgence and physical
consistency of the identified parameters. Its \alah is presented in the
next paragraph.

4.4 Validation of the GFG algorithm

The validation of the automated identification ggdare introduced
before is presented in this paragraph. Generalljodel reproduces a
physical behaviour through physical and/or matheraktiaws; these
relationships are characterized by some paramdteise identified via
comparison to experimental data. When the optimsirachieved, these
parameters are fixed. So, the model is exploitedsimulation and the
results are compared to a new set of experimeatal evhich have never
been employed for the parameter extrapolationhd outputs of the
model are consistent with the experimental data,niodel is validated.
To validate the identification procedure, the figfi results are directly
compared with the spectra acquired through the Elecking for the
convergence on different data sets.

In order to validate the identification proceduddferent data sets
corresponding to different PEMFC systems have lsed. The first data
set refers to the spectra available on the Fougquat. paper [17]. The
authors perform different tests at 70 A in norndalying and flooding
conditions for a 150 cf 6-cells’ PEMFC. The second data set
corresponds to the experimental data acquiredenfriime of this work
on the BALLARD™ Nexd™ system and presented in chapter 2. In this
case the EIS measurements have been performedngabgth the

° Website: www.ballard.com
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operating current and the stoichiometric factoB@, This set refers to a
47 cells’ stack with a maximum power of 1.2 kW. Térperimental
activities on the NexXd system were performed in the Fuel Cell
Laboratory (FCLAB) of the University of Franche-C@m(France).
Finally, the third data set is based on the expemial data provided by
the European Institute For Energy Research (EIRERjermany for the
aims of the D-CODE project [100]. Data are measud the
Danthern?*® DBX2000 power backup module. The DBX2000 is based
on a 56-cell stack with a maximum power of 1.7 KMie main difference
with the other systems analysed is its open-catlvodéguration, which
reduces the possibility of flooding occurrencete tathode. Then, the
spectra that characterize the normal conditionsuateally formed by a
single arc. The data set considered for the vatidgirocedure refers to a
case of current variation. In the next chapter gheameter regressions
developed to characterize the Danth®rower system in normal
operating condition are introduced for diagnosigppees. To simplify the
dissertation, the three data sets just introducedtlaeir specific features
are summarized in table 4.7.

Table 4.7: Data sets exploited for the GFG algoritm validation.

Data set| Authors PEMFC Data set specifics
Tests performed at 70 A in
Fouquet et case of:
A al. (2006) | Stack of 6 cells » flooding conditions,
[17] * normal conditions,

» drying conditions.

Egtl;oAr?e et Test performed varying:

al. (2013) BALLARD® + the operating current in
B [8j Nexa" a range of [5:45] A;

Zheng et al Stack of 47 cells + the air stoichiometry in a

(2013) [80] ' range of [2:3.7] at 20 A.

% \Website: www.dantherm-power.com
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EIFER Danthern

Esposito DBX2000 Stack of | Test performed varying the
C and Ludwig| 56 cells in operating current in a range

(2013) open-cathode of [5:45] A.

[100] configuration

441 Procedure validation for data set A

In literature, Fouquet et al. [17] presented sdvspactra, carrying
out a deep physical analysis. For this purpose,sfieetra available in
their work were here assumed as the first referedata set for the
validation. The reference spectra have been dagitio obtain for each
spectrum a table of the real and imaginary pareaah sample frequency.
Then, the spectra that are classified on the hddise system operating
conditions were curve-fitted with the proposed idferation procedure.
The fitting results related to the first data set ilustrated in figure 4.20
for flooding, normal and drying conditions, respeely. The results
highlight the high fitting performance. Moreovertartsing from the
complete model reported in figure 4.14, the GFGmauaitically selects the
same ECM configuration adopted by Fouquet. In otderemark the
evolution of the identified parameters, their valwee reported in table
4.8. According to the Fouquet analydts, increases with drying, causing
the spectrum translation, while the growth of thectrum is related to the
increment of bothR.. and R;. In case of floodingR, raises
considerably.
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Figure 4.20: Results of the identifications for thé=ouquet data [17] in flooding,
normal and drying conditions.

Table 4.8: Identified parameters for data set A.

R.Q Rct,c Q ¢ Rd Td
@ | @ |9 | [ | [Q | I[s]
0.0043| 0.0077| 1.6304| 0.8417| 0.0035| 0.1399
0.0042| 0.0122| 1.7948| 0.8186| 0.0095| 0.1646
0.0041| 0.0150( 1.2805| 0.8157| 0.0169| 0.1051
0.0041| 0.0167| 0.8851| 0.8155| 0.0309| 0.1007
Normal - 1 0.0045| 0.0081| 1.8056| 0.8419| 0.0036| 0.1919
0.0054| 0.0097| 0.9712| 0.8199| 0.0051| 0.1531
Drying ! 10.0070] 0.0104| 1.0525| 0.8282| 0.0061| 0.2503
0.0093| 0.0121/0.8741| 0.8389| 0.0105| 0.3638

Flooding | |




128 CHAPTER 4

Nevertheless, comparing the identified parameténslade 4.8 with
the one presented by Fouquet et al. [17], whichreperted in table 4.9,
some differences can be detected.

Table 4.9: Identified parameters presented by Fouget [17].

RQ I:Qct,c Q ¢ I:ed Td
[@ | [Q |9 [ | [Q | I[s]
0.0040| 0.0080| 1.109| 0.800| 0.00340.0872
0.0041| 0.0123| 1.080 | 0.800| 0.00940.0818
0.0040| 0.0147| 1.102| 0.800| 0.01720.0784
0.0042| 0.0163| 0.936 | 0.800| 0.031p0.0947
0.0051| 0.0095| 0.952 | 0.800{ 0.00510.1155
Drying | 10.0068| 0.0108| 0.684 | 0.800| 0.00560.1223
0.0088| 0.0130| 0.620 | 0.800| 0.01000.1835

Flooding !

These differences are mainly related to the diffeohoices assumed
for R, and ¢. Indeed, in this workR, values are fixed through the
intersection of the impedance spectra with the aged and then they are
kept constant during the fitting procedure. If tliBoice reduces the
number of the parameters to fit, thg, correlations with the other
parameters can introduce a constraint in theirtiflestion. This effect is
directly observed on the small differences of th&ues ofR,, R, and
R, if compared with the data in table 4.9. Nevertbg|e¢he consistency of
the results can be verified comparing the polaonatesistance evaluated
both for the Fouquet and for the current identtfmas. Indeed, adding the
model resistanceéR, = R, + Rc.c + Ry), the value achieved with the
Fouquet parameters corresponds to the one idehiifihe current work.
On the contrary, Fouquet fixes the values of thd& @Befficient (¢ =
0.8), while in this work it was identified as well. Csidering the
parameter correlations, this choice influencestla#i parameters and
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particularly@ andz,. Indeed, a variation gp induces a valuable change
of Q, since they characterize the same circuital elénmdaoreoverg is
involved in the charge transfer time constant teatrictly related with
74, €xplaining the observable differences.

To underline the effects of the GFG into the CNil& convergence
of the method is also reported in figure 4.21. @lbh the fit requires
0.42 s, about 0.30 s for the GFG and about 0.1@ shie CNLS. The
relative 2-norm evaluates the fit goodness. ltassible to notice how the
starting parameters are very close to the finaltemi. The red line is the
shape achieved with the GFG, while the green otteeiéinal result.

2-Norm [%]

500

Niter

Figure 4.21: Convergence of CNLS fit assisted witBFG.

Afterwards, 1024 identifications have been perfainme test the
procedure robustness in presence of noise. Usumige is not critical at
high frequencies but can be significant at the tmwves. Therefore, the
reference spectrum has been perturbed with a diffanoise magnitude
for high and low frequencies. The noise added & rdéference data is
random and varies for each identification in a emg £ 10% of the
reference real and imaginary parts. The referepeetaum (EIS) [17] and
one of its 1024 perturbations (EIS+NOISE) are raggbm figure 4.22. In
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that figure, the blue line represents the fit of tieference data (F),
while the green one is the fit of the perturbedcad&iTy).

O EIS
+ EIS + NOISE

-Im(Z) [Ohm]

0.02

Re(Z) [Ohm]

Figure 4.22: Identification for data affected by nase. EIS data were retrieved from
Fouquet et al. [17]

It is worth noting that if the noise affecting tegperimental data is
acceptable, the identification outcomes are satigfg. This result has
been verified analysing the 2-norm distributionadbéd comparing the
reference data (EIS) to the ECM outputs in caseaide (FIT) for the
1024 identifications (see figure 4.23).

On the other hand, if the system is influenced Xtgrmal factors, the
presence of noise is not acceptable. In this ¢adact, the identification
procedure fits the acquired spectrum deformatiotated to the
superimposition of the effects, but this point iprablem related to the
measurements quality and not to the fit. Therefdréhe measurement
quality is acceptable, the procedure is not infageh by noise and no
filtering is required to process the experimentatadprior to run the
fitting procedure.
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Figure 4.23: 2-norm distribution of the 1024 idenffication evaluated with respect to
the EIS data.

4.4.2 Procedure validation for data set B

The second data set refers to the experimentaditeesi introduced in
chapter 2 for the BALLARD Nexd™ Power Module. The data acquired
have been exploited both for the validation of ihentification procedure
and for the parameter trends analysis in normal amdormal (non-
stoichiometric) conditions. The NeXA polarization curve and the
temperature trend with respect to the operatingeatirare reported in
figure 4.24.
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Figure 4.24: Nexd" polarization curve and temperature distribution.

In this sub-paragraph, first the parameter idegttfons in normal
operating conditions are introduced varying the rafieg current
(coloured points in fig. 4.24). Then, the case lué &ir stoichiometric
factor variation is reported. More details on tlystem properties and
experimental tests were introduced in paragrapt2 2The first results of
the fits are presented in the plots of figure 4.@5a) all the identified
spectra are reported, while in b) and in c) thesuesad data are compared
to the fitted curves. It is possible to observeittilience of the operating
current in the spectra shapes. The blue arrow undgrlines the spectra
reduction with respect to the current raising, wtihe orange one in c)
highlights the diffusion arc growing. Consistentlyith the physical
behaviour of the system, the ECM configuration ekpt during the
identifications automatically changes with the euatrvariations. This is
observable in Table 4.10, where the evolution efitkentified parameters
as a function of current is reported. In orderheak for the fit goodness
the relative 2-norm values2{N) are also proposed; for all the
identifications these values are less than 5%ha®s in Table 4.10.
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Figure 4.25: Fitted spectra for Nexa" system in case of current variation: a) fitted
spectra; b) data matching from 5.33 to 21.9 A; c) ata matching from 21.9 to 44.4
A.

At low currents, the activation phenomena are thraidant ones and
then, the charge transfer resistance is the mdsvamt parameter; in
particular at 5.33 A, also the anodic charge tmmsésistance can be
detected. The presence of the anodic arc is suollgsdetected by the
GFG selecting the 2-time constant model without\W&burg element;
for more details see the top ECM configurationiguffe 4.15. When the
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current raises to 10.9 A the anodic arc becomedigilelg and the
selected ECM changes to the 1-time constant camigun (see the
bottom ECM in figure 4.15). Whereas at 15.5 A tharldrg contribution
appears in the impedance spectrum and, thus, thd E@hfiguration

turns to the Randles 2-time constant model (see ntiddle ECM

configuration in figure 4.15). This behaviour confs the GFG capability
to characterize the arc variations subsequent teratipg condition
changes. As attained from the spectra analysisyahe ofR, decreases
when current raises. The same behaviour can belfmuk, ., ., while the

opposite one is observed B.

Table 4.10: Identified parameters for Nexd" system at current variation.

| Re Reta Cal Retc Q ¢ Ryq Td 2-N
Al | [Q | [Q |59 @ |7 [1 | @ | 8] | [%]
5.33 | 0.085 0.061| 0.046| 0.571| 0.134( 0.869 - - 3.1
10.9 | 0.080 - - 0.397| 0.149( 0.759 - - 4.2
15.5 | 0.074 - - 0.259( 0.142| 0.763| 0.063| 0.159| 2.4
219 | 0.0724 - - 0.207| 0.147| 0.766| 0.070| 0.194| 1.6
27.1 | 0.069 - - 0.183] 0.119| 0.804| 0.119| 0.170| 2.7
32.2 | 0.068 - - 0.128| 0.065| 0.893| 0.184| 0.157| 4.8
44.4 | 0.066 - - 0.185| 0.187| 0.753| 0.169| 0.266| 2.4

The second identification analysis for the Ne&kadata sets was
performed in case of abnormal conditions by varyitige air
stoichiometric factor (see section 2.3.2). The figsformed at 20 A are
presented in figure 4.26, where the normal condliteorepresented with
the green curve. As introduced in chapters 2 anoh@geasing the air
stoichiometry reduces the impedance shape. Thdifiddnparameters,
whose values are listed in table 4.11, underlime blehaviour. Indeed, a
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clear reduction of bot®; andR.. . occurs whenever the amount of air
fed to the cathode is increased.
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Figure 4.26: Spectra fitted for Nexa" system at 20 A varying the air stoichiometric
factor (Air St.).

Table 4.11: Identified parameters for Nexd" system at 20A: tests performed at
different values of the air stoichiometric factor @Air St.).

AirSt.| Re | Ruc | Q ¢ Ry T4 2-N
[-] [ | [ |9 | [ [€] [s] [%]
2 | 00710, 0.4377 0.4485 0.5874 0.4359 0.9900
2.5 | 0.0713] 0.2814 0.2209 0.7093 0.1178 0.9662
2.9 | 0.0725 0.2342 0.1875 0.73y2 0.0710 0.4p18
3.7 | 0.0727| 0.2422 0.1946 0.7298 0.0324 0.4345

NN PN LS
o wiN N

443 Procedure validation for data set C

The third data set is referred to the DantferdBX2000 power
backup module, which is the system used for theoji@an project D-
CODE [100]. The analysed system is a 56-cell PEMIRG is an open-
cathode stack. If the anode side is closed andatgseim dead-end mode,
the cathode one is open. Then, the system fanddhse air to pass the
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module through the open cathode channels coolind) faeding the
system at the same time. Moreover, the inlet asuers the removal of
the produced water. More details on system operai@we reported in the
next chapter, where the applications of the autethgtrocedure is
introduced for the on-line diagnosis development.

The DBX2000 module design causes the system toatget high
stoichiometric factors, thus reducing the probapitif cathode flooding
occurrence. Consistently with the system operatidhe impedance
spectra acquired on the Danth&rmmodule in normal operating
conditions are characterized through a single ehtransfer arc, whereas
no diffusion arc can be detected. The DBX2000 mddion curve is
reported in figure 4.27. The normal operating cbods related to the
coloured points are resumed in table 4.12.
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Figure 4.27: Danthernf DBX2000 polarization curve [100].

The spectra that characterize these operating womsliare reported
in figure 4.28. Likewise the spectra analysed foe bther sets, it is
possible to observe a first reduction of the arboveed by the arc
growing with respect to the current raising. Thanparison between
acquired spectra and the curve-fitted shapes wshm figure 4.28 (b-c),
while the identified parameters are reported inletah.13. The fit
goodness is verified through the relative 2-no2aNj. All the spectra in
system normal operating conditions are charactgtizeugh a single arc.
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According to this behaviour, the identification pedure automatically
short-circuited the Warburg element.

Table 4.12: Danthernf DBX2000 normal operating conditions [100].

EIS I stack [A] V stack [V] T stack [OC] Fan [%]
1 4.30 44.08 28.00 20.00
2 8.21 42.61 32.80 20.00
3 12.19 41.61 36.59 20.00
4 16.40 40.62 41.07 20.01
5 20.75 39.87 45.82 21.62
6 25.52 38.77 48.43 26.69
7 31.03 37.52 50.34 36.04
8 37.17 36.20 53.00 47.22
9 43.84 34.87 54.27 57.67

However, both at low and high currents (at 4.3@rAl at 43.84 A)
the presence of the anodic arc is not negligible.lod currents this
phenomenon can be related to the activation lossesor the Nexd'
system analysis (see table 4.10), whereas at higkrds the presence of
the anodic Faradaic impedance is not expected. ridmless, in
DBX2000 the presence of the anode losses at higrerduvalues is
probably due to the anode drying effects. Indesdgported in the paper
of Steiner et al. [3], at high currents the eledsmosis drag prevails on
the back diffusion flow and, then, the anode does. Moreover, the
open-cathode design, which improves the water ramomay be
responsible of the low water content at the cathemie and, as a
consequence, could not ensure the water flow tosvénd anode (see
section 1.1). Therefore, when the membrane staridry at the anode
side, the resistance encountered by the ibhs when crossing the
electrode/electrolyte interface raises, explaitiimganodic charge transfer
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resistance. The results resumed in table 4.13 roorifie applicability of
the identification procedure also for an open-cdéhBEMFC.

m— 4,302 [A]
— 8.210 [A]
12,19 [A]
16.40 [A]
e 2075 [A]
25.52 [A]
31.03 [A]
—— 3717 [A]
—— 43,84 [A]
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-Im(Z) [Ohm]

0.3
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Figure 4.28: Fitted spectra for Danthern? DBX2000 module in normal operating
conditions: a) fitted spectra at current variation; b) data matching from 4.30 to
25.52 A; c) data matching from 25.52 to 43.84 A. B provided by EIFER [100].
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Table 4.13: Identified parameters for Danthernf DBX2000 module in normal
operating conditions.

| stack Re Rcta Cal Ret.c Q ¢ 2-N
(] [Q] [Q] [s/2] [Q] [s7/9] [-] [%0]
4.30 0.0605| 0.0601 0.0514 0.4510 0.0750 0.9646 1
8.21 0.0609 - - 0.359% 0.0980 0.8460 2.2
12.19 0.0547 - - 0.315% 0.1178 0.8140 2.5
16.40 | 0.0604 - - 0.2866 0.1036 0.8318 2.9
20.75 0.0555 - - 0.2770 0.1344 0.7981 2.1
25.52 | 0.0558 - - 0.2731 0.1440 0.7884 3.2
31.03 0.0510 - - 0.2836 0.1560 0.7820 2.4
37.17 | 0.0510 - - 0.289¢ 0.1536 0.7962 2.1
43.84 0.0514| 0.0594 0.0637 0.23Y6 0.1655 0.9812 81

4.5 Chapter conclusion

[(e]
©
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In this chapter the procedure adopted to identieyECM parameters
is presented. To this purpose the GFG algorithnedito select the initial
conditions for the fit was introduced. Then, théoawated identification
procedure was validated for three different PEMF@&tams. The
presented results demonstrate the capability of GR& algorithm to
select the most appropriate ECM configuration fa fit, along with its

starting parameter values. Moreover, the consigtaricthe identified

parameters with the electrochemical phenomena wedolin system
operation is also verified. In the following chaptéhe applications of the
automated procedure for on-line diagnosis are ptede
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5. IDENTIFICATION PROCEDURE:
APPLICATIONS FOR ON-LINE
DIAGNOSIS

This chapter deals with the application of the EQMdrameter
identification procedure for diagnosis purposes @havelopment and use
of the diagnostic algorithm can be structured in 8teps: monitoring and
diagnosis. In the first step the impedance spectisinacquired and
compared to the simulation output of the simple E@Waluated for
normal operating conditions. If an unexpected behavof the measured
spectrum is detected the second step starts. m awase the complete
ECM is exploited for identification. The ECM ideintid parameters are
then compared to their references generating ratsidand isolating
faults. To evaluate the reference parameters fstesy actual operating
condition mathematical regression are used. Todbthiese models a
series of off-line identifications were required.otB mathematical
regressions and diagnosis procedure are presented.

5.1 Dantherm® DBX2000 power backup module

To develop and test the algorithms (i.e. GFG) civeckin this thesis
the data made available within the project D-CODR&)] were exploited.
These measurements were performed at the Europstitute for Energy
Research (EIFER) on a FC system provided by DamfhePower”,

" Website: www.dantherm-power.com
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which is another partner of the D-CODE project. Thanthern?
DBX2000 module is a 56-cell PEMFC able to performoainal power
of 1676 W for stationary applications. The commarg@ower backup
module is shown in figure 5.1.

Figure 5.1: Dantherm® DBX2000 power backup module; picture available otthe
net: www.e-fbg.com/services/hidrogeno

The DBX2000 is based on a low temperature PEMFGabipg in
dead-end mode. The hydrogen inlet is controlleddbglicated valves;
particularly, when the inlet valve is open, fuelsigpplied to the anode
side with a fixed constant value of pressure aral electrochemical
reaction starts. When operated in dead-end modesytstem needs to be
purged periodically at the anode side by meanspafrging valve. At the
cathode side an open-cathode configuration is adopthe system fan
forces the air passing through the open cathodanght& Moreover, in
case of cold climatic conditions, a preheater ¢cated at the air inlet. The
system hydration is achieved through the water ywed by the oxygen
reduction reaction and removed via the inlet agah. For more details,
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the reader is addressed to contact Dantfidlan DBX2000 installation
[101] and user [102] guides.

The open-cathode configuration has a simple desiaving both the
stack cooling and the feeding in one single citctthis way the high
flow rate required to cool down the stack guarante high air
stoichiometric factor. This explains why in secti#d.3 no diffusion arcs
are detected in measured impedance spectra at Ihavpexrating
conditions. In figure 5.2 a general scheme of aenegathode design is
proposed.

Cathode
- [
Purge [ SN Te T O O o
valve | Aijrin [Airfilter O fOd) fc
[T T T Of jO] jo

Figure 5.2: Open-cathode configuration.

The FC module installed into the Danth&msystem is a
BALLARD® 1020ACS fuel cell stack. As aforementioned, itsigie
requires a simple balance of plant. For more detaillated to the stack
characteristics, the reader is addressed to BALLARBDsité?.

2 Website: www.ballard.com/fuel-cell-products/fcged20ACS.aspx
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5.2 Parameter identification based diagnosis

The diagnosis procedure proposed in this work setdaon the ECM
parameter identification approach. Then, the redgluyenerated by
comparing the on-line identified parameters and¢fierence ones allows
the detection of possible system abnormal operatmglitions and/or
faults. The procedure is structured in two partse Tirst part refers to
system monitoring and unexpected operating comditiabetection, while
the second one is related to the parameters’ fu=tton and fault
isolation. In order to clarify the dissertation, fdie describing the
procedure, some explanation are introduced.

The reference parameters used both in monitorirdy diagnosis
phases are obtained exploiting mathematical reigiess These
regressions were developed off-line by using patarsedata sets
identified for several system operations in norgwiditions. To provide
the spectra in normal operating conditions a seEIE measurements
were performed at EIFER laboratory [100]. Then, tlkentified
parameters related to these spectra were modaladunction of the FC
operating conditions through mathematical regressidhe flow-chart
associated to that procedure is depicted in figuBe The blue part refers
to the off-line identification introduced in chap#, while the red one is
related to the parameter model development. Thigrlgart will be
detailed in the next paragraph.

Moreover, to implement the diagnosis algorithm, timk among
faults and symptoms has to be built. In parametentification based
diagnosis, the symptoms are derived from paramietessduals. If a
residual overcomes the related threshold, a symptoises. The
association of faults to symptoms is performed mgkise of a Fault to
Symptoms Matrix (FSM), see table 5.1. Matchingdb&ained symptoms
with the information gathered into the FSM, an rafece on the system
state is performed. The qualitative FSM reportedtable 5.1 was
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obtained exploiting the information achieved throughe off-line
identifications performed on the Fouquet [17], N&4&8,80], and
DBX2000 [100] spectra and described in section 4.4.

PEM f ECM parameter
{Zk — — B

FC identification

M.0.C.{Vi, I, Ty}

L

Parameter models
development

4

\/

Figure 5.3: Procedure for off-line parameter modelsdevelopment. g is the
identified parameters’ vector for the k-th measured operating conditions 1.0.C).

Table 5.1: Fault to symptoms matrix (FSM).

Fault Symptoms
Ohmic resistance [Rgo] v
. Charge transfer resistance  [R;] 1
Flooding Mass transport resistance  [R,] T
Max negative phase [2(Z)3] i)
Ohmic resistance [Ry] T
. Charge transfer resistance  [R] 1
Drying out Mass transport resistance  [Ry] V
Max negative phase [2(Z)y] !
Ohmic resistance [Ro] v
Charge transfer resistance  [R;] 1
Air starvation Mass transport resistance  [R,] T
Max negative phase [2(Z)n] T
Fan failure / Air blockage [%] or [y, ] |

" indicates a small variation;* indicates a high variation;’ not available
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The matrix reports three different states: floodidgying and air
starvation. The isolation of the aforementioned asieéd states can be
achieved through the observation of the ECM rest®#a(R,, R, R4)
with the support of the maximum negative phaseetgl(Z);,). This
last parameter is introduced to monitor the capecibehaviour of the
impedance spectrum and replace both the CPE capeeiiQ) and the
Warburg time constanfr,); this choice will be clarified in the next
section.

The first part of the diagnosis procedure, whichntyarefers to the
system monitoring is introduced below. It is worémarking that in this
phase the ECM is exploited for spectra simulatiod aot identification
is performed. For this purpose the reference paemeelated to the
measured operating conditiond1.0.C) are evaluated through the
aforementioned regression models. According to dtieeme of figure
5.4, when the system runs in steady-state, theoandtEIS is performed,
then the acquired impedanceig directly compared to the simulated one
Zs. It is worth noting that for ECM simulation thergile Randles’ model
Is used. This choice is taken considering the pesef a single arc in
impedance shape at normal conditions.

PEM f > Iz — Zgll, C e Yes | Normal
Fc * Illl> ”ZSHZ O.C.
No
M.0.C.{V,I,T} 4
END
\ 4
P CPEs START
arameter ) ) e
| TR m | identification
models > 2.5 — >
Bo extrapolation ECM simulation P .@ {f.z"}

Figure 5.4: On-line diagnosis flow chart: part 1. Monitoring and simulation.
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In such a case the Randles’ ECM exploits the rater@arameterfy
evaluated at the actual operating conditions (seedéd part of the flow
chart in figure 5.4). Then, the matrix 2-norm ispdoyed as a first
residual indicator. If this residual is lower tharfixed threshold;, the
system is running in normal conditions, otherwisauaexpected event is
occurring in the system. Thus, the on-board idezatifon starts.

The second part is then introduced. The measurgoedance
spectrum Z and the related frequencies’ sample gre send (dashed
arrow) to the identification procedure (blue pafrttlee flow chart). The
parameters identification scheme together with dlagnosis processes
are sketched in figure 5.5. The actual spectruris Zitted to identify the
parameter$q and spectrum & This spectrum (&) is then compared to
the measured one (Zto verify the fitting accuracy. Indeed, if the tmia
2-norm is higher than a fixed threshold leegl the results might be
affected by noise and an alert is generated. Ohis dvaluation is
completed, the identified parametd¥g are compared to the reference
ones fp to build the residuals vector. The analysis of twnputed
residuals is then performed to evaluate the symptddy the symptom
matching, the fault detection and isolation areawt®d via the fault
signature matrix (FSM). In case no symptoms aredietl (<es), the
procedure performs the monitoring of the perfornealusses. In such a
case the residuals inferences are exploited taatathe charge transfer,
Ohmic and diffusion losses trends, analysing thangke of the ECM
resistances values from the reference conditions.

It is worth remarking that residuals analysis is subject of another
work dedicated to the fault detection and isolatiathin the project D-
CODE" and is not presented in this work. The applicatiohthe ECM
parameter identification for on-line diagnosis described in paragraph
5.4.

3 Website: https://dcode.eifer.uni-karlsruhe.de
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START MO
identification R R, M 1127 = Zill,
{f’Z*} ”Zid”2
(@--+:-ep  GFG +CNLS - (B Zia)
\ 4 A\ 4
Parameter
models > P 3 o < Yes{8>
B, extrapolation 0 NOISE N
0
CHECK ¢
Yes ALERT
<&
3
No
\ 4
MONITORING FSM
Performance Symptom DETECTION
losses tracking matching
A
ISOLATION
Fault type
identification
»( END

Figure 5.5: On-line diagnosis flow chart: part 2. 1-board identification and fault

detection.
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5.3 Off-line applications: parameter models development

According to the schemes shown in figures 5.4 abdlte reference
parametersfp, must be identified for a system operating in ndrma
conditions. Therefore, several off-line identificais were performed
making use of the identification procedure of ckap#. Then,
mathematical regressions were used to derive tfezerece parameter
models as function of the working variables.

According to the DBX2000 operations, in normal dtnds the
GFG selects the simple Randles’ model configuratith only one time
constant (see section 4.4.3). Thus, this modesssiraed for the on-line
simulation procedure presented in figure 5.4. Thiéna significant
variation of the measured spectrum with respe¢héosimulated one is
found, the identification of the complete ECM paeders shown in
figure 5.5 starts. The GFG capability to automadiycaelect the right
ECM configuration is very important in diagnosisit lat the same time it
introduces a new issue. Indeed, the complete EQiegalve during the
diagnosis from 3 to 1 time constants structures figrires 4.14 and 4.15)
and, thus, the number of the involved parametensatenge for each
identification. In this paragraph some suggestiares given to fix the
suitable number of reference parameters.

According to the proposed procedure, in which twWieMEStructures
are used for on-line monitoring and identificatiotwo reference
parameters sets must be identified with 4 and 8maters, respectively.
The first set(Ryys, Rets Qs @) refers to the simple Randles’ model,
while the second on€Ry, Rctq, Cai Reter @, ¢, Ry, Tq) refers to the
complete ECM model. However, this number can beuged by
considering the impedance shape intersectionsthwtireal axesR, and
R,) in the Nyquist plane (refers to chapter 3). Irjetbe values of the
Ohmic resistanc®,, and of the polarization ong, must be always the
same for both the ECM configurations. Thus:
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Rys =Rps+Rees =Ry =Rgp + Repqg + Ret e + Ry (Eq. 5.1)

and introducing the Faradaic resistar(&) and grouping the charge
transfer resistances of both the anode and thedathides in a single
parameter;:

Rp = Rp — R,y = Rct,s = Rct,a + Rct,c + Rq =Rt + Ry (Eg. 5.2)

Therefore, for the resistance models it is possibleonsider only
three parameterB, (= Rys), Ree andR,. WhereasRy (= R..) is the
sum of R.; and R;. Then, ifR; is closed to zero, like for DBX2000
spectra in normal conditionB; is equals tR.; (Rers = Ret)-

To perform the simplified ECM simulatior); and ¢ must be
necessarily modelled. Moreover, to reduce the afskncertainties for,
¢ andzt, thresholds evaluation, a single parameter is pataded from
the spectrum for the purpose of residual generafibrs parameter is the
maximum negative phase(Z);,, which allows the characterization of
the arc growing / reduction, as reported in figbré. This geometrical
parameter is then assumed in on-line diagnosish&oacterize the FC
capacitive behaviour.
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Figure 5.6: Negative maximum phase angle physicaleaning in phase vector

analysis. Data provided by EIFER [100].
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The number of the parameters to model is then estiuo 6
(R, Rety R4, Qs, b, 2(Z)3). The different models extrapolated through
the experimental data are presented in the nexjpardgraphs. These
models are developed in normal conditions considethe case of the
equivalent cell. In analogy with the equivalent edpnce (see eq. 2.13),
the values of the equivalent parameters are defread the nominal ones
as below:

Bieq = Bi" (Eq. 5.3)

whereS, is the active surface area amds the cells number.

5.3.1  Electrolyte resistance model

The first reference parameter is the Ohmic resigtawhich can be
modelled by the Mann law introduced in chapter §. (8.5). Indeed,
Mann et al [85] presented an experimental law ler ¢haracterization of
the Nafiolf electrolyte resistance, depending on both the atipey
current density [Acri] and the cell temperature [K]. In particular, this
relation allows the evaluation of the equivalent ntih resistance
[2 - cm?/N] without accounting for any information about theattolyte
thickness:

1+0.03i+0.062(%)2i2'5
R_Q’eq = 181.6 T—303 * MCf (Eq. 5.4)
(161—0.63431')(34'18( )

where the correction factdd., is introduced in this work to adapt the
equation 3.5 to the electrolyte employed by BALLARThe correction
factor of 0.0131 was found by matching the expeniraledata at normal
operating conditions and fixing to 14 the membrasaer conten{,;).
By exploiting the equation 5.4. the curves of fighr7 are derived, where
the red line is the curve achieved at normal hyanatonditions(A,; =
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14), while in ciano and in magenta are illustrated ¢heves for flooding
(Ae; = 22) and drying (4.,; = 7) conditions, respectively. The blue
points refer to the equivalent values of the Ohragistances identified in
section 4.4.3 and reported in table 4.13. The dhgheen lines bound the
region in the limits of £10% of the normal condit® It is important to
remark that the green lines are not the thresheldiges used for the
diagnosis.

4+  [dentified
Model

0.1

0.05 0.1 0.15 0.2 0.25
Current density [A cm'2]

Figure 5.7: Equivalent Ohmic resistance representain.

5.3.2 Faraday resistance model

The Faradaic resistandd. corresponds to the sum @&f; and R,
parameters. Its physical behaviour can be explatoedidering the real
part of the Faradaic impedance presented in sec8dh3-3.3.5. Then in
case of negligible diffusion phenomena tRge value characterizes the
charge transfer phenomena. By exploiting the egnati3.10, 3.28 and
3.29, theR ., andR, ¢, relationships can be derived as follows:

_ @Mt _ RT 1

Reteq = 4 (Eq. 5.5)

anF i

d RT| 1
Raeq ==t =il (Eq. 5.6)

di i—i
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Thus according to the equation 582, [2 - cm?/N] is modelled as:
T T
RF,eq =A+BY+CE (Eq 57)

where the temperature is in Kelvin [K].

A, B and C are the coefficients evaluated matchhng identified
equivalent parameters in case of normal operatimglitons, whilei; is
the limiting current density. Because no measureésnerre available for
current densities major than 0.3 Afgrthe limited information involved
in the polarization curve was not sufficient toteta. Therefore, its value
was assumed as another coefficient to fit, being:

i, = 0.533 [4/cm?] (Eg. 5.8)
A = 0.3085 [ - cm?] (Eq. 5.9)
B =83522-1075 [0 A/K] (Eq. 5.10)
C =3.4182-10~* [2- A/K] (Eq. 5.11)

Moreover, an interesting result is achieved for toefficient B;
indeed, assuming = 2 anda = 0.5 (see appendix B) it can be stated
that:

B~—-=286167-105[2- A/K] (Eq. 5.12)

anF

According to the complete Butler-Volmer equatioagsippendix B),
the diffusion phenomena are coupled with the chargasfer and
modelled with the Faradaic impedance. In this wte complete
equation 5.7 is exploited to mode} .,, where the coefficients A and B
are related to the purely charge transfer, whileetrs to diffusion
phenomena:

Reteq = A+ B~ (Eg. 5.13)
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T
Rd,eq = C_

ll—i

(Eq. 5.14)

It is worth noting that in the spectra analysedtfe@ DBX2000 no
diffusion arc appears in normal conditions. Howevdiffusion
phenomena should be accounted for at medium/higrerudensities
particularly. Therefor& ., must include both the contributions given by
the charge transfer and diffusion processes. la oaf/ one arc appears,
the equivalent value identified fak., is directly compared tRg .
Otherwise,Rr ., is split in two sub-models, one f&,. ., and one for
Rgeq corresponding to equations 5.13 and 5.14, resmiytilt is worth
to recall that for on-line monitoring applicatiomlp the Rr ., model is
required. This is due to the simple Randles’ madaicture, in which
R s is assumed equal t®; (see equation 5.2). Whereas for diagnosis
purpose the three models are required dependinipeo=CM structure
selected during the on-line identification. In figLb.8 Rr ¢4, Reteq and
Rgeq trends are reported in red, blue and black resygt The blue
points refer to the equivalent values of the chargesfer resistances
identified in section 4.4.3 and reported in tahlE34

It is worth to recall that in section 4.4.3 the GRIgorithm selected
the simple Randles’ configuration, thus diffusioasanot considered. In
accordance to the selected model the blue poinigtece to the
aforementioned identifications refer onlyRe ., trend, whileR,, ., and
R4 eq trends are shown only as an example. The dasleed ¢ines bound
the region in the limits of £10% of the normal carmahs. It is important
to remark that the green lines are not the threlshehlues used for the
diagnosis.
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Figure 5.8: Equivalent faradaic resistance represdation.

5.3.3 CPE models

As introduced in section 3.3.6, the CPE is chared through two
parameters) [s¢’/[2] and ¢ [—]. These parameters describe the charge
distribution phenomena in case of porous electrodies worth to recall
that these two parameters are exploited only feliren simulation. In
order to simplify the procedure two polynomial reggions were adopted
in this work. By assuming the system operatingamdard conditions the
coefficients of the regressions were identifiedlyaime dependence on
current density was considered:

Qseq = —4.1104i% 4+ 2.1099i + 0.1648 [s? - cm? /0] (Eq. 5.15)
¢s = 3.0382i2 — 1.1901i + 0.9036 (Eq. 5.16)

It is worth remarking thag, is a dimensionless parameter and then,
its value does not change in equivalent cell amalys
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The Q.4 andg, trends are represented with the red curves imdigyu
5.9 and 5.10, respectively. Whereas the dashech dnees bound the
region in the limits of £10% of the normal condii® The data reported
in figures 5.9 and 5.10 refers to the values of @RE parameters
identified in section 4.4.3 and reported in tabld34 It is worth
remarking that to evaluate the regressions coefftsi of equations 5.15
and 5.16, only the data identified via a simple dResi model were
assumed. Therefore, the black points, which retiera 2-time constant
ECM structure (i.e. the first and last values af thble 4.13) are out of
bound from the normal trend (red curve). This igipalarly observable
in figure 5.10.

The occurrence of the behaviour observed for theckblpoints
highlights the uncertainties related to the us¢heke parameters values
for symptoms generation and, thus, limits their li@pton only for
monitoring purposes (i.e. simulation with a simBlendles’ model).
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Figure 5.9: CPE capacitance representation.
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Figure 5.10: CPE coefficient representation.

5.3.4 Maximum negative phase model

The last parameter considered for the diagnosierighgn is the
maximum negative phase angl€Z);,. This parameter characterizes the
arc deformation through the maximum angle of the@padance phase
vector, as reported in figure 5.6. Since in theieant cell analysis the
impedance shapes are only scaled, as for the C&fitcgent, the value of
the maximum negative phase angle does not changgecAnd order
polynomial regression was assumed to characteneermiodulus of this
parameter; only the dependence on current densisyoansidered:

12(2)7] = 5.472i2 — 2.111i + 0.7842 [rad] (Eq. 5.17)

The maximum negative phase is reported in figutd .5ln analogy
with the other regressions, the red curves charaet¢he model, while
the dashed lines are the £10% intervals. The degbiblack and blue
points are referred to the(Z),,| values evaluated on the measured and
identified spectra, respectively.
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Figure 5.11: Maximum negative phase angle represeation.

5.4 On-line diagnosis application: the basis

In this paragraph a first application of the acke@parameter models
for the impedance spectra simulation is presentetording to the
diagnosis procedure flow-chart shown in figure Svhen the 2-norm
value related to the on-line simulated spectruneeds a fixed threshold,
the second part of the diagnosis procedure (figubg starts. Thus, the
application of the automated identification proaedufor on-line
diagnosis is introduced. The cases presentedsrptragraph are referred
to the DBX2000 module operation in abnormal coodsi (i.e. incipient
flooding and drying). It is important to underlitieat the action of the
Danthern? system controller reduces the possibility of faggneration.
Indeed, when an abnormal condition is stated, thentroller
automatically restored the system operation aatimgystem purges and
on air fan speed. Therefore, the cases reportdatlisnwork are stated
stressing the system operations before the acfitimessystem controller.
Nevertheless, though the reported results are afetred to stated fault
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conditions, the capability of the procedure to detke specific abnormal
condition is remarkable.

As afore introduced, a simple Randles’ model igdusesimulate on-
line the impedance spectra in normal operating itiomd. An example of
simulation is shown in figure 5.12 for three difat spectra acquired at
about 10 A (black points). The spectra are refetoedormal, acceptable
and abnormal (drying) operating conditions, respebt. The relative 2-
norm @-N) values are also reported to show the residudisdam the
measured and the simulated impedances. The redscuharacterize the
simulated spectra while the intervals of + 10%ramorted in magenta.

0.2 Normal Operating Condition
e et I L + 10%

0.15 2-N: 2.7 %

0.1

-Im(Z) [Ohm]

0.05

0.2

0.15

0.1

-Im(Z) [Ohm]

0.05

©
N

0.15

-Im(Z) [Ohm]
=]

0.05

Re(2) .[Ohm]

Figure 5.12: Impedance spectra simulation for diagosis; an example for normal,
acceptable and abnormal conditions.
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For the abnormal condition, the spectrum was driesvards drying
conditions, by starting the system after a longqgokiof shut down in
order to be sure that the cells are not hydratéwn] the tests were
performed at low currents. In fact in this condiso the water produced
at the cathode side is not enough to hydrate &l disstem and in
particular the anode side.

For each condition the equivalent parameters vatyes, Rr 4 and
the |£(Z2)y| are displayed in figure 5.13 together with the emtpd
values derived from the regression models 5.4aBd75.17, respectively.
Consistently with the simulation approach, the tdie parameters in
case of normal operating conditions are closechéonodel trends (see
the blue points), whereas the ones referred toatweptable operating
conditions are closed to the £ 10% intervals (beeblack points). Those
identified for abnormal operating conditions remautside the + 10%
bounds (see the red circles).

‘ Model +10% + 8.5 A Normal + 10 A Acceptable O 10 A Abnormal ‘
R__[Qcm? R__[Q cm?]
Q.eq F.eq Max.Neg.Ph. [rad]
0.25 1.5 0.9
0 - 08p---------
0.2F-—= - o
. NN i :
015 == \
0.6F "=z~
o
0.1 0.5 0.5
0.05 0.1 0.05 0.1 0.05 0.1

Current density [A cm'z] Current density [A cm'z] Current density [A cm'z]

Figure 5.13: Analysis of identified parameters at bout 10 A in different operating
conditions. Starting drying out detection.
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When the simulation approach detects the risk ohoabal
operations, the automated identification procedsiegts to detect this
condition. Although the entire diagnosis procedareot presented in this
work, the main concepts are introduced in orderhighlight the
exploitation of the on-line identification proce@uiTo state its capability
to detect the system abnormal conditions, the cafsstarting drying out
and initial flooding detection are considered.

The case of anode drying is analysed in figure 5itB the red
circled points. The procedure signals the electeolgitial drying. This
symptom is observed witlR,,., raising in the low hydration area
(magenta dashed lines) showed on the left of figui&. Moreover, the
procedure identifies the charge transfer resistératke at the anode and
cathode sides. This is assumed as a symptom fdingtanode drying
out. The sum oR; 4 cq aNdR; 4 Qives theR.. ., value compared to
the Rrc4trend reported in the middle of figure 5.13. Itpgessible to
notice that also in this case the bound is excedéiedlly a reduction of
|2(Z)y| is also observable on the right of figure 5.13.tdiang these
symptoms a starting drying out condition is detécte

The case of incipient flooding condition is repdri@ figure 5.14.
For flooding, a long operation at high current esluvas performed to
hydrate the stack. Then, the test was performetkdsing the current at
30 A. Nevertheless due to the system design (segagh 5.1), only the
initial flooding conditions can be stated. In trease,R, ., decreases
indicating that the membrane water content is mgigsee the graph on
the left of figure 5.14). Moreover, the diffusioesistance is detected and
then the algorithm switch from the analysis of #e,, trend to the
analysis of both th&; .., andR; ., sub-models (eq. 5.13 and 5.14). In
figure 5.14 (on the middle) it is possible to obsethat both th& ;. .4
and Ry ., values overcomes the blue and the black referencees,
respectively. Nevertheless the residuals are snralicating only an
initial condition of flooding. According to thesgraptoms the increment
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of |2(Z)y| (on the right of figure 5.14) indicates the arowing related
to the diffusion phenomena.

’ Model +10% 4+ 30 A Ouitlier ’
R [Q cmz] R [Q cmz]
Q.eq F.eq Max.Neg.Ph. [rad]
0.2 1 0.8
018 77 ifij 77777 08 i ——— 07 7777777777
T +
0.16[===——z==-- 0.6F---------
— —_— ¢ | 06— --------
0.14F---—-—-—-———= 04fF---—--— -
___’_’_'I'—-
05F---------
0.12-------- e 0.2F---------
0.1 0 0.4
0.15 0.2 0.15 0.2 0.15 0.2
Current density [A cm'z] Current density [A cm'2] Current density [A cm'z]
* Rct,c,eq + Rd,eq

Figure 5.14: Initial flooding condition detection.

To support these analyses the table 5.2 is repoifbe table
qualitatively resumes the examined symptoms. Thaaiching the
computed symptoms with the FSM (see table 5.19 fassible to detect
the abnormal operating conditions.

Table 5.2: Qualitative parameter residual analysis.

I [R.(l,eq] [RF,eq] [Rr_'t,a,eq] [Rct,c,eq] [Rd,eq] [L (Z)IT/I] OC
10 A T 1 1 1 / ! Drying
30A 1 / / 1 1 1 Flooding

" indicates a small variation;* indicates a high variation; / not available
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This qualitative analysis represents the basis tif tliagnosis
procedure developed within the D-CODE project. Tésiduals analysis
is the subject of another work dedicated to thelt faetection and
isolation within the same project. For this reastme quantitative
analysis and time required for FDI are not reporiedthe present
dissertation, which focuses on ECM parameters ifigations,
parameters regressions models development andrapatalysis. The
computing time required for the parameters’ idécdifon is less than 1 s,
about 0.4 s for the starting conditions evaluatiand about 0.2 s for the
fit.

5.5 Chapter conclusion

The capability to perform the PEMFC diagnosis basedhe EIS
technique was presented in this chapter. A modséddapproach was
developed exploiting the ECMs for the on-line pagten identifications.
Abnormal operating conditions either for drying andipient flooding
were used to test the proposed methodology forndisig application.
The detection of system abnormal operating conastiovas performed
comparing the identified parameters with the refeeeones achieved
through mathematical regression models.
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6. CONCLUSIONS AND OUTLOOK

In this chapter the work performed during the dogtactivity is
resumed through the description of the methodotodeveloped and the
results achieved for PEMFC. In the second paragssphe potential
applications to other electrochemical technologies envisaged. Further
methodological improvements are also proposed.

6.1 Resuming comments

An automated parameter identification procedurediotboard fault
detection and isolation (FDI) applications basedtlom electrochemical
impedance spectroscopy (EIS) was developed. Thaiddm allows the
on-line parameter identification of an equivalentwt model (ECM).
The procedure detects the different electrochenpoatesses occurring
inside a PEMFC by analysing the impedance specshape. Then a
geometrical pre-setting algorithm evaluates the rembr ECM
configuration to exploit and set the suitable alitvalues for parameter
identification. Through the identified parameterssipossible to monitor
the system status and check the possible fauléalysing their expected
trends at normal operating conditions.

During the experimental activity the topics conaegn the
measurements reliability were introduced for onfdagpplications of the
EIS technique. Tests performed at the Fuel Cellotaiory (FCLAB) in
collaboration with the University of Salerno (UNIpArovide several
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information for EIS measurements in PEMFC systeor. this purpose
the commercial NeX¥ power module was adapted to implement the EIS
on-board. The measured spectra were exploitechiowalidation of the
identification algorithm. The Fouquet et al. dataikable in literature
[17] and the Dantherfh DBX2000 spectra provided by the European
Institute For Energy Research (EIFER) in the framdwof the European
Project D-CODE also were used for such validataskt

The equivalent circuit exploited to model the tyghiampedance
spectra of a PEMFC was presented. ECM allows tlagackerization of
the different electrochemical phenomena occurrimgjde the cell. The
resulting equivalent impedance is a complex noedin function
depending on the system operations. Then, for maquhmeters
identification, a complex non-linear least squaf€slLS) method was
adopted. Moreover, to solve the non-linear optitra problem in a
multi-minima space the Nelder-Mead (NM) algorithnasvchosen. To
verify the quality of the fit, the 2-norm matrix wadopted to evaluate the
residuals between experimental points and modgudsit Moreover, this
method allows the evaluation of the impedance shdg®rmation.
Particularly, starting the fitting from suitableitial conditions, the NM
algorithm shows good performance, with a residdahlmout 1.5% and
computing time of about 0.2 seconds. However, anghan PEMFC
operating conditions varies the impedance shapethnd, as highlighted
in chapter 3, the ECM can turn from a 1 to 3 tinmnstant model
configuration. This behaviour is the main constrdm set a priori the
number of model parameters and their starting walioe the fit. To
overcome this drawback and automate the procedargre-setting
algorithm, named geometrical first guess (GFG), aseloped. This
algorithm allows the correct selection of the ECbhfiguration and the
initial conditions for fitting with a computing tienof about 0.4 seconds.
The GFG is based on the geometrical analysis ointipeedance shape.
The procedure detects the best ECM configuratian ¢haracterizes the
electrochemical phenomena occurring during systeeration. Results
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show a good accuracy and a low influence of thesomegnents noise,
thus underlining a good reliability of the identdition procedure. Finally,
the GFG algorithm was tested for three differentViPE systems in
several operating conditions.

The model-based diagnosis was developed by exmpotie ECM
parameters identification. In particular, the piho® is organized in two
steps: the on-line simulation and identificatiom.simulation, the simple
Randles’ model is used to monitor system operaton.this purpose, the
parameters mathematical models were developed Ipjoierg the
parameters identified off-line at normal operatimgnditions. By
comparing the spectrum measured and the one sedulat-line, the
residuals are evaluated making use of the 2-nortnbmé the residuals
are bounded within fixed thresholds the system aiper in normal
conditions, otherwise the identification proceduie started. New
residuals are then evaluated by comparing the pEeamidentified on-
line with the expected values at normal operatimgddions. The analysis
of the computed residuals is then performed. ¥sidual overcomes the
related threshold, a symptom arises. To detechdrgut, flooding and air
starvation conditions a Fault to Symptoms MatriSKH was developed.
Finally, the cases of incipient flooding and dryiogt detections were
successfully presented.

6.2 Future perspectives

The results of the study resumed in the previousgraph can be
seen as a starting point for several practical iegigbns and future
research works.

First of all it is worth remembering again the raé the GFG
methodology in the frame of the EU project D-CODtleed a first key
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issue is the possibility to select without any exa decision (based on
human support) the PEMFC equivalent circuit mod@iststently with

the electrochemical impedance spectrum. A seconih megult is the

capability of identifying the model parameters, w@ovalues’ evolution
can support the system monitoring.

The availability of the novel DC/DC converter, dped by the
partners of the D-CODE project, gives the oppotiuta enlarge the EIS
applications. Indeed, thanks to this new convetter EIS could be
implemented into commercial systems for on-boaraitoang, control
and diagnosis purposes during on-field operatiokreover, the
approach proposed allows the EIS implementation sieveral power
scales applications, also with power higher tham k&Vs, which is not
always possible to perform with common spectronsetdr is worth
remarking that the EIS technique is commonly exptbifor several
electrochemical systems, such as battery and s@paeitors, and
represents a valid support in corrosion analysigh\Whis idea in mind
each system equipped with a DC/DC converter, wharh be controlled
dynamically on-line, may take advantage of the psepl technique. For
example, a non-conventional application could bplémented also for
photovoltaic panels monitoring and diagnosis.

The spectrum characterization based on ECM analydlse subject
of the present work, where the parameters’ ideatifon is the main
feature. The developed GFG algorithm allows paramsét fast
identification and its physical consistency chedke procedure is
automated and no external expertise is requiredsdb the ECM
configuration and initial fitting conditions. As #rst use the GFG
algorithm can be adopted for off-line applicationdaboratory analyses,
which involve the electrochemical processes stu@y for degradation).
The second one, which really exploits its capahii$ on-board for on-
line monitoring and diagnosis.
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Although the GFG was successfully tested for seéve@@aMFC
operating conditions and for three different sysesome improvements
may be suggested for future developments. For ebgrofher algebraic
curve reconstructions could be exploited in GFCGcfiom to support the
impedance spectra analysis and, in turn, improvéhoae robustness.
Moreover, it is worth remarking that the GFG wasafically developed
for PEMFC applications. Therefore, to enlarge pplecations to other
FC, batteries and so on, the reference ECM and $onations involved
in the model configuration and starting paramesa&kection processes
must be modified. As an example, for SOCFs, whieeeelectrochemical
reactions differ from those considered for PEMF@Ge timpedance
spectrum could show up to 4 arcs and, thus, trereete ECM must be
changed. The choice of the complete reference EQ@Miguration should
be carefully performed off-line by considering alhe phenomena
involved in the specific system to monitor.

Also a diagnosis procedure based on ECM parametistification
was presented in this work. A first improvementb® considered for
future work is the enhancement of parameters’ nsodebw simple
regressions). Moreover, to increase the numberetéatble faults, the
fault to symptoms matrix (FSM) must be improvedeTme presented in
this work was introduced for the purpose of testimg algorithm
developed and therefore a simple structure wasidemrsl. On the other
hand, adaptive threshold should be considered torowe the fault
isolation process. Indeed, the isolation approaset on binary detection
may cause a loss of information. Thus, introdu@nggsidual sensitivity
analysis would provide both quantitative and qasire insights about
faults influence on the residuals. However, to tieéqckle these issues
large experimental data sets are required.

Finally, the developed diagnostic algorithm allothe parameters
trends analysis. Thus, by monitoring the parametataes during system
long time operations, also the degradation phenameay be evaluated.
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Another task could be introduced by analysing tis¢éohical parameters’
trends, with the final aim of developing a progmsesiiented algorithm.



7. APPENDIX A: Short Manual for Nexa™
Test Bench

The Nexa" test bench configuration is reported in figure A.1

Figure 7.1: Nexd" test bench.
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The main components are:

The Nex&" system;

A PC for Nex&" Monitoring Software (OEM);

The electric load TDI Dynaload RBL 100-300-2000;
The in-house Wasterlain spectrometer [7];

The adjustable power supply elc DC power sugh/\936N;
The adjustable power supply CN7B,;

ogakwhpE

7.1 Test bench fundamentals and set-up

The in-house Wasterlain spectrometer controls tleetree load
imposing both the DC load and the AC signal. Moezp®a current sensor
located on the negative terminal of the stack adlothhe current
measurement. The stack voltage is also acquiredughr the
spectrometer. Then, two adjustable power supplyirdreduced: the elc
DC one, which is dedicated to supply the contrarddor the ancillaries
de-coupling, and the CN7B one, which is exploited dontrol the
ancillaries operation both in normal and abnornparations.

Start-up

Spectrometer a. Line connections Network line;
calibration (more details are reported LEM sensor line;
(5-10 minutes) on connection and Load drive line;

configurations manuals) | Calibration connector.
b. Turn on the computer ang
then the spectrometer
c. Set up the parameters andCalibration: '108’
start the calibration Frequency range
procedure according to theNumber of points and
Wasterlain manual [thes.]| acquisitions...
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d. Connect the calibration DO NOT FORGET IT!

connector to the stack

Electric Load

Turn on the load for pre-chauffer

CN7B Turn on for pre-chauffer

Control Board Turn on, wait until the two red lights on

supply 24V

OEM software Turn on and create a new folder for measurementsding

Hydrogen switch
on

Open the hydrogen valve

Start signal on

Send the 5V signal to start the system

elc DC power
supply on and first
VDC regulation

Set the DC power supply voltage for the start-upBg2,
according to the NEXA manual, p73);
“standby” on/off

Send current

The Spectrometer controls the load through sernitlimg

reference reference value. Regulate the reference DC cuwadoe
starting with a small value.
CN7B Regulate the current value depending on the cuwadne read

through the spectrometer current sensor.

System Warm-up/operations

System Warm-up

Increase (carefully) the load.

» For load increasing it is necessary to increase the
polarization current value in Wasterlain software.

* Immediately, it is important to adapt the CN7B ewtr
value to the measured one through the current selh$®
important for system operation in nominal condition

» At the same time (for purging), to adapt the elc @ver
supply voltage to the monitored electric load value

System operations

When the system is warm:
« regulate the polarization current value at the seahee
expected for EIS.
« Chose/regulate the CN7B current value.
1. Similar to the polarization measured one for norn
operating conditions
2. Another value for changing the ancillaries opeit
conditions (another air stoichiometry).
« Adapt the elc DC power supply voltage.
e Wait 10 minutes (minimum) for system steady-state

nal

=}

achievement.
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» Push the button “On spectro”. The AC signal imposed
the stack is monitored for a check.

» Then, push the button “Stop test and Start”.

» After the automated spectrum acquisition, pushtitéon
“Stop spectro”, decrease the load to zero and dbwia
the system.

Shut down

Spectrometer Decrease the load current until ‘0’.

The CN7B current and the elc DC power supply vathgve
to be adapted also in current decreasing!

Change the connection of the calibration connector.
Close the window if the experiment is finishedyan the
“target-multirate-variables”again, then set the m@sameters
and start the calibration again.

Start signal off Switch off.
Attention: before switching verify that the elc [pOwer

supply voltage is >40V

Waiting It is suggested to wait for some minutes beforito off the
control board. During this period the monitoreccktaurrent
value through the OEM software must be closed to.Z8o it
is suitable to regulate the CN7B current at lowent in order
to monitor 0 A on OEM software. It is important fibve
system cooling and rejuvenation (usually startmthis
period). Finally put the CN7B current to zero.

CN7B Turn off the CN7B.

Turn off the control | Turn off the 24V power supply.

board

Turn off the load Put the enable switch to “disable” state.
Hydrogen switch Close the hydrogen valve.

off

For more details related to the devices employethéntest bench,
refer to the producing companies manuals.
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7.2 Advices

The test bench configuration introduces some vanat on the
control board signal inputs, but not on its stroetrhese variations allow
the ancillaries de-coupling and removing the measent perturbations
induced during the EIS. Moreover, this solutionoa# the EIS
implementation both in normal and abnormal opegationditions. The
control on the ancillaries operations is achieveautating the measured
stack current through the CN7B adjustable poweplu@hen, a model
to evaluate the right current values to set in @/B for normal and
abnormal operating conditions was developed.

Nevertheless care must be given to some differeéen the DC
current for EIS is fixed, the spectrometer softwsinews three different
current values: i) the measured one, ii) the imgosee and iii) the a
priori fixed one. For EIS implementation the impodsirrent must be the
same of the fixed one. However, a little bias carobserved between the
imposed current value and the measured one. Thectoralue is the
measured one.

In example: in order to set the EIS at 25 ADC (ediixed a priori),
the current imposed through the spectrometer, wharh be regulated
during the warm-up, must be closed to 25 A durhgEIS. However, the
measured values, which is the real stack currentabout 27.1 A.
Therefore, the EIS is developed Za.1+(0.05*25)*sin(wt) A. Thus, the
evaluated impedance must be referred to 27.1 Anantb 25 A.
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8. APPENDIX B: Electrochemistry of the
electrode, fundamentals on Faradaic
impedance

The current circulating inside an electrochemial is related to the
electrode potential through the Butler-Volmer eguatwhich is reported
below:

T (%ﬁ"t)e—ﬁnf(E(t)—Eeq) _ %e(l—ﬁ)nf(E(t)—Eeq)) (Eq. B.1)
o R

whereip is the Faradaic current density aidis the exchange current

density.E(t) is the electrode potential aig, is the equilibrium reaction

potential. From these potential, it is possibleléfine the overpotential at

the electrodes as:

n(®) = (E(t) — Eeq) (Eq. B.2)

Moreover,S is the symmetry factor of the electrode reactiod rais
the number of electrons involved in the reactiohe Expression of thie
parameter is reported below:

f=— (Eq. B.3)

where F is the Faraday’'s constarf®6487 C/mol) while R is the
universal gas constan{8.314 J/mol/K) and T is the absolute
temperature in Kelvin. Finally, the current dengigpends on the ratios
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between the superficial and bulk concentrations tloé reactants
(CO,R (o, t)/CS,R)-

If the electrochemical reaction occurs in contmblleomogeneous
conditions, the reactant feeding to the electresddways ensured:

Cox00) _, 4 (Eq. B.4)
Cor

Then, in this condition the contribution on the atgan kinetic is
achieved only considering the charge transfer pimema and equation
B.1 can be simplified as below:

iF — _io(e—acnfn(t) — e“anfn(t)) (Eq BS)

Wherea, anda, are the transfer coefficients of the reactionreto® and
cathode side, respectively:

ac=p (Eg. B.6)
a,=1-8 (Eg. B.7)

Equations B.1 and B.5 refer to the case of standemdrogen
electrode (SHE), in which the anode potential amdent are assumed as
positive.

Defining the charge transfer resistarig as the resistance opposed
to the charges crossing the electrode/electrohterface,R.; is obtained
through the inverse of the partial derivative o€ tRaradaic current
densityir with respect to the overvoltage both referred to the analysed
electrode [88][90].

R, = (;’—Z) - ("%F)_1 - (SA %)_1 (Eq. B.8)

wherely is the Faradaic current. Then:
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1

RCt - acnfSaige~4ctMO 4 a nfs 4ige*a™f 1) (Eq Bg)
Eq. B.9 can be also expressed as:
Ret = oty (Eq. B.10)

nF aclc+aala

Equation B.10 underlines the dependence of thegeharansfer
resistance on both operating temperature and durcesssing the
electrodes (i.el, andl,). It is worth to notice that fog(t) = 0, Ljeer. —
Iy, and then:

RT 1 RT

RCt — E . —BIO+(1_'B)IO = RCt,O = nFlo (Eq. B.ll)

On the other hand, consideririg negligible with respect tofc, the
dependence on the operating current can be desvéallows:

_—— —_—— R —

(Eq. B.12)

This hypothesis is confirmed in PEMFC. Moreoveisiimportant to
underline that:

[=-.-1) (Eq. B.13)

Considering the PEMFC as a voltage source, theodatholtage and
current are assumed as positive (see the figure BHerefore, to be
consistent with the circuit network analysis, tlegative derivative must
be considered to achieve the positive sign for dharge transfer
resistance.

o -1
Ry = —(5 ai) =KL (Eq. B.14)

A an nF  acl
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Figure 8.1: Electrodes reactions and polarizationn a PEMFC.

When the mass transport phenomena start to befisagnj the
diffusion processes must be considered and moddledugh the
Faradaic impedance. To this purpose the distribWatburg element is
introduced in the following. For PEMFC two main fdgion processes
can be considered. The first one is based on tip®thgsis of semi-
infinite width of the electrode, whereas the second considers the finite
width of the electrode. The Faradaic impedancénés tevaluated at the
equilibrium potential by considering both the effeof charge transfer
and mass transport phenomena. Thus, starting filergeneric reaction:

Ox +ne” & Rd (Eq. B.15)

the oxidation and reduction reactions are introdusteanode and cathode
sides, respectively, as reported in figure 8.1c&ithe current generated
by the reactions depends on the surface concemtsatif the reactants at
timet, the moving of the electrochemical species isnadljuregulated by
the gradient of these concentrations. Then, corisglehe functional
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dependence of the Faradaic current expressed iatiequB.l, the
following analysis can be performed with the hymgsis of small
perturbations [11,88]. Thus, assuming:

the resulting series of Taylor is:

dl = (ZT;) dn + (m)dco(o t) + (ac © t))dCR(o t)+-+ (Eq. B.17.1)

( )( n)z (a(c (o, t)) )(dCO(O t)) t2 (a(c (o, t)) )(dCR(O t)) *

(671 -9Co(0, t)) (dn dCo (0, t)) + (m) (dn dcg(0, t)) +
(5o ) (ACo 0, )  dCR (0, ) + -+ (Eq. B.17.2)

dCp(0,t)-0CR(0,t)

where the equation B.17.1 is characterized by itfs¢-drder derivatives
and in particular:

al _
(%) =—(Re)™ (Eq. B.18)
Co(0,t),Cr(0,t)
o = — Lo ,-acnfn
(aCO(O’t))n,CR(O,t) ¢y ¢ (Eqg. B.19)
ol = I—o agnfn

The proposed derivatives are referred to equatidn Sssuming the
hypotheses of small perturbation and linear depssel®f current with
respect to the concentrations, it is possiblertedrize the equation B.17
[88]. Moreover, consistently with the EIS theorye tFaradaic impedance
is related to the sinusoidal perturbation. Therefor small amplitudes, it
is possible to introduce the phase vector analimisthe AC signals,
neglecting the DC values. Thus:

=4 d(IleJ

al = ) gt = jo - oty (Eq. B.21)
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jowt .
d(éO,R(X,t))

déO‘R(x, t) = dt

dt = jo - Coy py (x)e/“tdt (Eq. B.23)

Then, the second Fick’s law for diffusion is intuoeétd to solve the
concentration differentials [11,88].

dCo(x,t) _ aZCO(x,t)
2olit) _ p, $*Colun) (Eq. B.24)
dCgr(x,t) _ 62CR(x,t)

o) _ py Paen) (Eq. B.25)

whereD, andDy are the reactants diffusion coefficients. BecdhseEIS

perturbation is superimposed in controlled steddiesconditions, at
t = 0 the superficial concentrations can be assumedaanand equal to
the bulk concentrations. Thus, considering only Al@ contribution, the
relative initial conditions at = 0 are:

Co(x,0) =0= Cpy(x,0) =0 (Eq. B.26)
Cr(x,0) =0 = Cry(x,0)=0 (Eq. B.27)

The solution is found imposing the suitable bougdamnditions. At
electrode/electrolyte interfader = 0) the variation of the concentrations
is directly related to the current perturbationtbg first Fick's law [88].
The sign is related to the current versus and siraed positive for
reduction reaction at the cathode side in orddseaonsistent with the
circuit analysis (see figure 8.1).

6éo(x,t) _ I
Do |5 It (Eq. B.28)
Thus:
9Co(x.t) _ el 9Co1(x) L
[ ox ]X_O N nFSaDo = [ ox x=0 - nFSaDo (Eq 829)
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and considering the current balance at the equuitiia

D, [af‘;ix'”]xzo + Dy [a’f’;;’"t)]xzo =0 (Eq. B.30)

also the boundary condition for the reductant cotreéion at the
electrode/electrolyte interfage = 0) is obtained.

[aéR(x,t)] _ Ljelet N [ach(x) R
ox x=0 NFSADR dx x=0 NFSaDR

(Eg. B.31)

Whereas supposing the semi-infinite electrode dase,possible to
assume that far — oo the reactant concentrations are not affected &y th
small perturbation and, thus, they result constartt equal to the bulk
concentrations. Therefore, as for the initial ctinds (eq. B.26-7), the
boundary conditions far — oo are:

Co(t>0,x >00) =0 Cp,(t,x > 0) =0 (Eqg. B.32)
Cr(t > 0,x > ©) =0 = Cry(t,x > ) =0 (Eq. B.33)

Moreover, employing the phase vectors, it is pdsstb find the
solution of the equations B.24 and B.25 in one disnan. In this way, the
problem is reduced to a second order linear honemen differential
eqguations solution, as reported below:

0Cor(x 1) 02Cop(x,t) . 92Cor1 (%)

0+ = O,Rg+ =jw: COI,Rl(x)e]wt = DO,R%E-"‘”
d%¢C (x) i

= %;IZH - D]:R *Corr1(x) =0 (Eq. B.34)

Defining:

A= "’/f—“’ (Eq. B.35)
Dor
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the general solution is:
Corr1(X) = Ap ge ™™ + Af pe™™ (Eg. B.36)

Then, forx — oo, by applying the boundary conditions B.32 and B.33
results:

A3, =0 (Eq. B.37)

On the other hand, far= 0, by applying the boundary conditions
B.29 and B.31 results:

1 _ _ I1

Ao = nFSy\/jowDg (Eq. B.38)
1 _ I

AL = T (Eqg. B.39)

Therefore, the differentials of the reactants sfigal concentrations are:
- jwt _|iw

dCo(x,t) = (]w . %e \/;x> dt (Eq. B.40)
- jowt _ [jw

dCR(x, t) = - (]0) . %8 \/;x> dt (Eq B41)

Replacing the equations B.18, B.19, B.20, B.40 &xil in the
linearized relation B.17.1, it is possible to ohtai

dl =

nFS, . Co1(0) _ > Cr1(0) > ~

RTA io (occ —026 e %M 4+ o, —RCI},% e“a"f") df +

_Salo ,—a nfﬁ)(- Lelot ) (m acn/7) (_- __helot )

( R Vv ol Kl el J© s pliwne) &

(Eq. B.42)

and then:
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1dii (i) (e %7 o) (e~ %™ _
- () () - (2) () = 1 (Eq. B.43)

As for the charge transfer resistance, the Faradgedance is given
by the negative derivative of the overpotentiahwispect to the current:

BN -pInfi

- s RT ChJiwDg  Cpy/jwDg
Zp=—g=Reat =R +
2(, . Cpi(0) _ = Cr1(0) (4_ = ct
al Sa(nF) (ﬁ 2O nm(1-) B0 ﬁ)nfn)
1 ) e”fﬁ 1 ) C*O enfﬁ
RT ChjwDg  Cipy/jwDR = Ry + RT Cp1(0JjwDg C01(0)Ch/jwDg
SA(nF)Z( €010, _ \CRl(O)enﬁi) ¢t " s,(nF)? ( _ CR1(0)CH ~)
B ch a-p) C B+(1 ﬁ)C;?COl(O)e"f"
(Eq. B.44)

Then, considering that in case of diffusion theriéétaw becomes:

E = Egq + o n (229) = o - G0 (Eq. B.45)

cr1(0)cp cr1(0)cp

the Faradaic impedance for mixed kinetic and diffagphenomena is:

~ RT 1 1
Zr = Ree F Sa(nF)? (C01(0)\/iwDo + CRl(O)\/ijR> (Eq. B.46)

where assuming:

1

== %(1 — (Eq. B.47)

it is possible to define:

e~ o . O
ZF_RCt-I_SA\/B_]SA\/B

(Eq. B.48)

where g is the mass transfer coefficient due to the cbation of the
reactants [88]:

0 =09+ o0g=

RT 1 1
V2(nF)2 (CO1(0)\/D_O + CRl(O)\/D_R> (Eg. B.49)
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Equation B.48 defines the Faradaic resistance essd¢hies of two
circuit elements: the charge transfer resistancd #re distributed
Warburg element. Thus, the semi-infinite Warburgéaance results:

Ty = (Eq. B.50)

_° __i_%_
Savw ]SA\/E

In case of finite electrode of widh the same procedure is assumed.
Nevertheless, to solve the Fick’s laws the boundanditions expressed
in equations B.32 and B.33 must be replaced wiHdhowing ones:

60(t>0,x_>6) =6=>C01(t,x_)6) =0 (Eq 851)
éR(t > O,x - 6) = 6 = CRl(t,x i 6) =0 (Eq 852)

Solving the differential equations with the new bdary conditions,
the differentials of the superficial concentrati@fishe reactants become:

dc,(0,t) = (]a) #Z_DO tanh ( \/:0 5)) dt (Eq. B.53)
ACo(0,6) = — <ja) -#Z_DRtanh ( \/%5)) dt (Eq. B.54)

Therefore, substituting the equations B.53 and BnSéhe linearized
infinite series of Taylor (eq. B.17.1) results:

\/—0'0 \/—O'R
Zp =Ry + \/_tanh (\/705) +SA\/_tanh (\/75> (Eqg. B.55)

Thus, the Warburg impedance in case of electrodi fividth is:

ZW—ZWO+ZWR—‘AQ"it h(\/_6)+fj’it h(\/_s) (Eq. B.56)
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