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Abstract

Despite modern technology provide new tools to measure the world

around us, we are quickly generating massive amounts of high-dimensional,

spatial-temporal data. In this work, I deal with two types of datasets:

one in which the spatial characteristics are relatively dynamic and the

data are sampled at different periods of time, and the other where many

dimensions prevail, although the spatial characteristics are relatively

static.

The first dataset refers to a peculiar aspect of uncertainty arising

from contractual relationships that regulate a project execution: the

dispute management. In recent years there has been a growth in size and

complexity of the projects managed by public or private organizations.

This leads to increased probability of project failures, frequently due to

the difficulty and the ability to achieve the objectives such as on-time

delivery, cost containment, expected quality achievement. In particular,

one of the most common causes of project failure is the very high degree

of uncertainty that affects the expected performance of the project,

especially when different stakeholders with divergent aims and goals

are involved in the project.

The second data set refers to a novel display of Digital Libraries (DL).

DL allow to easily share the contribution of each individual researcher in

the scientific community. Unfortunately, the webpage-based paradigm is

a limit to the inquiry of current digital libraries. In recent years, in order

to allow the user to quickly collect a set of documents judged as useful

for his/her research, several visual approaches have been proposed.

This thesis deals with two main issues. The first regards the anal-

ysis of the possibilities offered by a 3D novel visualization technique
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ABSTRACT ii

3DRC to represent and analyze the problem of diverging stakehold-

ers views during a project execution and to addresses the prevention

and proactive handling of the potential controversies among project

stakeholders. The approach is based on the 3D radar charts, to allow

easier and more immediate analysis and management of the project

views giving a contribution in reducing the project uncertainty and,

consequently, the risk of project failure. A prototype software tool

implementing the 3DRC visualization technique has been developed

to support the 3DRC approach validation with real data. The second

issue regards the enhancement of CyBiS, a novel 3D analytical interface

for a Bibliographic Visualization Tool with the objective of improving

scientific paper search.

The benefits of using 3D techniques combined with techniques for

multidimensional visual data mining will be also illustrated, as well as

indications on how to overcome the drawbacks that afflict 3d visual

representations of data.
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Chapter 1
Introduction

Yahweh spoke to Moses: ≪Take a census of the whole community of

Israelites by clans and families, taking a count of the names of all the

males, head by head. You and Aaron will register all those in Israel,

twenty years of age and over, fit to bear arms, company by company.≫

— Numbers 1: 2-3, The Holy Bible

Thanks to the progress made in hardware technology, modern in-

formation systems are capable of storing large amounts of data. For

example, according to a survey conducted in 2003 by researchers from

the University of Berkeley, about 1-2 Exabyte (= 1 million terabytes)

of unique information were generated each year, of which a large part is

available in digital format. These data, including simple tasks of daily

life such as paying by credit card, using the phone, accessing e-mail

servers, are generally recorded on business databases via sensors or

monitoring systems [1, 2, 3].

This continuous recording tends to generate an information overload.

Exploring and analyzing the vast volumes of data becomes increasingly

complex and difficult. Besides, due to the number and heterogeneity of

the recorded parameters we are forced to interact with multidimensional

data with high dimensionality.

What encourages us to collect such data is the idea that they are a

potential source of valuable information not to be missed. Unfortunately,

the task of finding information hidden in such a big amount of data is

very difficult. In this context, data analysis is the only way to build

1



CHAPTER 1. INTRODUCTION 2

knowledge from them in order to successively take important decisions.

In fact, this precious information can not be used until it remains locked

in its “container”, and the time, the relationships and the rules that

govern it are not shown in a “readable” and understandable way.

In addition, many of the existing data management systems can only

view “rather small portions” of data. Besides, if the data is presented

textually, the amount that one can see is in the range of about 100

items, which is of no help when we have to interact with collections

containing millions of data items.

Information visualization or InfoVis (IV) and Visual Data Mining

(VDM) can be a valuable help to manage big amounts of data.

1.1 Introduction to Data Mining

Data Mining (DM) [2, 4, 5, 6] is a generic term that covers a variety of

techniques to extract useful information from (large) amounts of data,

without necessarily having knowledge of what will be discovered, and

the scientific, industrial or operating use of this knowledge. The term

“useful information” refers to the discovery of patterns and relationships

in the data that were previously unknown or even unexpected. Data

mining is also sometimes called Knowledge Discovery in Databases

(KDD) [6].

A common mistake is to identify DM with the use of intelligent

technologies that can detect, magically, models and solutions to busi-

ness problems. Furthermore, this idea is false even in the presence of

techniques, more and more frequent, that allow to automate the use of

traditional statistical applications.

Data Mining is an interactive and iterative process. In fact, it

requires the cooperation of business experts and advanced technologies

in order to identify relationships and hidden features in the data. It is

through this process that the discovery of an apparently useless model

can often be transformed into a valuable source of information. Many

of the techniques used in DM are also referred to as “machine learning”

or “modelling” (see Sec. 2.3).

In the past, various methods for data mining and process models
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have been developed, but only in 2000 the important goal of establishing

the Cross-Industry Standard Process for Data Mining (CRISP-DM)

(Chapman et al. [7]) has been achieved.

The CRISP-DM methodology breaks the data mining process into

six main phases [8]:

1. Business Understanding - identify project objectives,

2. Data Understanding - collect and review data,

3. Data Preparation - select and cleanse data,

4. Modelling - manipulate data and draw conclusions,

5. Evaluation - evaluate model and conclusions,

6. Deployment - apply conclusions to business.

The six phases fit together in a cyclical process and cover the entire

data mining process, including how to incorporate data mining in the

largest business practices. These phases are listed in detail in the

diagram in figure 1.1.

Phases

a visual guide to CRISP-DM methodology
SOURCE   CRISP-DM 1.0
  http://www.crisp-dm.org/download.htm
DESIGN   Nicole Leaper  
 http://www.nicoleleaper.com

Generic Tasks
Specialized Tasks
(Process Instances)

Determine Business 
Objectives

Background
Business Objectives
Business Success Criteria
(Log and Report Process)

Assess Situation
Inventory of Resources, 

Requirements, Assumptions, 
and Constraints

Risks and Contingencies
Terminology
Costs and Benefits
(Log and Report Process)

Determine Data Mining 
Goals

Data Mining Goals
Data Mining Success Criteria
(Log and Report Process)

Produce Project Plan
Project Plan
Initial Assessment of Tools and 

Techniques
(Log and Report Process)

Collect Initial Data
Initial Data Collection Report
(Log and Report Process)

Describe Data
Data Description Report
(Log and Report Process)

Explore Data
Data Exploration Report
(Log and Report Process)

Verify Data Quality
Data Quality Report
(Log and Report Process)

Data Set
Data Set Description
(Log and Report Process)

Select Data
Rationale for Inclusion/ 

Exclusion
(Log and Report Process)

Clean Data
Data Cleaning Report
(Log and Report Process)

Construct Data
Derived Attributes
Generated Records
(Log and Report Process)

Integrate Data
Merged Data
(Log and Report Process)

Format Data
Reformatted Data
(Log and Report Process)

Select Modeling 
Technique

Modeling Technique
Modeling Assumptions
(Log and Report Process)

Generate Test Design
Test Design
(Log and Report Process)

Build Model Parameter 
Settings

Models
Model Description
(Log and Report Process)

Assess Model
Model Assessment
Revised Parameter
(Log and Report Process)

Evaluate Results
Align Assessment of Data 

Mining Results with 
Business Success Criteria

(Log and Report Process)

Approved Models
Review Process
Review of Process
(Log and Report Process)

Determine Next Steps
List of Possible Actions
Decision
(Log and Report Process)

Plan Deployment
Deployment Plan
(Log and Report Process)

Plan Monitoring and 
Maintenance

Monitoring and
Maintenance Plan
(Log and Report Process)

Produce Final Report
Final Report
Final Presentation
(Log and Report Process)

Review Project
Experience
Documentation
(Log and Report Process)

Modeling

manipulate data and
 draw conclusions

Evaluation

evaluate model and 
conclusions

Deployment

apply conclusions to  
business

Business Understanding

identify project objectives

Data Understanding

collect and review data

Data Preparation

select and cleanse data

Data Mining Life Cycle

Figure 1.1: a visual guide to CRISP-DM methodology (image taken from
[9])
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1.2 Information Visualization

The field of information visualization has emerged “from research in

human-computer interaction, computer science, graphics, visual design,

psychology, and business methods. It is increasingly applied as a critical

component in scientific research, digital libraries, data mining, financial

data analysis, market studies, manufacturing production control, and

drug discovery”. [10]

In the literature there are several definitions for “IV”. Here are some

examples ordered by year:

• “A method of presenting data or information in non-traditional,

interactive graphical forms. By using 2-D or 3-D color graphics

and animation, these visualizations can show the structure of

information, allow one to navigate through it, and modify it with

graphical interactions.” - 1998 [11]

• “The use of computer-supported, interactive, visual representa-

tions of abstract data to amplify cognition.” 1999 [12]

• “Information visualization is a set of technologies that use visual

computing to amplify human cognition with abstract information.”

2002 [13]

• “Visual representations of the semantics, or meaning, of infor-

mation. In contrast to scientific visualization, information visu-

alization typically deals with nonnumeric, nonspatial, and high-

dimensional data.” 2005 [14]

• “Information visualization (InfoVis) is the communication of ab-

stract data through the use of interactive visual interfaces.” 2006

[15]

A common misconception is to confuse IV with scientific visualization

or SciVis [16]. In fact, InfoVis implies that the spatial representation is

chosen, while SciVis implies that the spatial representation is given.

In conclusion thanks to the use of IV we can reduce large data sets

to a more readable graphical form compared to a direct analysis of the
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numbers. In this way human perception can detect patterns revealing

the underlying structures of the data [17].

1.3 From Data Mining to Visual Data Mining

Visual data mining [18, 2] is a new approach to data mining by presenting

data in visual form (or graphics). The basic idea is to use, through IV

methods, the latest technologies to combine the phenomenal abilities

of human intuition and the ability of the mind to visually distinguish

patterns and trends in a large amount of data with traditional data

mining techniques. This, to allow the data miner to “enter” in the data,

get insight, draw conclusions and interact directly with them. For these

reasons information visualization techniques have been considered from

the outset as a valid alternative to the analytical methods based on

statistical and artificial intelligence techniques.

VDM techniques have proven to be of great help in exploratory data

analysis showing a particularly high potential when exploring large

databases, in the case of vague knowledge about data and exploration

goals, and in the presence of highly inhomogeneous and noisy data.

In [19], qualifying characteristics for VDM systems are identified as

follows:

• Simplicity - they should be intuitive and easy to use, while

providing effective and powerful techniques.

• User autonomy - they should guide and assist the data miner

through the data mining process to draw conclusions, but also

keep it under control.

• Reliability - They should provide estimated error or accuracy of

the information provided for each stage of the extraction process.

• Reusability - A VDM system must be adaptable to various

environments and scenarios in order to reduce the efforts of cus-

tomization and improve the portability between systems.

• Availability - Since the search for new knowledge can not be

planned, access to VDM systems should be generally and widely
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available. This implies the availability of portable and distributed

solutions.

• Security - Such systems should provide an appropriate level of

security to prevent unauthorized access in order to protect data,

the newly discovered knowledge, and the identity of users.

1.4 2D vs 3D Representations

The real world is three-dimensional when considering the spatial dimen-

sions and it becomes even “four-dimensional” when we include the time.

With the advent of PC graphical interfaces most of the methods of

graphical visualization that required a transposition of data on sheets of

paper have become obsolete. Moreover we are now also able to represent

three-dimensional space (3D) on the screen of a PC. In the last decade

there has been great ferment about the creation of new techniques for

3D data visualization.

Since there are obvious advantages in the use of traditional techniques

(2D), some considerations are required [20]:

• the science of cognition indicates that the most powerful pattern-

finding mechanisms of the brain work in 2D and not 3D;

• there is already a robust and effective methodology about the

design of diagrams and the data representation in two dimensions;

• 2D diagrams can be easily included in books and reports;

• it is easy to come across an abundance of ill-conceived 3D design.

In light of the above considerations, why it is worth to study three-

dimensional approach?

A quite convincing reason for an interest in 3D space perception and

hence searching for new methodologies for the 3D data representation is

the explosive growth of studies on 3D computer graphics. Today there

are several software libraries that allow programmers to rapidly develop

interactive three-dimensional virtual spaces.

Moreover a 3D representation has several advantages [21, 22, 23, 24,

25]:
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• Shape constancy : it is the property that allows us to recognize

from several points of view, irrespective of the particular 2D image

projected onto the retina, the 3D shape of an object (or part of

it);

• Shape Perception: unfamiliar shapes stand out immediately. This

is done “unconsciously” and requires minimal cognitive effort;

• The use of 3D shapes enable us to encode more information than

other visual properties such as scale, weight, and color;

• Users can take advantage of 3D displays to visualize large sets of

hierarchical data;

• It possible to show more objects in a single screen thanks the

perspective nature of 3D representations, objects shrink along the

dimension of depth;

• If more information is visible at the same time, users gain a global

view of the data structure;

Unfortunately there are also disadvantages that must be taken into

account when designing 3D visual interfaces:

• The problem of occlusion: in a 3D scene, foreground objects

necessarily block the view of the background objects.

• A lower data/pixel ratio than 2D visualizations: this significantly

limits the quantity of visible data.

Since “In medio stat virtus” the best choice, used in this thesis, is

to employ both approaches. It is likely that a system that allows the

user to easily switch from a 2D to a 3D display, and vice versa, would

be beneficial for the user. In fact, this would enable us to extend the

plethora of tools at our disposal for understanding data sets.

In developing both the new version of CyBiS [26] and 3DRC [27]

a thorough study has been made on the techniques and to maximize

the benefits and reduce the problems regarding the usage of a 3D

representation, and to create a visual representation of the semantics

that is not ambiguous.
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1.5 Objectives of the thesis

In literature there are a great number of information visualization

techniques developed over the last decade to support the exploration of

large data sets, and this thesis wants to be a small contribution in this

direction.

The thesis focuses on how to apply Information Visualization and the

use of 3D data visualization techniques to overcome the drawbacks of

two specific domains: Bibliographic Visualization Tools and Evaluation

of Stakeholders Project Views. In the following I will describe the

drawbacks and the proposed solution for each of the two domains.

1.5.1 Bibliographic Visualization Tools drawbacks

Description: one of the key tasks of scientific research is the study and

management of existing work in a given field of inquiry [28]. Digital

Libraries (DLs) are generally referred to as “collections of informa-

tion that are both digitized and organized” [29]. Digital Libraries are

content-rich, multimedia, multilingual collections of documents that

are distributed and accessed worldwide. The traditional functions of

search and navigation of bibliographic databases, digital libraries, be-

come day by day more and less appropriate to assist users in efficiently

managing the growing number of scientific publications. Unfortunately,

the webpage-based paradigm is a limit to the inquiry of current digital

libraries. In fact, it is well known how difficult it is to retrieve relevant

literature through traditional textual search tools. The limited num-

ber of shown items, the lack of adequate means for evaluating paper

chronology, influence on future work, relevance to given terms of the

query are some of the main drawbacks.

Proposed solution: a proposed solution for some of these aspects is

CyBiS [26], which stands for Cylindrical Biplot System, an analytical

3D interface developed for a Bibliographic Visualization Tool with the

objective of improving the search for scientific articles. Unfortunately

CyBiS has some limitations regarding the choice of the data to be dis-

played and its corresponding 3D presentation, and presents the problem
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of occlusion. For these reasons, and to continue on the work undertaken

on the previous version, it was necessary the realization of CyBiS2 in

order to extend and emphasize strengths of CyBiS and to improve it by

also adding new and useful features and operations.

1.5.2 Evaluation of Stakeholders Project Views drawbacks

Description: in order to be effective, organizations need to deal with un-

certainty especially when they are involved in the realization of projects

[30]. Moreover, the growth in size and complexity of the projects

managed by public or private organizations leads to an increase in

the degree of uncertainty. This is reflected in an increasing risk of

disputes, which in turn have the potential to produce additional uncer-

tainty and therefore may seriously threaten the success of the project.

Among the most common causes of failure there are the difficulties in

achieving targets, such as on-time delivery, cost containment, quality

objectives planned and the lack of involvement in the project of the vari-

ous stakeholders (especially when the points of view are not concordant).

Proposed solution : starting from the fundamental definition of view

that a contractor has at a given time on the progress of a project and

the related concept of Consonance, Project, Delta and Gap, the 3DRC

representation is proposed for the management of potential disputes

between parties that should help the reconciliation of diverging views.

The 3DRC representation has been developed to allow easier and more

immediate analysis and management of the project views giving a con-

tribution in reducing the project uncertainty and, consequently, the risk

of project failure.

1.5.3 The goals

The work done on CyBiS has been very useful for the realization of

3DRC, in fact some of the ideas used to improve CyBiS were of great help

to the design of 3DRC. For example, the 3D information visualization

combined with the salient radar-chart features taken from the metaphor

of a cylindrical three-dimensional space, present in CyBiS, were the
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sparks of inspiration for the design and subsequent implementation of

3DRC.

In light of the foregoing my thesis aims to achieve a number of

objectives:

1. describe some of the design choices that allow to remedy some of

the disadvantages of 3D interfaces;

2. apply the techniques of IV and VDM to the context of project man-

agement in order to provide new tools for dealing with uncertainty

in the management of complex projects;

3. present a new visualization technique, called 3DRC that addresses

the prevention and proactive handling of the controversies among

potential project stakeholders;

4. show, through case studies, how the salient features of a 3D

representation are able to:

(a) in the case of CyBiS: find the relevance of documents with

respect to the search query or affine terms; show the influ-

ence given by the number of citations per year; highlight

the correlations among documents, such as references and

citations.

(b) in the case of 3DCR: increase the analysis capability of project

managers and other stakeholders; highlight the points of

divergence or convergence between two or more stakeholders;

compare multiple trends over time; understand how different

stakeholders interact with each other across the time on the

same activity; compare different activities and eventually

discover some hidden correlations between them.

To support experiments towards these goals and to display the 3DRC

features the 3DRC Tool was developed.

1.6 Outline of the thesis

The thesis is organized as follows.
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Chapter 2 provides an introduction to the principles of Data Visu-

alization. It presents a detailed taxonomy of visualization techniques.

Furthermore, the principles of multidimensional data visualization tech-

niques and how they can be used for Data Mining are illustrated.

Chapter 3 presents CyBys2, its previous version CyBiS, related

works and the improvements provided by the new interface.

Chapter 4 describes the 3DRC visualization technique and its appli-

cation domain. At first the definitions of Consonance, Project, User view,

Delta and Gap and then the 3DRC specific properties and operations

are provided.

Chapter 5 explains the architecture of the 3DRC Tool together with

the user operations needed to interact with 3DRC. Furthermore a case

study is provided in order to validate the model.

Finally Chapter 6 contains the final discussion, concluding remarks

and future directions.



Chapter 2
Data Visualization in Data Mining

All nations will be assembled before him and he will separate people one

from another as the shepherd separates sheep from goats. He will place

the sheep on his right hand and the goats on his left.

— Matthew 25: 32-33, The Holy Bible

In order for data mining to be effective, it is important to combine

human creativity and pattern recognition abilities with the enormous

storage capacity and computational power of today’s computers.

The basic idea of data visualization is to present data in some visual

human understandable form. Visualization is important especially when

the exploration objectives are still uncertain at the beginning of the

data analysis process.

According to the Visual lnformation-Seeking Mantra, visual data

exploration usually follows a three step process: “overview first, zoom

and filter, and then details-on-demand” [31].

Overview: gains an overview of the entire collection. An overview

of the data helps DM experts to identify interesting patterns. This

corresponds to the data understanding phase of CRISP-DM (CRoss

Industry Standard Process for Data Mining) methodology.

Zoom: users typically have an interest in some portion of a col-

lection, and they need tools to enable them to control the zoom focus

and the zoom factor [31]. For this reason zooming is one of the basic

interaction techniques of information visualizations. Since the maximum

amount of information can be limited by the resolution and color depth

12
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of a display, zooming is a crucial technique to overcome this limitation

[32].

Filter: filtering is used to limit the amount of displayed information

through filter criteria [32] and allows users to control the contents of

the display. As a consequence, users can eliminate unwanted items and

quickly focus on their interests [31].

Details-on-demand: as described in [33], “the details-on-demand

technique provides additional information on a point-by-point basis,

without requiring a change of view. This can be useful for relating the

detailed information to the rest of the data set or for quickly solving

particular tasks, such as identifying a specific data element amongst

many, or relating attributes of two or more data points. Providing these

details by a simple action, such as a mouse-over or selection (the on-

demand feature) allows this information to be revealed without changing

the representational context in which the data artifact is situated” [33].

This chapter is divided into four sections. The first section describes

the classification of visualization techniques based on Daniel Keim’s ar-

ticle [2]. The second section presents the basic graphs used in statistics

mainly for exploratory analysis. The third section shows the visual-

ization of trees and rules, which is useful for visualizing association

rules and decision trees in the Machine Learning domain. The last

section shows basic types of multidimensional graphs. Most of these

visualization techniques are tested on the following data sets: the Iris

Flower data set, which can be found at the UCI machine learning repos-

itory [34]; the total number of recorded tornadoes in 2000, arranged

alphabetically by State and including the District of Columbia [35]; the

Titanic data set [36].

2.1 Taxonomy of visualization techniques

The basic well known techniques are x-y plots, line plots and histograms.

These techniques are useful for relatively small and low-dimensional

data sets. In the last two decades, a large number of novel information

visualization techniques have been developed, allowing visualization of

extensive and even multidimensional data. These techniques can be
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classified based on three criteria [2]: the type of data to be visualized,

the visualization technique and the interaction and distortion technique

used, see Fig. 2.1.
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Figure 2.1: Classification of information visualization techniques (image
taken from [2])

2.1.1 Data types to be visualized

The data usually consists of a large number of records each consisting

of a list of values denominated data mining attributes or visualization

dimensions. We call the number of variables the dimensionality of

the data set. Data sets may be one-dimensional, such as temporal

data; two-dimensional, such as geographical maps; multidimensional,

such as tables from relational database. In this thesis we will focus

mainly on these data types. Other data types are text/hypertext and

hierarchies/graphs. The text data type cannot be easily described

directly by numbers and therefore text has to be firstly transformed into

describing vectors, for example word counts. Graphs types are widely

used to represent relations between data, not only data alone. The last
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types are about algorithms and software, and their goal is to support

software development by highlighting the structure of a program, the

flow of information, etc.

Figure 2.2: Illustration of Bar graph, Pie graph, X-Y plots

2.1.2 Visualization Techniques

The standard 2D/3D techniques

Fig. 2.2 shows some of the basic standard 2D/3D techniques: bar graph,

pie graph, x− y or x− y − z plots and other business diagrams. A bar

graph is usually used to compare the values in several time intervals,

for example the progress of traffic accidents for the last 10 years. A

pie graph is ideal for the visualization of a rate of value in data. The

whole pie is 100%. This type of graph is used for example to visualize

the rate of some type of product in the market basket. There exists a

rectangle variant of this graph. A x− y or x− y − z plots is a common

2D/3D graph, it shows the relation between two/three attributes. This

type of graph exists in two common variants, line graph for continuous

variable and point graph for discrete variable.

Geometrically-Transformed Displays

The basis of geometric transformations is the mapping of one coordinate

system onto another. In particular, geometrically-transformed displays

techniques aim at finding transformations of multidimensional data

sets, which geometrically project data from a n-dimensional space to a

2D/3D space. The typical representation for this group is the Parallel

Coordinates visualization technique [37]. Some of these visualization

techniques will be described more precisely in section 2.4.
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Iconic Displays

The basic idea of iconic displays techniques is to map the attribute

values of a multidimensional data item to the features of an icon. The

Chernoff faces [38] (see Fig. 2.3) is one of the most famous application,

where data dimensions are mapped to facial features such as the shape

of the head and the width of the nose.

Figure 2.3: Illustration example of Chernoff Faces

Dense Pixel Displays

In dense pixel techniques we map each dimension value to a coloured

pixel and group these pixels belonging to each dimension into adjacent

areas. These techniques allow to visualize up to about 1.000.000 data

values, the largest amount of data possible on current displays, since,

in general, dense pixel displays use one pixel per data value. The main

question is how to arrange the pixels on the screen. To do this, the

recursive pattern and the circle segments techniques [39] are used. An

example of the circle segments technique application is illustrated in

Fig. 2.4, where each segment shows all the values of one attribute and

each circle represents the record.
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Figure 2.4: Dense Pixel Displays: Circle Segments Technique. (Image taken
from [40])

Stacked Displays

Stacked display techniques are designed to present data partitioned in a

hierarchical structure. The basic idea is to insert one coordinate system

inside another coordinate system, i.e. two attributes form the outer

coordinate system, two other attributes are embedded into the outer

coordinate system, and so on. A contraindication of this technique is

that we have to select the coordinate system carefully since the utility

of the resulting visualization largely depends on the data distribution

of the outer coordinates. Mosaic Plots [41] and Treemap [42] (see Fig.

2.5) are typical examples of use of these techniques. Mosaic Plots will

be described in section 2.3.1.
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Figure 2.5: Treemap of votes by county, state and locally predominant
recipient in the US Presidential Elections of 2012. (Image taken from [43])

2.1.3 Interaction and Distortion Techniques

The interaction and cooperation of different types of graphical techniques

are important properties for the data analyst in visualization for an

effective data exploration. Interaction techniques enable to directly

interact with the visualizations, dynamically change the visualizations

and facilitate the combination of multiple independent visualizations.

The basic interaction techniques are dynamic projections, interactive

filtering and zooming. Distortion techniques help in focusing on details

while preserving data overview.

Dynamic Projections

Dynamic projections allows to automatically and dynamically change

the projections in order to explore a multidimensional data set. The

main difference between dynamic and interactive, where the change is

made by user, is the automatic change of the projection. The sequence
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of projections can be random, manual, precomputed or data driven.

Interactive Filtering

Filtering facilitates the user to focus on interesting subsets of the data

set by a direct selection of the subset (browsing) or by a specification

of properties of the subset (querying). An example of this method for

an interactive filtering is Magic Lenses [44]. The basic idea of Magic

Lenses is to use a tool like a magnifying glass to support data filtering

directly in the visualization. The data under the glass is processed by

the filter and the result is displayed differently than the rest.

Interactive Zooming

Zooming, a well-known technique, allows to present the data in a highly

compressed form that provides both overview of the data and in more

detailed form depending on different resolutions. Zooming does not

only mean enlarging the data object view but it also means that the

data representation automatically changes to present more details on

higher zoom levels. For example, the objects may be represented as

single pixels, as icons or as labelled objects depending on the zoom

level: low, intermediate or high resolution.

Interactive Distortion

Interactive distortion techniques assist the data exploration process by

preserving an overview of the data during drill-down operations. Unlike

the interactive zooming, that shows all the data in one detailed level in

a single image, the idea is to show portions of the data with a lower

level of detail while other parts are shown with a higher level of detail.

Popular distortion techniques are hyperbolic and spherical distortion.

Interactive Linking and Brushing

Since the various techniques previously analysed have some strength

and some weaknesses, the idea of linking and brushing is to combine

different visualization methods to overcome the individual shortcomings.
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Interactive changes made in one visualization are automatically reflected

in the other, for example colouring points in one visualization is reflected

to other.

2.2 Visualization in Statistics

In this section we will discuss the main graphical methods used in

statistics for the exploratory analysis. Usually this analysis is the first

step to take when dealing with statistical data. The goal is to find or

check, for each attribute, the basic statistical characteristics such as:

density, “gaps” of data, or outliers (i.e., observations that do not fit

the general nature of the data), etc. To exemplify statistics graphical

methods we will use the total number of tornadoes recorded in the USA

grouped by State from 2000 [35], as shown in Table 2.1.

2.2.1 Dispersal graphs

Dispersal graphs (also called dot plots) are an example of one kind of

graphical summary. Their construction is very simple, we draw only

the data values along an axis through graphical elements such as points,

thus representing the position of each data value compared to all the

others. Figure 2.6 shows a dispersion graph of the tornado data from

Table 2.1. The x-axis keep track of the number of tornadoes and each

point corresponds to a State.

Figure 2.6: A dispersal graph of the tornado data from Table 2.1. (Image
taken from [45])

2.2.2 Histograms

Histograms are another kind of graph for the evaluation of the prob-

ability density of an attribute. They are a variant of the bar graph

and are produced by splitting the data range into bins of equal size.
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State Number State Number
of Tornadoes of Tornadoes

Alabama 44 Montana 10
Alaska 0 Nebraska 60
Arizona 0 Nevada 2
Arkansas 37 New Hampshire 0
California 9 New Jersey 0
Colorado 60 New Mexico 5
Connecticut 1 New York 5
Delaware 0 North Carolina 23
District of Columbia 0 North Dakota 28
Florida 77 Ohio 25
Georgia 28 Oklahoma 44
Hawaii 0 Oregon 3
Idaho 13 Pennsylvania 5
Illinois 55 Rhode Island 1
Indiana 13 South Carolina 20
Iowa 45 South Dakota 18
Kansas 59 Tennessee 27
Kentucky 23 Texas 147
Louisiana 43 Utah 3
Maine 2 Vermont 0
Maryland 8 Virginia 11
Massachusetts 1 Washington 3
Michigan 4 West Virginia 4
Minnesota 32 Wisconsin 18
Mississippi 27 Wyoming 5
Missouri 28

Table 2.1: The total number of recorded tornadoes in 2000, arranged alphabet-
ically by State (Source: National Oceanic and Atmospheric Administration’s
National Climatic Data Center).
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They combine data into classes or groups as a manner to generalize the

details of a data set while at the same time illustrating the data’s overall

pattern. If the attribute has a categorical type, the x-axis represents

the categories while the y-axis shows their frequencies. The tabulated

frequencies are plot as adjacent rectangles, called bins, erected over

discrete intervals. The height of a rectangle is equal to the frequency

divided by the width of the interval. The area is equal to the frequency

of the observations in the interval. The total area of an histogram is

equal to the number of data. As with dispersal graphs, histograms can

reveal gaps where no data values exist Fig. 2.7 (the 100-119 class).

Figure 2.7: A histogram showing the tornado data from Table 2.1. (Image
taken from [45])

2.2.3 Box plots

In statistics the box plots (Figures 2.8, 2.9), also called box-and-whisker

plot, are a graphical representation used to describe the distribution

of a sample, through simple measures of dispersion and position, and

information about outliers usually plotted as individual points. Box

plots are also an excellent tool for detecting and illustrating location and

variation changes between different groups of data. For drawing this
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graph we need a 5-number summary of the data: Min X,Max X,Q1

(lower quartile), Q3 (upper quartile) and m (median).

Let X = {x1, x2, · · · , xn} be a data set. The steps to create a

box-and-whisker plot (see Fig. 2.8) are as follows:

Figure 2.8

1. Arrange the data from the smallest value to the largest value:

xp(1) ≤ xp(2) ≤ · · · ≤ xp(n), with p the corresponding permutation

function;

2. Find Min X: the least value and Max X: the greatest value;

3. Find the median m of the data (second quartile or Q2):

Q2 = xp((n+1)/2), if (n+ 1)/2 is a whole number. If it is not, the

median is Q2 =
xp(n/2)+xp(n/2+1)

2
;

4. Find the median of the lower half of the data (lower quartile or

Q1);

5. Find the median of the upper half of the data (upper quartile or

Q3);

6. Draw a number line and mark the points for the values found in

steps 2-5 above the line;

7. Draw a box from Q1 to m and from m to Q3 marks. The length

of the box is important, but the width can be any convenient size;

8. Draw a whisker from Q3 mark to the maximum value. Then draw

a whisker from Q1 mark to the minimum value;
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Figure 2.9: A box-plot showing the tornado data from Table 2.1. (Image
taken from [45])

2.3 Visualization in the Machine Learning domain

In 1959, Arthur Samuel defined machine learning as the “Field of

study that gives computers the ability to learn without being explicitly

programmed” [46].

Machine learning is one of the key areas of artificial intelligence and

deals with the realization of systems and algorithms that are based

on observations as data for the synthesis of new knowledge. Learning

can take place by capturing features of interest from sensors, data

structures or examples to analyse and evaluate the relationships between

the observed variables. One of the main goals of researchers in this

field is to automatically learn to recognize complex patterns and make

intelligent decisions based on data; the difficulty lies from the fact that

the set of all possible behaviours given from all possible inputs is too

large to be covered by sets of observed examples (training data). For

this reason it is necessary the use of techniques to generalize the cited

examples, in order to be able to produce a useful yield for new cases.

Data visualization in machine learning is usually applied to two

main activities:

• model description: “decision tree” and “association rules” tech-

niques;

• model testing: “learning curve” and “Receiver Operating Charac-

teristic (ROC) curve” techniques.

All images in this section show data from the Titanic data set

that can be downloaded from [36]. The survival status of individual
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passengers on the Titanic is summarized in table 2.2.

Passenger Number Number Number Percentage Percentage
category aboard saved lost saved lost

Women, Third Class 165 76 89 46% 54%
Women, Second Class 93 80 13 86% 14%
Women, First Class 144 140 4 97% 3%
Women, Crew 23 20 3 87% 13%
Men, Third Class 462 75 387 16% 84%
Men, Second Class 168 14 154 8% 92%
Men, First Class 175 57 118 33% 67%
Men, Crew 885 192 693 22% 78%
Children, Third Class 79 27 52 34% 66%
Children, Second Class 24 24 0 100% 0%
Children, First Class 6 5 1 83.4% 16.6%
Total 2224 710 1514 0,32 0,68

Table 2.2: The contingency table of Titanic data set

2.3.1 Visualization in model description

Decision trees

In machine learning a decision tree is a predictive model, where each

internal node denotes a test on an attribute; each arc to a child node

represents a possible value for that property (the outcome of a test);

each leaf (or terminal node) represents the predicted value of the target

variable given the values of the input variables that in the tree are

represented by the path from the root to the leaf.

Normally a decision tree is constructed using learning techniques

to the data from the initial (data set), which can be divided into two

subsets: the “training set” on which the structure of the tree is created

and the “test set” that is used to test the accuracy of the predictive

model created. Each leaf is assigned to one class representing the most

appropriate target value. Alternatively, the leaf may hold a probability

vector indicating the probability of the target attribute having a certain

value.

Instances are classified through the navigation of the nodes from the

root of the tree to a leaf, along the route according to the outcome of

the tests.

We can visualize all types of trees in very simple manner. The first
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step is to draw the root of the tree, this node forms the layer 0. The

second step is to draw all edges from this root to new nodes, which form

a new layer. We have to repeat this drawing, until we draw whole tree.

The height of the tree is equal to the number of layers. An example of

decision tree is shown in Fig. 2.10.

Figure 2.10: A tree showing survival of passengers on the Titanic (“sibsp”
is the number of spouses or siblings aboard). The figures under the leaves
show the probability of survival and the percentage of observations in the
leaf. (Image taken from [47])

Visualization of association rules

The visualization of rules is an important step for subgroup discovery.

The most used techniques include Pie charts and Mosaic plots.

Pie charts One of the most common way of visualizing parts of a

whole are slices of pie charts. According to [48] a rule can be easily

visualized through the use of two pie charts. This approach consists

of a two-level pie for each subgroup. The distribution of the entire
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population, in terms of the property of interest of the entire example set,

is represented by the base pie. The inner pie shows the division in some

subgroup, which is characteristic for the rule. An example is shown

in Fig. 2.11. The base pies show in both cases the relation between

survived (dark blue) and non-survived (light blue) adult passengers of

the Titanic. The inner pies show two subgroups, in Fig. 2.11.a the

inner pie shows only data related to females, in Fig. 2.11.b the inner

pie shows only data related to the crew.

Figure 2.11: The visualization of the Titanic data set comparing the whole
group of survived and non-survived adult passengers of the Titanic and the
female (a) and crew (b) subgroups

Unluckily the pie graph can visualize only one selected subgroup at

a time, so if we need to display multiple subgroups simultaneously we

can use the mosaic plot tecnique.

Mosaic plots Through a mosaic plot [49, 50] it is possible to examine

the relationship between two categorical, nominal or ordinal variables.

To build a mosaic plot we must proceed according to the following steps:

1) draw a square with length one; 2) divide the square into horizontal

stripes whose widths are proportional to the probabilities associated to

the first categorical variable; 3) split each stripe vertically into stripes

whose widths are proportional to the conditional probabilities of the

second categorical variable. Additional splits can be made if the use of

a third, fourth variable, etc. is necessary.

Fig. 2.12 shows the mosaic plot of the Titanic data set for two

variables. It is possible to compare the relation between females and
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males and between survivors and non-survivors in one picture. Fig.

2.13 shows the mosaic plot of Titanic data set for three variables: Class,

Gender and Survived.
Adult survival on the Titanic
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Figure 2.12: Mosaic plot of the Ti-
tanic data set for two variables: Gen-
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Figure 2.13: Mosaic plot of the Ti-
tanic data set for three variables:
Class, Gender and Survived

2.3.2 Visualization in model testing

Visualization in model testing is mainly used in the visualization of test

results. Among the most used visualization there are the learning curve

and the receiver operating characteristic (ROC) curve.

Learning curve

In computer science, the term learning curve (Fig. 2.14) indicates

the ratio of time required for learning (vertical axis) and amount of

information correctly learned or experience (horizontal axis) and is

particularly used in e-learning and in relation to software. The machine

learning curve can be helpful in many aims including: choosing model

parameters during design, comparing different algorithms, determining

the quantity of data used for training and adjusting optimization to

enhance convergence. Usually what we expect from the analysis of the

learning curve is that when a machine learning algorithm has more

examples for learning, the results will be more accurate.
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Figure 2.14: Examples of learning curves

ROC curve

The receiver operating characteristic (ROC) curve has long been used

in signal detection theory. The machine learning community most

often uses the ROC AUC (area under the curve) statistic for model

comparison in order to select the best model.

The first step is to define an experiment from P positive instances

and N negative instances for some condition and the relative confusion

matrix, see table 2.3, for each model.

Actual positives Actual negatives

Predicted positives True positive
TP

False positive
FP

Predicted negatives False negative
FN

False positive
TN

Table 2.3: A confusion matrix

Where P = TP + FN and N = TN + FP

The second step is to draw an ROC curve where only the true

positive rate (TPR) and false positive rate (FPR) are needed, with:

TPR = TP
P

= TP
TP+FN

and FPR = FP
N

= FP
TN+FP

.

An ROC space is defined by FPR and TPR as x and y axes respec-

tively, which depicts relative trade-offs between true positive (benefits)

and false positive (costs). Since TPR is equivalent to sensitivity and

FPR is equal to 1−specifity (with specifity = SPC = TN
N

= TN
TN+FP

),

each prediction result or instance of a confusion matrix represents one

point in the ROC space, see the Fig. 2.15.
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Figure 2.15: Illustration example of ROC curve

The best possible prediction method (perfect classification) would

yield a point in the upper left corner or coordinate (0, 1) of the ROC

space, representing 100% sensitivity (no false negatives) and 100%

specificity (no false positives).

A model is better than another when the area under the curve for

the model is larger than the one for the other model.

The diagonal line y = x represents the strategy of randomly guessing

a class. The diagonal divides the ROC space. Points above the diagonal

represent good classification results (better than random), points below

the line represent poor results (worse than random).

2.4 Multidimensional data visualization

In this section, we will examine in detail some of the techniques for the

visualization of multidimensional data. We will illustrate the methods

that allow the data projection from n-dimensional space to 2 or 3-

dimensional space.
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2.4.1 Scatter Plot

A scatter plot is useful to illustrate the relation or association between

two or three variables. The positions of data points represent the

corresponding dimension values. We can display directly two or three

dimensions, while additional dimensions can be mapped to the colour,

size or shape of the plotting symbol. For example in a 2d scatter plot

each point has the value of one variable determining the position on the

horizontal x-axis and the value of the other variable determining the

position on the vertical y axis. The axis range varies always between

the minimum and the maximum of the attribute values.

Scatter Plot matrix

Scatter plot matrices are a great way to visualize multivariate data and

to roughly determine if there is a linear correlation between multiple

variables. Given a dataset with N dimensions, the matrix consists of

N2 scatter plots arranged in N rows and N columns. So, each scatter

plot, identified by the row i and column j in the matrix, is based on

the dimensions i and j.

Since the diagonal scatter plots use the same dimensions for the

x-axis and y-axis, the data points form a straight line of dots in these

scatter plots (see Fig. 2.16a) showing the distribution of data points in

one dimension, although its usefulness is very limited. It is also possible,

to overcome this weakness, to utilize an histogram to obtain a graphical

representation of the distribution of data for that specific dimension or

attribute as depicted in see Fig. 2.16b.

3D Scatter Plot

3D scatter plots are used to draw data points on three axes in order to

show the relationship between three variables. Each row in the data

table is represented by a sketch whose position depends on its values in

the columns set on the x, y, and z axes; again, additional dimensions

can be mapped to the colour, size or shape of the plotting symbol. They

are useful when we want to relate two attributes with respect to their

temporal trend, Fig. 2.17.
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(a) (b)

Figure 2.16: Scatter plot matrices

2.4.2 Multiple Line Graph and Survey plots

Multiple Line Graph is a multidimensional variant of Bar graph. The

x-axis typically represents the ordering of records in the data set or

time and the y-axis represents the values of attributes, see Fig. 2.18a.

The graph’s colour may depict the class of record. This method can

be useful for finding constant attributes or attributes exhibiting linear

behaviour. Survey plot is only a similar variant of Multiple Line Graph,

in this case a bar of the record is centered around the x-axis, see Fig.

2.18b. This graph allows to see correlations between any two attributes

especially when the data is sorted. The graph colour can again show

the class or some other information about the data.

2.4.3 Parallel Coordinates

The parallel coordinate systems (see Fig. 2.19) are commonly used

to visualize n-dimensional spaces and analyze multivariate data. To

show a set of points in a space of n dimensions, n parallel lines are

drawn, usually vertical lines, and placed at equal distance from each

other. Vertical lines represent all the considered attributes. A point in

n-dimensional space is represented as a poly line with vertices on the

parallel axes. The position of the vertex on the i-th axis corresponds to
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Figure 2.17: A 3D scatter plot where sales, cost, and year are plotted against
each other for a number of different products (colored by product)

the i-th coordinate of the point. The maximum and minimum values of

each dimension are scaled to the upper and lower point of these vertical

lines.

3D Parallel Coordinates

Although parallel coordinates are a powerful method for visualizing

multidimensional data they have a weakness: when applied to large

data sets, they become cluttered and difficult to read. To overcome

these difficulties, researchers have found different solutions. For example

Fanea et al. [51] combine parallel coordinates and star glyphs into a 3D

representation (see Fig. 2.20a, this technique will be further explained in

4.3.3); Streit et al. [52], as in Fig. 2.20b, assign a color vector, running

from dark blue to dark red, to the plot and create an isosurface where
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(a) (b)

Figure 2.18: a) Multiple Line Graph and b) Survey plots of Iris Flower data
set, created by SumatraTT

the x/y-plane represents the 2D version of the parallel coordinates, while

the z-dimension represents the density of the measured data events;

Johansson et al. [53] propose a clustered 3D multi-relational parallel

coordinates technique (Fig. 2.20c).

2.4.4 Andrews’ Curves

In data visualization, an Andrews plot or Andrews curve is a visual-

ization method which plots each N -dimensional point as a curved line

using the function:

f(t) = x1√
2
+ x2sin(t) + x3cos(t) + x4sin(2t) + x5cos(2t) + · · · ,

where x ∈ {x1, . . . , xn} are values of individual attributes. This

function is plotted for −π < t < π, see Fig. 2.21. Thus each data point

may be viewed as a line between −π and π. This method is similar to a

Fourier transformation of a data point. The drawback of this method is

given by the high computation time when displaying each n-dimensional

point for large data sets.
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Figure 2.19: Parallel coordinate plot of Fisher Iris data

2.4.5 Using Principal Component Analysis for Visualization

Principal component analysis (PCA) [55, 56], Pearson (1901) and

Hotelling (1933), is a quite old statistical technique of exploration

analysis but still one of the most used multivariate techniques today.

PCA is a way of identifying patterns and expressing the data in a

manner to emphasize their similarities and differences. In PCA we use

orthogonal transformations to convert a set of observations of possibly

correlated variables x1, · · · , xn into a new set y1, · · · , ym (wherem is less

than or equal to the number of original variables n) of values of linearly

uncorrelated variables called principal components. This new set of

attributes describes data better. Correlation between attributes is an

important precondition of this transformation, if there is no correlation

the new set has same size of the original.

Main idea:

• Start with variables x1, · · · , xn

• Find a rotation of these variables, say y1, · · · , ym (called principal
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(a)

(b)

(c)

Figure 2.20: Examples of 3D Parallel Coordinates

components) where m is from the interval [1, n], so that:

– y1, · · · , ym are uncorrelated. Idea: They measure different

dimensions of the data.

– V ar(y1) ≥ V ar(y2) ≥ · · · ≥ V ar(ym). Idea: y1 is more

important than y2, etc.

For example, see Fig. 2.22, we can use the first 2 components to
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Figure 2.21: Andrews’ curves of Iris Flower data set

Figure 2.22: An illustration of PCA. a) A data set given as 3-dimensional
points. b) The three orthogonal Principal Components (PCs) for the data,
ordered by variance. c) The projection of the data set into the first two PCs,
discarding the third one. (image taken from [54])

visualize data from 3D to a 2D space.

2.4.6 Kohonen neural network

Kohonen neural network, or self-organizing map (SOM), [57] is a type

of artificial neural networks with two layers of nodes (or neurons) that

is trained using unsupervised learning to produce a low-dimensional

(typically two-dimensional) and discredited representation of the input
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space of the training samples. The n dimensions are used as n-input

nodes to the net since the input layer has a node for each input. The

output nodes of the net are arranged in a hexagonal or rectangular

two-dimensional grid. All input nodes are connected to all output nodes,

and these connections are associated with weights or intensity. Initially,

all weights are random. When a unit wins a record, its weights (and

those of other nearby units, collectively called proximity) are adjusted

to better match the pattern of predictor values for that record. All input

records are displayed and the weights are updated accordingly. This

process is repeated several times to obtain extremely small variations.

As the training progresses, the weights on the grid units are adjusted in

order to form a “map” of the two-dimensional clusters, hence the term

self-organizing map. At the end of the learning of the network, records

similar should be close on the output map, while the very different

record will be at a considerable distance. An example of Kohonen Maps

is shown in the Fig. 2.23.

2.4.7 RadViz

RadViz (Radial Coordinate visualization) [59, 60] is a useful method,

which uses physical Hooke law for visualization, to map in nonlinear

way a set of n-dimensional points onto two dimensional space (see Fig.

2.24a) and to point to existence of natural clusters in some data sets

(see Fig. 2.24b).

We need to place n points around a circle in the plain to draw a

RadViz plot, this points are called dimensional anchors. In RadViz the

relational value of a data record is represented through spring constants,

where each line is associated with one attribute. One end of each spring

is attached to each dimensional anchor, the other one to the data point.

Each data point is displayed at the point, where the sum of all spring

forces equals zero according to Hooke’s law (F = Kx): i.e. where the

force is proportional to the distance x to the anchor point and K is

the value of the variable for the data point for each spring. The values

of each dimension are normalized to [0, 1] range. Data points with

approximately equal or similar dimensional values are plotted closer to

the center.
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Figure 2.23: Self organizing map of Fisher’s Iris flower data set: Neurons (40
x 40 square grid) are trained for 250 iterations with a learning rate of 0.1
using the normalized Iris flower data set which has four dimensional data
vectors. A colour image formed by the first three dimensions of the four
dimensional SOM weight vectors (top left), the pseudo-colour image of the
magnitude of the SOM weight vectors (top right), the U-Matrix (Euclidean
distance between weight vectors of neighboring cells) of the SOM (bottom
left) and the overlay of data points (red: I. setosa, green: I. versicolor and
blue: I. verginica) on the U-Matrix based on the minimum Euclidean distance
between data vectors and SOM weight vectors (bottom right). (image taken
from [58])

2.4.8 Star Coordinates

Star coordinates [61] are a multi-dimensional visualization technique

with uniform treatment of dimensions. Suppose to have eight attributes:

to create this plot (Fig. 2.25a) we have to arrange the coordinate

axes, one for each attribute labelled C1 through C8, on a circle on a

two-dimensional plane with equal (initially) angles between the axes

with an origin at the center of the circle. Initially the length of all axes

is the same. The d-labelled vectors are computed for each attribute
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(a)

(b)

Figure 2.24: RadViz: a) calculation of data point for an 6-dimensional data
set, b) visualization of Iris Flower data set

based on the orientation of the axes and the mapping of values. Data

points are scaled to the length of the axis, where the smallest value

in the set for an attribute is mapped to the origin and the largest is

mapped to the end of the attributes axis. In this way, no data values are

“out of range”. By computing the sum of the d vectors, star coordinates

determines the location of star P . An example is shown in Fig. 2.25b

C1

C2

C3

C4
C5

C6

C7

C8

P

dj1
dj2 dj3

dj4

dj5

dj7
dj6dj8

(a)

(b)

Figure 2.25: Star coordinates: a) Calculation of data point for an 8-
dimensional data set [61], b) Two-dimensional star coordinates performing
cluster analysis on car specification, revealing four clusters [62]
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Star Coordinates into three dimensions

Three-dimensional star coordinates [62] extends Kandogan’s intuitive

and easy-to-use transformations. In this new approach the axes may

extend into three cartesian dimensions instead of just two. Now it

is possible to use three-dimensional interactions and to maintain the

two-dimensional display, i.e. the system rotation is introduced as a

powerful new transformation. The users, see Fig. 2.26 have more space

to exploit because stars are distributed in a volume instead of a plane,

while the addition of the depth allow users to include more meaningful

variables simultaneously in an analysis.

Figure 2.26: Three-dimensional star coordinates performing cluster analysis
on car specification, revealing five clusters. (image taken from [62])

2.4.9 2D and 3D Radar Chart

A 2D radar chart (also known as Kiviat diagram) is a two-dimensional

graphical representation of multivariate data with one spoke for each

variable, and a line is drawn connecting the data values for each spoke.

Radar charts are useful to find the dominant variables for a given

observation, to discover which observations are most similar, to point

out outliers.

3D radar charts extend 2D radar charts in order to better visualize
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time-dependent data. Some examples include: Kiviat Tube, 3D Parallel

coordinates, Wakame (see Fig. 2.27), etc. A full survey of these

techniques is proposed in section 4.3.

Figure 2.27: A Wakame (image taken from [63])



Chapter 3
CyBiS 2

There was much else that Jesus did; if it were written down in detail, I

do not suppose the world itself would hold all the books that would be

written.
— John 21: 25, The Holy Bible

This chapter briefly describes the work on CyBiS2, an enhanced

version of the tool CyBiS [64], acronym of Cylindrical Biplot System,

which is a new interface for the representation of the salient data of

searched documents in a single view. This experience has been of great

help to move my first steps in the field of IV. Some of the ideas derived

from both the study of CyBiS and its further development were of use

both to define the 3DRC technique and to realize the related tool.

3.1 Introduction

Even before the advent of the Web, it was possible to access digi-

tal libraries through cumbersome proprietary textual interfaces [65].

Nowadays DLs are equipped with a special search engine (for example:

http://ieeexplore.ieee.org/, http://dl.acm.org/) where users can retrieve

scientific documents.

Unfortunately, textual views can be considered ineffective from

different points of view [66, 67]. For example, it is difficult to straight-

forwardly present users with search results grouped by specific topics

43
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related to their research themes. Other drawbacks are the limited num-

ber of shown items, the lack of adequate means for evaluating paper

chronology, influence on future work, relevance to given terms of the

query. To overcome the above drawbacks Information Visualization (IV)

is often used. In literature, several visual interfaces for Bibliographic

Visualization Tools (BVTs) have already been proposed and actually

there are no standards in this field and there is not even a well estab-

lished terminology. Many visual tools described in the literature provide

different features in order to evaluate if a document meets his/her needs

like its relevance with respect to the query terms, influence over the

field, “age” and relation with other documents. Nevertheless, it is rare

that all of them are shown in a single view at the same time: e.g., some

systems use different views to show relevance to terms and citation

relations.

The rest of the chapter is organized as follows: the next section

contains a brief survey on BVTs; section 3.3 presents the revised design

and the improvements of the new interface; some final remarks and a

brief discussion on possible future work conclude the chapter.

3.2 Related Work

In [28], the authors identified the main objectives of BVTs. BVTs can

also be useful for activities related to paper search: finding authors or

topics and tasks that give an overview of the research in an area, such

as the study of citation network, chronology or collaboration. Following

the model presented in [68], we classify the interfaces of BVTs depending

on the way in which they present the results of a search query:

• analytical : an individual document is represented by an informa-

tion item;

• holistic: groups of documents sharing the same value of a catego-

rization attribute are represented by information items;

• hybrid : aggregated and detailed aspects of a search result are

presented simultaneously.
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A graph representation is one of the most commonly used by analytical

interfaces. For example BIVTECI [66] uses a simple interface based

on graphs visualization. Citespace II [69] uses a more complex graph,

in which one of the several characteristics is that information related

to the change of influence of the paper over time are indicated by the

color of the node. In [68] and [67] the authors present simple analytical

interfaces based on vector space.

Pure holistic interfaces are not very common, since hybrid interfaces

may allow the same kind of analysis and also show the individual

documents. A graph-based interface in which each node represents a

term is used by the Interactive Concept Map of the CiteWiz system

[28]. Another example of a pure holistic interface is presented in the

Periscope system [68].

The hybrid interfaces use an attribute suitable for clustering group

nodes. For this purpose, they generally utilize geometric figures incorpo-

rated in other figures. Real world metaphor are often used to represent

a group and its articles. Among the different instances one can cite a

plant and its flowers in Knowledge Garden [70], a library and its books

in the system Docu-World [71], a land and its mountains VxInsight sys-

tem [72]. An index card metaphor is used by INVISQUE [73] to display

library content, organized in a way that visually integrates attributes

such citations and publication date. In [74] the body of a butterfly is an

article, while the two groups of its references and citers are associated

to its left and right wing, respectively. In [75], the authors use a graph

view where the articles are represented by small squares grouped in

rectangular clusters. In a view of the Periscope system [68], coaxial

cylinders located along the vertical axis represent a group of documents

from the same domain (org, com, etc.), while the bricks embedded in

the cylinders represent individual documents. Bricks of the same color

represent documents coming from the same website.

3.3 The revised design

To develop the new design of CyBiS2 I chose to continue on the work

undertaken on the previous version, trying to extend and emphasize
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strengths and improve some aspects by developing new and useful

features and operations.

3.3.1 The previous CyBiS

The previous CyBiS approach showed document items as spheres em-

bedded in a 3D cylinder placed horizontally on the screen (see Fig.

3.1). The relevance of a document to terms was given by the height

and depth of the item in the cylinder; the horizontal position, instead,

represented the document’s publication year; the influence of the docu-

ment was given by the color gradation of the item; citations were shown

on-demand and were represented through connections. With this tool,

the user was not compelled to switch between different visualizations

thus losing the focus on the current context.

Several operations were available in order to refine search. Firstly,

the cylinder could rotate on the horizontal axis, in order to bring in

the foreground the documents more related to a given term. It was

also possible to zoom, which is equivalent to cut the cylinder along its

horizontal axis, in order to select a time slice or to filter, for selecting a

subset of items relevant to given terms.

3.3.2 The improvements of the new interface

First, improvements have been made to the pre-existing design, aimed

at improving the user’s perception of the characteristics of a document,

particularly its relevance to the term. The revised design has been

defined based on the advice of some pilot users, who have been subjected

to the vision of mock-ups of different versions of the interface in order

to establish the best possible solution.

In the CyBiS approach the relevance of a document with respect to

the term is represented through the use of a biplot shown in perspective.

In the previous tool CyBiS, the relationship between the vectors repre-

senting the term and the keyword was represented by an association of

colors. In the new design, the relationship is direct, with the keywords

listed in correspondence of the vectors at the base of the cylinder. The

procedure for the selection of the most recognized term to display at
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Figure 3.1: The old CyBiS interface.

the base of the cylinder is based on calculating the average frequency

of the term within the selected subset and the resulting value TF-IDF

(Salton & Buckley, 1988) [76].

Moreover, most of the time the list of the five most significant terms

did not contain the search terms entered by the user. Being the items

distributed in the cylinder with respect to such terms, this aspect tended

to create confusion and frustration to the end user. In CyBiS2 search

terms are entered by default, sorted by relevance, on the top of the

list of the most significant terms. In any case, since the possibility to

display the items with respect to the list of the five most significant

terms results to be interesting, the new tool allows to manage both

types of research.

Furthermore, the items corresponding to documents were originally

represented by spheres. With this design it was difficult to assess the

depth, whose representation was left solely to the size of the sphere.

Each item document, unlike the previous interface, it is now represented

by a mini “post-it”, representing a section of the cylinder’s surface,

located inside the cylinder with the specific coordinates, which assumes

different shape and curvature depending on the angle of rotation of

the cylinder and its distance from the axis. This choice was dictated

by the desire to offer the user a greater understanding of the depth

assumed by each item in the space of the cylinder. To emphasize the
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three-dimensional appearance of the display, the items that represent

documents are scaled respect to their relative position in the cylinder:

those ones closer to the point of view have larger size, while those more

distant are noticeably smaller. The new interface is shown in figure 3.2.

The toolbox in the “View Results” has been modified to simplify

and rationalize the content. In CyBiS2 the buttons are “On/Off” and

grouped by type.

Figure 3.2: The new CyBiS interface initialized with a query composed of
the terms visual language.

3.3.3 The problem of occlusion

To finally resolve the problem of occlusion (the most important item,

being attracted towards the center of the cylinder, tend to be hidden

from those who are outward) two new options were added for displaying

/ navigation. In CyBiS2 it is possible to zoom in and navigate inside

the cylinder directly through the use of a pitch-to-zoom function, using

touch gestures on a touchscreen, or via the “zoom in” / “zoom out”

and use the mouse or the fingers to scroll the area of the cylinder.

In addition, the new interface has been equipped with the new

display function “sheet of onion”. The user may decide to group, either
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manually or automatically, the items in concentric cylinders according

to their distance from the center. Once this is done it becomes possible

to hide or delete sections of the cylinder to better focus on a particular

distribution of the retrieved items.

Due to the “graduated transparency”,the system allows the user to

set the transparency of the items according to their distance from the

center. Those that are located closer to the surface of the cylinder will

be more transparent than those that are more attracted toward the

center. The system also allows to set the degree of transparency both

automatically and manually according to specific user needs.

3.4 Discussion and Future Work

Future work will focus on evaluating the effectiveness and efficiency of

the interface through studies focused on users. In addition to relying

upon any opinion expressed by users, we aim to obtain quantitative

data for evaluating the performance of the interface and compare them

with those resulting from the use of other systems.

Quantitative data can be extracted both by the speed with which

users complete tasks with each interface and by measures related to

the relevance of the tasks completed compared to the result that was

expected after their completion.



Chapter 4
3DRC

The priests, the sons of Levi, will then step forward, these being the men

whom Yahweh your God has chosen to serve him and to bless in

Yahweh’s name, and it being their business to settle all cases of dispute

or of violence.
— Deuteronomy 21: 5, The Holy Bible

4.1 Introduction

Nowadays the management of projects for public or private organiza-

tions is becoming increasingly difficult due to their growth in size and

complexity. Statistical analysis [77, 78] highlight how projects fail at

an alarming rate because of the difficulty and the ability to achieve

the objectives. Among the most frequent causes there is the very high

degree of uncertainty that affects the expected performance of the

project. If the projects become more complex for a number of reasons

ranging from the size of the technical complexity, or environmental

conflicts or political constraints, then the usual project management

methodologies need to be adapted as well as managers must be able to

analyze situations from different perspectives and work using a larger

number of models. The lack of involvement in the project of the various

stakeholders also contributes to increase the uncertainty [79, 80, 81]

about their satisfaction degree, especially when the points of view of

involved stakeholders are not consistent.

50
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Providing new tools for visualization and analysis would be of great

help to reduce project failures. In this context, an aid may come from

the use of Information visualization (IV), whose usefulness has been

demonstrated in many areas [26, 82, 83]. Graphical representations such

as Gantt graphs, network diagrams, S-curve histograms or those consid-

ered by Earned Value Analysis [84, 85] to measure project performance

in areas such as cost, schedule and scope are very frequently applied

in Project Management. However, most of all techniques are bidimen-

sional while 3D representations of project variables and management

techniques would increase the analysis capability of project managers

and other stakeholders. The goal of this thesis is to introduce a new

3D visualization to represent and analyze the problem of diverging

stakeholders views during a project execution.

The chapter is structured as follows: the first section introduces the

“pursuit of consonance” as a reducing factor of the project risks together

with the some basic definitions about the concept of stakeholders views

and gap; the second section summarizes the existing techniques in

literature for creating three-dimensional Kiviat diagrams. The new

3DRC approach will be presented in the third section while the fourth

shows some operations to handle 3DRC. The next section presents a

case study and, finally, we draw the conclusions and discuss future work.

4.2 The Pursuit of Project Stakeholders Conso-

nance

According to the Viable System Approach [86, 87], consonance is consid-

ered as a potential compatibility between systems, that facilitates their

connection. The virtuous interaction (harmonizing) between the two

drivers becomes the resonance. While consonance concerns structural

concepts, resonance is a systemic concept. The consonance represents a

situation aiming at reaching an harmony or agreement among two or

more systems, but they effectively become resonant when an harmonic

interaction between components exists. In [88] the authors discuss how

an agreement on a contractual basis for a project realization creates

a situation of consonance among the contractors that appears to be
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the minimum necessary to enable the resonance. The stakeholders will

to contract indicates that exists a relationship of trust and harmony

that comes from sharing the same design goals. When strategy, mu-

tual commitments, values and goals are shared, a cooperative behavior

emerges from the system composed of the stakeholders. If some conflict

of interest arises, each stakeholder (and, in general, each system) must

identify the best possible way to cooperate, possibly changing its be-

havior to reach the convergence of individual perspectives. However,

it is not always possible to predict in advance and manage the risks

of adverse events to the project realization; in addition, due to the

conflicting and opportunistic roles that stakeholders hold, positions

and different views on one or more project activities often emerge. In

these cases, the balance achieved in the degree of initial consonance

is disturbed and some corrective actions need to be provided by one

or both parties, to try to restore it to the initial levels or at the levels

considered as satisfactory for the project continuation. Some negoti-

ation cycles are necessary before reaching an agreement on potential

controversies generated during the project. A feedback model formaliz-

ing this situation, is discussed in [89, 88] where contract management

together with dispute management act as a regulatory instruments to

maintain adequate levels of consonance and resonance among systems

cooperating for the achievement of a common goal. In the following

we provide some definitions [30, 89], on which the 3DRC visualization

technique is based.

4.2.1 Definition of Project

A project can be seen as a set of sequential and/or parallel activities.

We define a project P as a set of quadruple:

P = {[a1, c1, s1, q1], [a2, c2, s2, q2], · · · , [am, cm, sm, qm]} (4.1)

where a1, · · · , am are the project activities and:

• c1, · · · , cm are the associated planned costs,

• s1, · · · , sm are the scheduled execution times where each si =



CHAPTER 4. 3DRC 53

[tstart, tend, state] i = 1, . . . ,m with the attribute state that, at a

given time, can assume one of the values contained in the collection

{started, not started, in progress, suspended, completed}.

• q1, · · · , qm define the quality constraints specified in relation to

the output design.

4.2.2 Definition of View

We now introduce the concept of view associated with each contractor

at a certain time instant. Assume that two contractors A and B have

signed a contract at time t0. At a generic time t > t0 each contractor

x ∈ {A,B} has the following point of view with respect to the execution

of the project P :

V iewx(P, t) = {[ai, cti, sti, qti ]} i = 1, . . . ,m

where:

• each cti represents the cost assigned by x at time t with respect to

the activity ai

• each sti = [tstart, t, state] is the time observed for implementing the

activity ai until t

• each qti indicates the degree of quality observed by x on activity

ai at the observation time.

At time t0, V iewA = V iewB because the parties have reached a

contractual agreement; therefore, a view represents the “planned values”

for project variables specified at time t0. Over time, a view assumes

the meaning of “observed value” derived from the perception that a

contractor has with respect to the execution of the project activities.

Since the point of view is a subjective value, it happens frequently that

the views of the parts tend to vary over time. The idea of divergence

on the values of fundamental project variables is formalized below by

the function ∆.
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4.2.3 Definition of Gap

Supposing that two observers A and B observe an activity ai at a

generic time instant tk, the gap between the two views is represented

by the ∆i function as follows:

∆i(V iewA, V iewB, tk) = [ai,∆
c
i ,∆

s
i ,∆

q
i ] (4.2)

where ∆c
i ,∆

s
i ,∆

q
i are the projections of the distance between the views

V iewA, V iewB on the dimensions of cost, time and quality of the activity

ai, respectively.

If the observers are interested in a subset of activitiesX = {a1, a2, . . . , al},
l <= m

∆X(V iewA, V iewB, tk) = {[aj,∆c
j,∆

s
j ,∆

q
j ]} j = 1, . . . , l (4.3)

if k = m, A and B observe the whole project. More details about the

computation of ∆ on the three dimensions can be found in [30, 88].

The total gap between two views of the subset X according a dimen-

sion d (time, cost or quality) is calculated as the sum of the gap on all

activities belonging to X:

T∆d
X(tk) =

l
j=1

∆d
j . (4.4)

As above, if X contains all the activities of the project P , T∆

represents the total gap of the P .

The analysis of the T∆d over time also gives us an idea of how

the project consonance level between A and B evolves with respect

to the considered dimension. If the views diverge at the time of the

observation, the consonance between contractors tends to decrease.

When the points of view are irreconcilable, a dispute arises slowing

down or possibly stopping the project. It may then be necessary to

embark on a series of informal negotiations between the contractors

to re-establish an acceptable level of consonance or, in the case of

irreconcilable disagreement between the parties, the initiation of a

formal process of dispute resolution governed by a mediator.
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4.3 Background

A radar chart (also known as Kiviat diagram) is a two-dimensional

graphical representation of multivariate data with one spoke for each

variable. The sequence of spokes, or radii, is equi-angular and starts

from the same central point which represents zero. The angle of the axes

and relative position is typically uninformative. A radar chart requires

at least three categories; the length of each spoke is proportional to

the size of the variable relative to the maximum size of the variable

across all data points. The data values for each spoke are connected

by a line giving the plot a star-like appearance. Each star represents

a single observation. A radar chart represents multiple observations

through multi-plot format with many stars on each page and each

star representing one observation. This plot is useful to answer to the

following questions:

• Which observations are most similar?

• What variables are dominant for a given observation?

• Are there outliers?

In the literature several researches on 3D radar-chart construction

can be found.

4.3.1 Yuhua and Kerren 3D Kiviat diagram

Among the most interesting we cite Yuhua and Kerren [90, 91] who

proposed a 3D Kiviat diagram in which the same axes are folded up

and down in 3D (Figure 4.1), with the result of allowing the observer

to better perceive the data-dependent time.

4.3.2 Kiviat tubes

The Kiviat tubes, as suggested by Hackstadt and Malony in [92] (Figure

4.2a), are achieved by rendering the surrounding surface obtained by

displaying Kiviat diagrams placed along a time axis. In the first version

the surface connecting all the Kiviat diagrams emphasizes the shape of

the tube but hides the information about individual data elements. This
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Figure 4.1: a 3d radar-chart according to Yuhua (image taken from [90])

inconvenience has been solved thanks to transparencies and composition

techniques that allow an improved display which lets scroll a slice of a

2D Kiviat diagram through a partially transparent Kiviat tube.

4.3.3 3D Parallel coordinates

Fanea et al. [51] extended the 2D Parallel coordinates in 3D Parallel

coordinates, by combining multiple views of 2D parallel coordinates in

a single view, as shown in Figure 4.3. This was achieved by placing the

matrix diagrams of 2D Kiviat in a cylinder aligned along the time axis

and connecting the vertices with polylines. The result of this approach

is similar to 3D Kiviat tubes; unfortunately, the amount of data sets

that can be displayed is still limited because when too much data must

be handled, their recognition and comparison can be very difficult.

4.3.4 3D Kiviat tube

Tominski et al. [93] presented some approaches to achieve an interactive

visualization based on the axes that can be used to explore and analyze

multivariate time series data. The main idea is to arrange the axes to

form a circle around a commonly shared time axis and render, for each

time step, a surface representing a Kiviat diagram, see Figure 4.4.
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(a)

(b)

Figure 4.2: A Kiviat tube in the first and second version (image taken from
[92])
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Figure 4.3: 3D integration of parallel coordinates and Star Glyphs (image
taken from [51])

4.3.5 Wakame

The Wakame [63] (as in Figure 4.5) are obtained with a very similar

approach to those used by Hackstadt and Malony or Tominski et

al. for the construction of their Kiviat tubes. A traditional multi-

dimensional radar chart (Figure 4.5.a)) is drawn on the bottom using a

3D representation (Figure 4.5.b)). As with other extrusion techniques,

the time is mapped along the y axis, and the various sequential measures

become radar-chart drawn at different heights above the floor from the

bottom upwards (Figure 4.5.c)). These drawings are used to create

“hollow tubes” whose shape illustrates the changes in data over time

(Figure 4.5.d)). Compared to the original implementation (Figure

4.5.d)) where each Wakame is colored with a unique color, the new

prototype assigns a different color to each of the vertices that correspond

to the different sizes (Figure 4.5.f)). With this coloration, both the

overall shape and shape changes inside each dimension are more easily

comprehensible.

Furthermore, a Wakame also allows the comparison of an heteroge-

neous data collection emphasizing the possible correlations.
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Figure 4.4: A 3D Kiviat tube displays seven attributes respect to the central
axis of time (image taken from [93])

Figure 4.5: How a Wakame is built (image taken from [63])

4.4 3DRC

In this research, a 3D graphical visualization technique based on radar

charts has been applied to the specific problem of the representation

and analysis of divergent views and their variations in time, accord-
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ing to the definitions presented in the second section. For each gap

∆i(V iewA, V iewB, tk) between the views of two observers A and B at

time tk for activity i we define the radar chart rctki (A,B) as shown

in Figure 4.6.a), where the three axes represent the three components

∆c
i ,∆

s
i ,∆

q
i . These components are then normalized. A radar chart

allows us to easily detect the following information:

• the variations of a single component ∆d
i with respect to another;

• a relative measure of the size of the gap ∆i: the smaller the triangle

area (with the vertices that tend to the center axis), the smaller

∆i.

Figure 4.6: Radar chart representations of gaps between stakeholders A and
B (a) and stakeholders A, B, C (b).

The composite radar chart rctki (A,B,C) shown in Figure 4.6.b) is

obtained from the three radar charts rctki (A,B), rctki (A,C), rctki (B,C)

in the following way:

rctki (A,B,C) = rctki (A,B) ⊎ rctki (A,C) ⊎ rctki (B,C) (4.5)

where the operator ⊎ indicates the overlap operation on radar charts.

Composite radar charts allow to effectively compare ∆i to highlight the

points of divergence or convergence between more than two stakeholders

by giving an immediate identification of the differences among gaps.

To display the variation of one ∆i with respect to time, a 3-

Dimensional Radar Chart (3DRC) is introduced as a temporal sequence
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of radar charts:

3DRCA,B
i =


rct0i , rc

t1
i , . . . , rc

tk
i


(4.6)

In other words, a 3DRC represents the trend of a radar chart over

time (Fig. 4.7).

Figure 4.7: The representation of a 3DRCi

In order to compare multiple trends over time, two or more 3DRCs

can be overlapped as shown in fig. 4.8 where two 3DRCs (a) are over-

lapped to form a composite 3DRC (b). In particular, this is useful when

visualizing the trends of more than two stakeholders. For example, the

composite 3DRC for stakeholders A, B, and C is obtained as follows:

c3DRCA,B,C
i = 3DRCA,B

i ⊎ 3DRCA,C
i ⊎ 3DRCB,C

i (4.7)

The definition stated above for radar charts and 3DRC on activity

ai also continues to be valid for a subset X = a1, a2, . . . , ak of activities.

Indeed, for stakeholders A and B, the radar chart rctkX(A,B) gives

the representation of T∆X where the value of each component ∆d
X

∀d ∈ {c, s, q} is obtained as a sum of all the ∆d
i ∀i ∈ {1, . . . , k} and
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Figure 4.8: The overlapping of two 3DRCs
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∀d ∈ {c, s, q}; we then define the resulting 3DRC as follows:

3DRCA,B
X =


rct0X , rc

t1
X , . . . , rc

tk
X


(4.8)

If X contains all the project activities, the radar charts correspond

to the representation of the total gap T∆.

The visualization algorithm places a circumference with three equally

spaced radii representing the three components ∆c
i , ∆

s
i ,∆

q
i at the origin

of the t-axis representing the time; it draws a 3DRCi starting with a

point at time t0 (that means gap=0 at time of contract signing) and

going on with radar-charts at discrete points of the time-axis.

In other words, with an approach similar to [92, 93, 63], the time

is mapped along the t axis, and the various sequential measures of

the function ∆ are represented as radar-charts drawn on the t axis.

Depending on the visual needs, the time intervals are drawn either as

normalised at an equal distance or respecting the real effective distances.

As in [51], the model connects the vertices of the radar charts with

polylines and assigns a single transparent color to the resulting solid

obtaining something like a piece of transparent glass. In fact these

drawings are used to create “filled tubes”.

When a composite 3DRC must be created, a different color is as-

signed to every single 3DRC to distinguish the different stakeholders

views.

While in other implementations of Kiviat tubes the visual informa-

tion is shown on the surface of the tube, in our case the information is

represented in the volume variations that the 3DRC assumes along the

time.

4.4.1 3D Shape Perception: learning by observing

From the field of perceptual psychology [22, 23] there is evidence that:

• the repeated viewing of a 3D shape is impressed rapidly in memory;

• unfamiliar shapes stand out immediately. This is done “uncon-

sciously” and requires minimal cognitive effort.
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Thanks to these properties the graphical appearance of a 3DRC is

used to

1. observe all three components of the ∆i at a glance;

2. distinguish the individual radar charts composing the 3DRC to

see how the views between two stakeholders about an activity (or

a subset of activities) change across the time;

3. overlap 3DRCs to understand how different stakeholders interact

with each other across the time on the same activity (or subset of

activities);

4. overlap two or more 3DRCs in order to compare different activities

and eventually discover some hidden correlations between them.

Fig. 4.7 shows how a series of radar charts move in a certain direction

over time to immediately understand the presence of some critical issues

that could reveal some potential controversies. When the agreement

and thus the consonance among stakeholders have a constant trend, ∆

values show little variations with respect to the planned values while

greater variations in one or more components draw attention to different

points of view of stakeholders about the correct project execution. By

observing a 3DRC we note that a “contraction” of diverging views

indicates a reconciliation between those views observed through the

increment of consonance among the stakeholders.

In order to augment the model with some alerting functions, two

cylinders are added to a 3DRC: the internal cylinder defines a green

zone representing an acceptable consonance situation while the external

one delimits the maximum tolerance beyond which it is very hard to

restore the minimum necessary consonance to continue the project (red

zone). The intermediate area (yellow zone) indicates a divergence of

points of view that requires some smooth actions by stakeholders to

converge towards more tolerant consonance values. In the following, we

define some alerting functions. Given:

• CircumferenceAreamin: the area of circumference of radius min,

where min is the minimum tolerance degree;
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• CircumferenceAreamax: the area of circumference of radius max,

where max is the maximum tolerance degree;

• Distance∆d represents the position of the radar chart vertices on

the axes; it coincides with the value of ∆d
i ;

we have the following relations:

• for each radar chart in a 3DRC, if the Distance∆d ≤ min for each

dimension d ∈ {c, t, q} (see Fig. 4.9 at time t1 and t4) then the

consonance is acceptable.

• If some components of the ∆i in one or more radar charts are out-

side CircumferenceAreamin but inside CircumferenceAreamax,

in other words ∃ d ∈ {c, t, q} |Distance∆d > min andDistance∆d <

max, then there is a partial consonance.

• If some components of the Delta function are outside the Circum-

ferenceAreamax then a high risk situation for the project has

highlighted.

Figure 4.9: Example of monitoring not exceeded the minimum constraints of
consonance

The overlapping of 3DRCs can also be executed when we consider

3DRCs representing the trend of stakeholders views about different

activities. If we consider 3DRC for a set of activities X, the composite
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3DRC is obtained as follows:

c3DRCA,B
X = ⊎

j∈X

c3DRCA,B
j (4.9)

With this operation it is possible to analyze the possible relationships

among activities and to answer questions like these:

• a high gap on an activity may have brought benefits or disadvan-

tages on the execution of another one?

• Could some actions aimed at reducing a gap have an impact on

other activities?

As an example, if there is an activity with a cost higher than the one

planned, the company will probably tend to compensate this extra cost

reducing the assigned resources or the quality of some other activities.

By composition and comparison of 3DRCs, the analyst has a visual and

more immediate perception of the cause-effect relations among activities

having also a valid support for the monitoring and the proactive control

of the project execution.



Chapter 5
The 3DRC Tool

Moses replied as follows, ≪But suppose they will not believe me or listen

to my words, and say to me, ”Yahweh has not appeared to

you”?≫Yahweh then said, ≪What is that in your hand?≫≪A staff≫, he

said.≪Throw it on the ground≫, said Yahweh. Moses threw it on the

ground; the staff turned into a snake and Moses recoiled from it.

Yahweh then said to Moses, ≪Reach out your hand and catch it by the

tail≫. He reached out his hand, caught it, and in his hand it turned back

into a staff. Thus they may believe that Yahweh, the God of their

ancestors, the God of Abraham, the God of Isaac and the God of Jacob,

has appeared to you≫.

— Exodus 4: 1-5, The Holy Bible

This chapter provides a description of the 3DRC Tool. In order to

explore and develop our 3DRC visualization approach and to develop the

analytical characteristics of the user interface a prototype system capable

of displaying multi-dimensional time-based data was implemented. The

figures and examples used in this chapter have been elaborated based

on real the data obtained by the COSMO Project, a project financed

by Campania Region (in the South of Italy) with POR 2000-2006.

This chapter is structured as follows: in section 5.1, the system

architecture and its main modules and their interactions are discussed.

The next section presents the operations that a user may perform when

interacting with the 3DRC system. Finally, the model validation is

presented trough a case study.

67
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5.1 System Architecture

The 3DRC Tool consists of four modules (see Fig.: 5.1), each assigned

to a particular task:

• User Access Control Module (UACM): the module for user admin-

istration;

• Entity Definition Module (EDM): the module for the definition of

projects and related entities;

• Project Population Module (PPM): the module for the population

of a project;

• 3DRC Module: (3DRCM): the display module.

Figure 5.1: The 3DRC tool logic modules

5.1.1 UACM Module

The UACM performs some basic operations:

• definition of users who can log into the system;

• definition of criteria for the profiling of registered users and their

permissions;

• access control.
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This module has been designed to provide an appropriate level of

security to prevent unauthorized access in order to protect data, the

newly discovered knowledge, and the identity of the users.

5.1.2 EDM Module

In this module it is possible to define/modify projects, activities, and

stakeholders. For each entity, the user can enter the title and a brief

description. For each project, the user can also create a list of users

who can view the information in read-only or in writing mode. The

EDM interacts with the UACM to retrieve the set of allowed operations

for each user.

In addition, this module allows to export/import, using the XML

format, a project, the activity-stakeholder associations and the set of

stakeholder views in/from a file.

5.1.3 PPM Module

The PPM allows to assign activities and stakeholders to individual

projects. After completing the activity-stakeholder associations the user

will be able to create and populate the views that stakeholders have on

a specific activity project. This module also deals with the calculation

of the ∆, for each activity, obtained from the information contained in

the stakeholders views. The PPM also offers a preview of the 2D radar

chart (and therefore of the three components ∆c,∆q and ∆t) which

will be useful for the creation of 3DRC. This module interacts with the

EDM for the retrieval of projects, activities and stakeholders defined by

a user and with the UACM for the obtainment of the allowed operation

set.

5.1.4 3DRCM Module

This module takes the data processed by the PPM to generate 3DRC.

Any change in PPM triggers an update to the appearance of the 3DRC

in the 3DRCM. It interacts with the UACM for the retrieval of the set

of 3DRC a user can view. The 3DRCM also provides a set of operations

to be able to interact with 3DRC (see Section 5.2.2).
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5.2 Interacting with 3DRCs

5.2.1 The GUI: FLUID or WIMP?

The traditional desktop interfaces are based on using the conventional

WIMP desktop metaphor (Windows, Icons, Menus and Pointer) with a

control panel, push buttons, and checkboxes. For touch-based devices

it is also available another interface, called FLUID, that eliminates the

control panel and uses touch to define actions on the visualized data.

Nowadays, application developers need to consider the increasingly

spread of touch-based devices (tablet, smart phone, etc.). For these

reasons, when dealing with these devices, they are faced with a dilemma

in implementing interactions: do we simply port the WIMP-style inter-

faces that are so familiar on the desktop by only replacing the mouse

click with a finger tap; or should we change the interaction style to a

more “touch-centric” interface that affords more direct manipulation of

that application? [94]

The early 3DRC Tool Prototype was initially created to run on

traditional desktop systems while the current 3DRCM partially supports

the use of a “touch-centric” interface.

To meet the user needs and to execute the 3DRC Tool satisfactorily

on tablets, smart-phones, etc., I tried to create a GUI able to switch,

as much as possible, from a WIMP to a FLUID interface depending on

the device. For these reasons, I made use of libraries and frameworks

that would allow the use of both classical specific interactions required

for desktop systems and touch systems.

5.2.2 The operations

Figure 5.2 shows the interface of the prototype implementing the 3DRC

visualization model. The users mainly interact with this interface

through the mouse and keyboard or using the finger on a touch-screen.

In the following we list the main available operations:

• Space rotation: the 3D space containing the 3DRCs can be rotated

around one or more axes. The effect is the changing of the point

of view for the visualized items. The operation is performed by
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Figure 5.2: The interface of the prototype

clicking the left button and moving the mouse or by dragging a

finger on the touch-screen;

• Space shift : the 3D space containing the 3DRCs can be moved

along the x and y axes. The operation is performed by clicking the

right button and moving the mouse or by dragging three fingers

on the touch-screen;

• T-rotation: a single 3DRC can be rotated on its center around the

t-axis (see Fig. 5.3). The effect is the changing of the point of view

for the visualized items. This operation entails a rotation of the

three Delta vectors. The operation is performed by clicking the

left button on the center axis of the 3DRC and rotating the mouse

wheel or by tapping with a finger on the touch-screen and use an

other finger to pivot around the first; the cylinder can alternatively

be animated by pressing the Play button in the toolbox associate

to the 3DRC;

• Tooltip: when the user hovers the cursor over an item, a box con-
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Figure 5.3: An example of T-rotation on 3DRC

taining ∆(V iewUseri , V iewUserj), T∆d(V iewUseri , V iewUserj) ap-

pears; an arrow indicates whether the trends of the gaps are

increasing or decreasing with respect to a particular size;

• Details : further details are obtained when the user clicks over an

item. The item is selected and the selection is highlighted through

a yellow light surrounding the item. Details of the selected item

(see Figure 5.6) are shown in the details view and they include,

as an example, the monitoring panel for the GAP analysis of

project activities or the possibility of seeing the single radar chart

associated with that item;

Figure 5.4: An example of Details operation on 3DRCs

• Time zoom: this operation is useful when the user is interested

in a shorter time interval than the one currently visualized. The
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interval of interest can be selected by dragging the mouse over

a horizontal slice of the 3DRC. The operation cuts off the time

intervals complementary to the selection and stretches the selected

slice over the whole result view. The subset of items included in

the selection is visualized with a larger spacing, thus allowing the

user to have a more detailed view. Further zoom operations are

possible on the selection.

• Zoom: this operation allows to zoom in or zoom out the 3DRC to

navigate inside of it. The operation is performed by rotating the

mouse wheel or move two fingers apart/toward each other;

Figure 5.5: An example of Zoom operation on 3DRCs

• Filter : it allows to select what activities and/or stakeholders must

be considered for the visualization of the 3DRCs. The operation

is performed by the 3DRC contextual menu;

• Overlap: the users can overlap multiple 3DRCs as discussed in

section 4.4. The operation is performed by selecting at least two

3DRCs and click on the overlap button or touching at the same

time two 3DRCs with long presses and performing a tap;

• Split : given a composite 3DRC, the user can decompose it in

the original 3DRCs. The operation is performed by selecting the

composite 3DRC and clicking on the unoverlap button or selecting

by a finger the composite 3DRC and make a double tap on the

composite 3DRC;

• Color Coding Switch:the user can switch on/off color coding of a

3DRC. The operation is performed by the 3DRC contextual menu;
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Figure 5.6: An example of the Color Coding Switch operation on 3DRCs

• Transparency Adjustment : the transparency degree of the selected

3DRC may be adjusted. The operation is performed by the 3DRC

contextual menu;

5.3 The case study

The 3DRC approach has been validated with real data obtained by

“COSMO Project - Contract & SLA Management Outlook” financed

by Campania Region (in the South of Italy) with POR 2000-2006 -

Measure 3.17 - whose aim was the realization of a sensor network for the

monitoring of environment variables and fire prevention [88]. The project

had a duration of 18 months from September 2008 and it was presented

by a Virtual Enterprise composed of four companies of Campania Region,

together with the University of Benevento (Department of Engineering).

The COSMO project was divided in nine work packages with a total

of 39 activities. Each activity was assigned to a partner (Pi, i=1,..,4)

with the coordination of the leading company (LC) that had also the

role of the front-end towards the administration offices of Campania

Region. Three official project milestones were provided for the reporting

of the project, but also other internal milestones were established among

the partners to control the execution and the exchange of information

and project documentation. For brevity, only data showing a summary

of views and ∆ about the project activity A1 are reported in Table 5.1.

This activity was assigned to the partner P2 and three internal milestones

were defined by LC for the monitoring. The Planned column shows

activity data as approved by Campania Region to be eligible for funding.

Other two columns on the right compare P2 and LC views respectively

while the last column visualizes the official cost data recognized by

Campania Region after the first Project Review Meeting.
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Table 5.1: Data Summary about Activity A1

Observation Attribute Planned ViewP2
(A1) ViewLC(A1) ViewCR(A1)

Time

Start 1 Oct 2008 15 Oct 2008 15 Oct 2008 15 Oct 2008

End 3 Nov 2008 24 Nov 2008 2 Dec 2008 4 Dec 2008

t1:6 nov 2008 State completed in progress in progress

Time ∆dur
i (Planned, P2) = 12 ∆dur

i (P2, LC)=0

Cost 12390 10725 9780

∆c
i (Planned, P2)=1665 ∆c

i (P2, LC)=945

Quality D1.1:4 D1.1:4 D1.1:3

∆q
i (Planned, P2) = 0 ∆q

i (P2, LC)=1

t2:27 nov 2008 State completed completed in progress

Time ∆dur
i (Planned, P2)=6 ∆dur

i (P2, LC)=3

Cost 12390 12390 11890

∆c
i (Planned, P2)=0 ∆c

i (P2, LC)=500

Quality D1.2:4 D1.1: 4,D1.2: 4 D1.1:4, D1.2:2

∆q
i (Planned, P2) = 0 ∆q

i (P2, LC)=2

t3:2 dec 2008 State completed completed completed

Time ∆dur
i (Planned, P2)=6 ∆dur

i (P2, LC)=8

Cost 12390 12390 12035

∆c
i (Planned, P2)=0 ∆c

i (P2, LC)=355

Quality D1:4 D1:4 D1:4

∆q
i (Planned, P2) = 0 ∆q

i (P2, LC)=0

t4:15 feb 2009 Cost 12390 12390 11650

∆c
i (P2, CR)=740

In the table, ∆dur corresponds to the difference of the activity

durations declared by each stakeholder ([88]), where duration dur at

time t of an activity ai is computed according to the following statement:

durti =


tend − tstart if state=completed

t− tstart if state = started

undefined if state = not started

(5.1)

∆c is obtained as the difference between declared costs while the quality

dimension has been summarized with a range of numbers between 0

and 4, where each number in the range indicates the corresponding

value in the set {not complaint, low quality, sufficient quality

(or complaint), good quality, excellent}. By data comparison at

the first milestone, different perceptions about activity state can be
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Figure 5.7: The 3DRC generated about diverging views between stakeholders:
Planned and P2

observed. With respect to the planned values (fig. 5.7 at time t2), P2

declares the beginning of activity as shifted of 15 days, and duration

shows a gap of about 6 days while gaps on cost and quality arise because

the activity is still running. Comparing the views of P2 and LC (fig. 5.8),

we observe that LC confirms the shifting of the activity start and some

differences with respect to the planned values also remain in duration

(time t1); moreover, there are gaps on other two dimensions, due to the

missing of some statements of expenditure and a delay in the delivery

of the preliminary version of project document D1. At the second

milestone t2, after an exchange of other documents, the gap about

the cost decreases while there is a greater quality gap on the second

section of D1: for LC the activity is still running while P2 declares its

completion. An agreement is reached at t3 when the activity results

completed and the deliverable is accepted by LC. Finally, according to

the official milestone, financial reporting made by Campania Region

(RC) shows a difference in the cost because some expenditures resulted

as not eligible.

By analyzing the two graphical representations, with no previous

knowledge about data, an observer immediately perceives the differences
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Figure 5.8: The 3DRC generated about diverging views between stakeholders:
P2 an LC

between what P2 declares and what the controller (in this case the

leading company LC) verifies. In the case of A1, according to the P2

view the activity has a trend very close to the planned values (fig. 5.8)

while the control action made by the leading company highlights a

lowest quality than that required.



Chapter 6
Conclusions

≪It has already happened.

I am the Alpha and the Omega,

the Beginning and the End.

I will give water from the well of life free to anybody who is thirsty;

anyone who proves victorious will inherit these things;

and I will be his God and he will be my son.≫

— Revelation 21: 6-7, The Holy Bible

Nowadays data are generated in increasingly higher volumes. The

exploration and analysis of these vast amounts of data becomes more and

more an important but difficult problem. The techniques of information

visualization can help solve this problem.

In this thesis, two types of datasets was presented: one in which the

spatial characteristics are relatively dynamic and the data are sampled at

different periods of time, and the other where many dimensions prevail,

although the spatial characteristics are relatively static. One dataset

referred to the dispute management, a peculiar aspect of uncertainty

arising from contractual relationships that regulate a project execution.

The other data set referred to a novel display of Digital Libraries.

Two main issues were also presented. The first issue regarded the

enhancement of CyBiS, a novel 3D analytical interface for a Biblio-

graphic Visualization Tool with the objective of improving scientific

paper search. The second regarded the analysis of the possibilities

offered by a 3D novel visualization technique 3DRC to represent and

78
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analyse the problem of diverging stakeholders views during a project

execution and to addresses the prevention and proactive handling of

the potential controversies among project stakeholders.

In addition, the benefits of using 3D techniques in combination with

techniques for multidimensional visual data mining have been shown

also by providing guidance on how to overcome the problems that plague

3D visual representations of data.

In this thesis I have presented two visualization techniques:

• The first, called CyBiS2, an enhanced version of the tool CyBiS, is

a new interface for the representation of the salient data of searched

documents in a single view. In fact one of the main distinguishing

feature of CyBiS, rarely exploited previously, was the inclusion in

a single view of the most important data of interest for a scientific

paper. This feature allowed a user to evaluate documents at the

same time without the need of switching among different views or

changing the context.

Future work will focus on: evaluating the effectiveness and effi-

ciency of the interface through studies focused on users; replacing

the old 3D graphic engine with the new and more performant used

in the 3DRC Tool; comparing the performance of the interface

with respect to that of other systems.

• The second, called 3DRC, addresses the prevention and proactive

handling of the potential controversies among project stakeholders.

The approach, based on the 3D Kiviat diagrams, uses radar charts

to represent the points of view of stakeholders about the execution

of the project activities and the trends of the project consonance.

3DRCs use radar charts to show the gap variations over time;

moreover, the overlap operation provides functionalities to merge

and compare different 3DRCs.

The novelty of this work is the application of a 3D graphical

visualization technique to the specific problem of the Project Man-

agement concerning the dispute management. Some strengths of

3DRC are the possibility of analyzing the relationships among

activities, understanding how different stakeholders interact with
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each other across the time on the same activity (or subset of ac-

tivities), comparing different activities and eventually discovering

some hidden correlations between them. The method discussed

in section 4.2 has been validated in the context of the COSMO

project obtaining satisfactory results in terms of prevention or

immediate handling of potential disputes. I believe that the in-

troduction of the 3DRC technique offers additional benefits to

stakeholders about real time project monitoring giving a visual

and more immediate perception of the project trends not easily

identifiable from tabular data.

Future work will focus on continuing to test the effectiveness

of the 3DRC technique on real projects although this requires

a long time. Currently, a validation phase against the SMART-

TUNNEL project (involving the realization of an e-logistics system

for the Italian ports) is in progress. The preliminary ideas of

3DRC, discussed at the PKMT2012 workshop [95] and at the

ACM conference [27], gained a lot of interest from certified Project

Managers and practitioners encouraging us to continue the research

work. Other future work include the implementation of a full

FLUID interface to provide an increasing usability and a full

user experience on touch-systems, and the testing of new gestures

designed for touch systems through the use of case studies.
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