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Abstract

The Internet is an extraordinary communications medium but it is not free from

problems that are limiting its potential further development. In this dissertation we

analyze and address some of the issues that make it an unsafe and unreliable place

and we exhibit the most difficult issues that, as soon as possible, would deserve to

be resolved such as: the uncertainty of the identities; the almost complete lack of

privacy and of guarantees on the reliability of the counterparts (i.e., the lack of trust

among people); the lack of control and ownership of the information regarding a

person or a company; the lack of specific information about service providers;

the exploitation of anonymity to perform malicious actions. These issues mainly

arise from the very nature of the Internet which is a deregulated place where users

have the possibility to act and communicate in total freedom while keeping the

anonymity. However, these aspects should, in our opinion, be balanced with the

protection of the fundamental users’ rights.

The main goal of our research is to combine the positive aspects and the streng-

ths of the Internet with the need to introduce environments or areas where users

can enjoy greater mutual trust. To this aim, we proposed a solution to augment the

Internet to make it a safer and more reliable place. Our proposal allows users to

interact with higher security than at present and to have better guarantees on the

respect for their rights and their needs. In other words, based on the above reasons,

in this work our objective is the design of a comprehensive framework aimed at

providing a trust area in the Internet that combines the online and offline world

smoothly and seamlessly, including the best solutions in a single model. Our inte-

grated and modular model is called Trust Ecosystem (TEco) where “ecosystem”

means an environment where the entities (e.g., users and online services) preserve

the system and comply with fixed rules, are proactive and responsive as each of



iv

them, using a reward-punishment mechanism (feedback), contribute to the success

of the system and, consequently, to their own benefit.

The TEco was built by integrating different innovative systems. It is a Internet-

based area in which users: own a Trusted Digital Identity to authenticate keeping

anonymity; establish Inter Pares Interactions based on contracted agreements and

knowing each other’s reputation; can be the owners of the information they pro-

duce and protect their privacy. The coexistence of these features makes the TEco

a trust area. In fact, users can mutually trust, as they are all identifiable, their

reputation is known and while interacting, they can bargain conditions with law

effectiveness. Furthermore, depending on their needs and the demands of oth-

ers, users can decide which information to disseminate, protecting their privacy or

maintaining complete anonymity.

The TEco has been conceived without “upheavals” of the current Internet and

for this reason the TEco can develop in parallel with it and, in any case, they can

coexist. In fact, the users will not be forced to drastically change the way in which

they normally use both Internet services and Web browsing.

In our view, to obtain a Trust Area there is the need of effective Trust and

Reputation systems. Although new Trust, Reputation and Recommendation (TRR)

models are continuously proposed in literature, they lack shared bases and goals.

For this reason, in this work we pay special attention to the problems related to

Trust and Reputation management that are among the most controversial issues

of the Internet. So, we address trust and reputation in all their aspects and we

define an innovative meta model to facilitate the definition and standardization of

a generic TRR model. Following the meta model, researchers in the field will be

able to define standard models, compare them with other models and reuse parts

of them. A standardization is also needed to determine which properties should be

present in a TRR model.

In accordance with the objectives we were seeking, following our meta model

we have: defined a pre-standardized TRR model for e-commerce; identified the

fundamental concepts and the main features that contribute to form trust and re-

putation in that domain; respected the dependence on the context/role of trust and

reputation; aggregated only homogeneous trust information; listed and shown how

to defend from the main malicious attacks.
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Lastly, in this work, we also discuss the feasibility of the Trust Ecosystem,

the compatibility with the current Internet and the things to do for putting it into

practice. For this purpose, we show some scenarios that also highlight and make

advantages and potentiality of the TEco fully understandable.

In the future, the TEco may also act as a “field of comparison” and facilitate

scientific communication in the sector and, like a digital ecosystem, can play the

role of a unification “umbrella” over significant, challenging and visionary com-

puting approaches that emerge in parallel.



Contents

Contents vi

List of Figures viii

1 Introduction 1

1.1 Aims and Objectives . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Research Context 8

2.1 State of art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

3 Trust Ecosystem 17

3.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2 Trusted Digital Identity . . . . . . . . . . . . . . . . . . . . . . . 19

3.3 Inter Pares Interaction . . . . . . . . . . . . . . . . . . . . . . . 22

3.4 Content Management Framework . . . . . . . . . . . . . . . . . 25

3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4 Trust, Reputation and Recommendation Meta Model 29

4.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.2 Definition of the TRR-Meta Model . . . . . . . . . . . . . . . . . 32

4.2.1 TRR Meta Model Part 1 - Basic principles . . . . . . . . . 34

4.2.2 TRR Meta Model Part 2 - Information Management . . . 35

4.3 A Pre-Standardized Trust and Reputation Model for E-Commerce 37

4.3.1 TRR Model for E-Commerce Part 1 - Basic principles . . 37



Contents vii

4.3.2 TRR Model for E-Commerce Part 2 - Information Man-

agement . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5 Scenarios of the Trust Ecosystem 47

5.1 Scenario 1: TEco accreditation. . . . . . . . . . . . . . . . . . . 51

5.2 Scenario 2: Single Sign-On in the TEco . . . . . . . . . . . . . . 54

5.3 Scenario 3: Management of IAEs . . . . . . . . . . . . . . . . . 56

5.4 Scenario 4: Web surfing . . . . . . . . . . . . . . . . . . . . . . 58

5.5 Scenario 5: Negotiated Interaction Agreement . . . . . . . . . . 62

5.6 Scenario 6: InterPares Interactions . . . . . . . . . . . . . . . . . 69

5.7 Scenario 7: TEco Inter Pares Interactions with Banks and Institu-

tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6 Achievements and Future Research 75

References 79

Acronyms 94

Index 95



List of Figures

3.1 Interaction between entities in the TEco. . . . . . . . . . . . . . . 23

4.1 TRR Meta Model - Main Components of Information Management. 33

4.2 Categorization of the information according to: context/role, main

feature and main feature values. . . . . . . . . . . . . . . . . . . 40

5.1 Main interface of the TEco-Console. . . . . . . . . . . . . . . . . 48

5.2 TEco key. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.3 Selection of the IAE and the ICR for a TEco Inter Pares Interaction. 50

5.4 Browser with TEco interactions’ icons. . . . . . . . . . . . . . . . 50

5.5 Information about an IAE in the TEco. . . . . . . . . . . . . . . . 52

5.6 TEco accreditation sequence. . . . . . . . . . . . . . . . . . . . . 53

5.7 TEco accreditation request. . . . . . . . . . . . . . . . . . . . . . 55

5.8 TEco Single Sign-on . . . . . . . . . . . . . . . . . . . . . . . . 56

5.9 Management of IAEs with the TEco-Console. . . . . . . . . . . . 57

5.10 Creation of a new Internet Alter Ego. . . . . . . . . . . . . . . . . 58

5.11 An Alter Ego and an Agreement to surf the Web. . . . . . . . . . 59

5.12 An Alter Ego and an Agreement of a website. . . . . . . . . . . . 60

5.13 Browser with the TEco’s icon. . . . . . . . . . . . . . . . . . . . 60

5.14 Selecting an IAE. . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.15 Browser with Bob’s IAE icon. . . . . . . . . . . . . . . . . . . . 61

5.16 Browser with entities’ icons. . . . . . . . . . . . . . . . . . . . . 61

5.17 Browser with entities’ icons and Inter Pares interaction’s icon. . . 62

5.18 Alter Ego of Teacher Mario and his agreement. . . . . . . . . . . 63

5.19 Alice’s IAE and her agreement. . . . . . . . . . . . . . . . . . . . 64



List of Figures ix

5.20 Teacher’s advertisement. . . . . . . . . . . . . . . . . . . . . . . 64

5.21 Teacher’s website. . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.22 Notification of a TEco interaction request. . . . . . . . . . . . . . 66

5.23 Details of the notification. . . . . . . . . . . . . . . . . . . . . . . 67

5.24 Notification of a TEco interaction acceptance with details. . . . . 68

5.25 Bob’s IAE named Amazon-AE . . . . . . . . . . . . . . . . . . . 69

5.26 Duplication of an IAE. . . . . . . . . . . . . . . . . . . . . . . . 70

5.27 Interaction feedback. . . . . . . . . . . . . . . . . . . . . . . . . 71

5.28 Bob’s IAE named TrustworthyEcommerce-AE. . . . . . . . . . . 72



Chapter 1

Introduction

The Internet has been one of the greatest revolutions that humanity has ever known.

The possibility to communicate in real time, the birth of the Web and the freedom

of initiative of users greatly fostered its development. In addition, the progres-

sive reduction of access costs (of both devices and connection to the telephone

network), further contributed to facilitate mass participation.

The diffusion of social networks and the introduction of increasingly sophisti-

cated smartphones also allowed an increase of the time spent online so that today,

in many countries, almost all people are always connected.

Despite its enormous success and indisputable usefulness, the current Internet

is not exempt from problems. In fact, in the fervent research on the Future Internet

several authors emphasize the crisis of the current Internet and its services [86]. It

is undeniable that the Internet has several crucial weaknesses that are restricting its

potential further development [105, 107, 121]. Some of these weaknesses are the

uncertainty of the identities, the almost complete lack of privacy and of guaran-

tees on the reliability of the counterparts (i.e. the lack of trust among people), the

lack of specific information about service providers (e.g., reliability, quality, punc-

tuality, etc. i.e, their reputation), the lack of control and ownership of their own

information, the exploitation of anonymity to perform malicious actions [44, 54],

and so on.

In the following, we detail some of these issues by categorizing them in 4

macro-areas:
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• Privacy and data control;

• Cybercrimes;

• Accreditation;

• Security and Reliability.

The aforementioned problems afflict the Internet and reflect badly upon the user

making her/him insecure and less incline to trust online services and other users.

For these reasons, in our opinion, they should be addressed and resolved. This is

exactly the objective of our research work.

Privacy and data control. The widespread distribution of social networks,

which soon passed from being used by a small group of people to a crowd globally

interconnected, raised a number of issues related to privacy. Initially, social net-

works were used to connect friends and relatives or small groups of people with a

high degree of confidence with little or no need of privacy [53].Today they mostly

connect unknown people and, unfortunately, privacy protection is still very weak.

Since the information on social networks is perpetually and globally accessible, the

problem is particularly magnified. Despite the actions taken to stem the countless

violations of privacy, the issue is still open.

The lack of control of the data presents another critical aspect. In fact, a user

does not have complete control of the information concerning her/him and, if s/he

wishes to delete even a single part of it, s/he will never be sure that it will be

permanently deleted from the Web. For example, it often happens that when a post

on a blog or on a forum is inserted, others extrapolate a part or they fully copy

the content without authorization using it for their own purposes and attributing

its authorship to themselves implicitly. In these cases and, in general, for all types

of digital content (video, picture, music, text, etc.) the real authors can not claim

authorship.

In addition, users cannot keep trace of the use of their digital contents neither

they can impose any limitations on use. In practice, there is no way to prevent

contents from being reused in other contexts (e.g. articles on a blog) nor to delete

them permanently from the Internet, namely to gain the respect of “the right to

be forgotten”. Indeed the European Union issued a directive in 2014 stating “the
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right to be forgotten”. Following it, Google implemented the “Request Removal

from Google” that should permanently remove the information associated with the

requesting user.

Cybercrimes. The privacy violation, also brings with it a series of further sub-

tle but pernicious problems. The most insidious is definitely the “digital identity

theft”, one of the fastest growing crimes in recent years. The digital identity theft

is put in place to achieve economic purposes (theft of credit cards, home bank-

ing, etc.), to create inconvenience and reputational damage to third parties (e.g.

defamation, unfair competition) and to have various benefits (e.g. ghosting, doc-

uments fraud). Children are certainly the most exposed and vulnerable to cyber-

crime because they are always connected to the Internet without control and they

naively share many personal data, smoothly integrating their offline and online

lives. The European Union has highlighted the potential risks to children and de-

nounced the rise of “cybercrime” ranging from child abuse to identity theft as well

as their greater exposure with respect to “illegal”, “age inappropriate content”,

“poor contact” and “inappropriate behavior” [30].

Another face of danger crimes committed trough Internet is framed under the

name of “cyberbullying”. According to the EU Commission, “Cyberbullying is

repeated verbal or psychological harassment carried out by an individual or group

against others. It can take many forms: mockery, insults, threats, rumours, gossip,

“happy slapping”, disagreeable comments or slander. Interactive online services

(e-mail, chat rooms, instant messaging) and mobile phones have given bullies new

opportunities and ways in which they can abuse their victims.” [28]. Usually they

come to the fore only the most tragic cases of cyberbullying but also those that

remain in the shadows are just as devastating because, as it is well known, it has

long term consequences on the victims [3, 21]. The European Commission also

highlights that the measures taken so far by the member States have been on the

whole inadequate. Therefore it suggests to increase efforts to make the Internet a

safer place and makes this issue a priority of the Digital Agenda for Europe [29].

Accreditation. Another strongly felt need is that of being able to perform a

single “accreditation” and be able to request services to different providers without

the need to perform, from time to time, the login at each one of them. Generally,

organizations (i.e. companies, academics, online fora, etc.) authenticate users and
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grant them roles through proprietary authentication mechanisms and the users are

forced to identify themselves to each provider using identification methodologies

imposed by them. This mechanism only makes the online experience worse and

does not guarantee that data are treated in compliance with privacy.

In addition, the use of the same credentials to access all the accounts consti-

tutes a security risk. As an example, a service provider may use the passwords

of its customers to access all their other accounts. So far several solutions have

been implemented, known as Single Sign-on (SSO) only in a few specific areas or

restricted to the same organization. At present, there is no possibility of a global

accreditation for all Internet services. It is known that more and more providers

accept the accounts of Facebook and Google+ for access to their online services.

In fact, this practice is imposing as a sort of global Single Sign-on. However, it is

a kind of a proprietary Single Sign-on mechanism and it goes in contradiction with

the “open” nature of the Internet. Therefore, it would be desirable the introduc-

tion of non-proprietary solutions, exactly as it was in the case of the basic Internet

protocols.

Security and Reliability. The analysis of the problems of the Internet can not

be separated from those relating to the security of systems and the reliability of

the parties with which it interacts in the Internet. Normally a system is considered

safe when it is able to ensure that any unauthorized access to resources will be

locked [35, 58]. In general, security mechanisms allow to protect services and

resources by restricting access only to accredited users and to provide protection

from malicious third parties. However, in many situations users need to protect

themselves from those who offer resources and services, and so the problem is

inverted. In this case the user needs to indentify the provider that is giving the

service and its reliability, that is the quality of the products and services offered.

This is similar to the case when, visiting a foreign country, we need to have medical

assistance and we want to know if the person to whom we are addressing is really

a doctor (identification) and if s/he is a good doctor.

The first necessity is resolved by using traditional security mechanisms which

are able to guarantee, through the accreditation systems, that each entity is recog-

nized and identified, that is, it is exactly what it has declared to be. As regards the

second necessity, the classical mechanisms are totally ineffective because they do
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not provide any information on the “skills” of the doctor. In this case, a user needs

to know the opinion that others have of that doctor, that is his/her reputation.

In the case of online services, the problem is further amplified by multiple

factors. First of all, the biggest problem is originated by the extreme ease, both

technical and economic, with which anyone can become a service provider at any

moment, bragging skills and qualities. Moreover, there is little information about

service providers (e.g. reliability), most of which is self-declared by the provider.

It is not even possible to request guarantees and/or data about them and, however,

there is no specific information even on the requested service(e.g., quality). Obvi-

ously, this is not referred to the case where the supplier is known a priori or it has

established itself on the market for a long time (e.g., Amazon, eBay etc.).

1.1 Aims and Objectives

So far, we have outlined the main reasons why the Internet is, de facto, a virtual

jungle where less experienced people proceed through trial and error or, as it often

happens, simply they do not use the online services except those already well-

established. Indeed, if compared to the number of users connected to the Internet,

online services appear to be poorly used and new and more sophisticated services

are hampered. The problems so far described arise mainly from the “open” nature

of the Internet and the ability to act and to communicate in total freedom also

maintaining anonymity. However, these positive aspects should be balanced by

the protection of the fundamental rights of users.

It grows more and more the need to have environments or areas where users

can enjoy greater trust and more guarantees on respect for their rights and needs.

In recent years many studies have focused on the development of new protocols

and methodologies to allow unambiguous identification of the user, the ability to

keep anonymity, to protect privacy and to authenticate, just for one time, to access

many services (Single Sign-On) [18, 115]. However, the aforementioned issues

were almost always addressed individually and, in any case, not all together in a

single model.

Based on the above reasons, in this work our objective was the design of a com-
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prehensive framework aimed at providing a trust area in the Internet that combines

the online and offline world smoothly and seamlessly, including the best solutions,

in a single model. Our integrated and modular model is called Trust Ecosystem

(TEco). Here, ecosystem means “a loosely coupled, domain clustered, collabora-

tive environment where each species conserves the environment, is proactive and

responsive for its own benefits” [20, 24, 127]. In our case, species are the enti-

ties (e.g., users and online services) which preserve the environment and comply

with fixed rules, are proactive and responsive as each of them, using a reward-

punishment mechanism (feedback), contribute to the success of the system and,

consequently, to their own benefit. Digital ecosystems, as emphasized in [89],

“can play the role of a unification ’umbrella’ over significant, challenging and vi-

sionary computing approaches that emerge in parallel”. In this sense the TEco

will also act as a “field of comparison” to facilitate scientific communication in the

sector.

One of the main strengths of this model is that it does not require an “upheaval”

of the Internet since there is no need to force users and providers to adapt “imme-

diately” to the new rules or software and then it results easier to be accepted. For

this reason, we have imagined Trust Ecosystem as a parallel system where users

are free to choose between the “jungle” and the trust area.

The achievement of a trust area is obviously a very complex undertaking be-

cause of the many problems to solve. While for some of the aforementioned as-

pects there is a broad convergence on the various proposed solutions, regarding the

issues related to trust and reputation, unfortunately, effective and shared solutions

are still far from being defined. For this reason, in this thesis we analyze trust

and reputation in all of their aspects and lay the basis of models for the reputation

management that can be effectively used in online systems and therefore included

in the Trust Ecosystem.

In doing so, we have identified the theoretical aspects underlying trust and re-

putation and the main features that, in our view, a Trust and Reputation model must

necessarily include. In this sense, we have formulated a Meta Model, called Trust,

Reputation and Recommendation (TRR-MM) to be used as a guide for the def-

inition of effective Trust, Reputation and Recommendation models. In addition,

following the meta model, we have defined a pre-standardized e-commerce Trust,
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Reputation and Recommendation model supporting users to make relatively better

trust-based choices when buying and\or selling goods online.

1.2 Outline

The remainder of this thesis is organized as follows:

• the next Chapter shows the context of our research and summarizes the state

of the art describing some works related to ours;

• in Chapter 3 we introduce the Trust Ecosystem and discuss some practical

issues related to the implementation of the model1;

• in Chapter 4 we present the Trust, Reputation and Recommendation Meta

Model and then, following it, we introduce a pre-standardized Trust, Repu-

tation and Recommendation model for e-commerce2;

• in Chapter 5 we show several scenarios that illustrate, highlight and make

fully understand advantages and potentiality of the Trust Ecosystem;

• Lastly, in Section 6 we draw some conclusions and outline future work.

1The content of Chapter 3 is mostly taken from the following peer-reviewed paper: [34]
2The content of Chapter 4 is mostly taken from the following peer-reviewed paper: [33]
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Research Context

In this chapter we will describe the context of our research. In doing so, we will

describe the state of the art by introducing some of the main works presented in

the literature highlighting both the strengths and the weaknesses. Moreover, we

will discuss the aspects which need in depth analysis since we believe they have

not reached a sufficient level of maturation.

Our research work has ranged over many aspects and issues related to the cur-

rent Internet. We set ourselves the goal of finding a solution to augment the Internet

in order to provide users with the opportunity to have a trust area to interact with

higher security than at present. Therefore, the preliminary study has focused on

the identification of the most critical points of the Internet users’ experience and

on the solutions that have been proposed so far.

In the previous chapter we described the issues that, according to our point

of view, appear to be the most sensitive and should be solved soon to ensure the

user that s/he can use online services in order to feel more protected. We saw that

one of the main sources of uncertainty is the lack of reliability on the counterparts

identity that makes users very insecure and undermines his/her interactions on the

Internet. Indeed, the possibility of maintaining the complete anonymity and the

guarantee of not to be traced is exploited by malicious users to the detriment of the

honest ones. So, instead of ensuring users, anonymity and untraceability actually

turned into strong pitfalls.

We also focused on the lack of guarantees on the counterparts reliability that
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creates distrust between users, while the lack of specific information about service

providers (e.g., reliability, quality, punctuality, etc. i.e, their reputation) weakens

considerably online services. We pinpointed how the inability to have control and

ownership of information is one of the sources of further problems since the pro-

tection of privacy is almost completely nullified. On the other hand, there is no

way to prevent user contents from being reused and/or modified without any au-

thorization or to obtain the permanent deletion from the network, nor even to claim

the authorship of the same.

Finally, we also recalled how, in the digital world, users are exposed to more

and more frequent identity theft.

With regard to most of the problems discussed above, in literature we can find

non-integrated solutions for:

• Identity Management systems (IdMs) and Single Sign-On (SSO);

• Anonymity and privacy protection;

• Trust and Reputation Management systems (TRMs).

Nevertheless, to the best of our knowledge, there are no studies in literature that

have faced all the aforementioned problems in a comprehensive, systematic and

integrated view.

2.1 State of art

Identity Management systems and Single Sign-On. To use online services users

are forced to create a large number of accounts at several Service Providers (SPs),

each of them requiring, based on the service type, authentication credentials (e.g.

login/password or certificates) and other general information (e.g. sex, age, in-

terests, address, etc.). In practice, the SPs also play the role of authentication

providers and attribute providers. The proliferation of accounts reveals several

problems linked to their management, since users are forced to memorize all their

credentials and to manage individual attributes. These problems could be solved

using a global Single Sign-On mechanism [49, 90, 91]. Single Sign-On (SSO)
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is a mechanism that uses a single action of authentication to permit an authorized

user to access to all related, but independent, online services and resources without

being prompted to log in again at each of them during a particular session. That

is, the service provider sends the authentication requests to the authentication pro-

vider who is able to certify the credentials of the user who is prompted to login

only once. In practice, it allows a user to access all computers and systems where

s/he has access permission, without the need to enter multiple passwords by reduc-

ing human errors that are a major component of systems failure [50]. In this way,

the use of Single Sign-On solves many problems related to request services from

different providers.

Possession of several accounts by the same user is a source of the so-called

password fatigue or password chaos [52, 126]. Many users, to avoid remember-

ing multiple passwords, use the same password for all of them this causes enor-

mous security problems since each provider is then given the key to access any

of their own accounts. The use of SSO simplifies the end-user experience, avoids

the password fatigue/chaos and enhances security [52, 108]. However, SSO also

presents critical aspects. One of the most important is that users can not access to

all their accounts when they are not able to connect to the authentication service

(Single Point of Failure) [49]. On the other hand, a malicious user who gains ac-

cess to someone else’s SSO may, of course, access to all the accounts connected to

it [122].

Some of the solutions proposed in literature for the SSO mainly addressed to

the problem of users authentication and authorization from a provider-centric point

of view [23, 42, 49, 90]. They are basically used to implement Identity Providers

(IdPs) defined as the systems that control user’s credentials and provide authenti-

cation services [100, 116] within individual organizations or their aggregations but

they have never been used globally so far.

In recent years, the research has been oriented towards solutions, known as

Identity Management systems (IdMs), dealing with both authentication services

and management of user identities using the user-centric paradigm [36, 42]. The

IdM can be defined as framework that deal with processes for management and

control of identities in online systems [36, 115]. They involve the integration of

emerging technologies and business processes to create identity-centric approaches
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for the management of users, their attributes, authentication factors and security

privileges across the systems within multiple organizations [15].

Since the Digital Identity, which could be defined as a representation of an

entity in a specific context [77], has become of crucial importance in the online

world, users are increasingly feeling the need to simplify the management of their

identity data and to increase the general level of security.

In practice, nowadays, the digital identity is managed as the equivalent of our

real-life identity that is like an extended identity card or passport containing almost

the same information (who we are) with the addition of other attributes (what we

like, what our reputation is, etc.) [42]. Therefore, safe, reliable and user-friendly

IdMs are considered fundamental in establishing trust in online interactions, such

as in e-commerce applications[16, 105].

Moreover, the use of IdMs that enable SSO may help to solve the new chal-

lenges related to security and privacy protection [116]. For these reasons, IdMs

have become an important and crucial research field in the management of the

digital identity so that there has been a considerable increase in the number of re-

search projects and papers in literature in this topic recently [15]. Indeed, IdMs

make easier the user-experience and are considered a very safe infrastructure for

the management of authentication and authorization issues. In addition, they allow

the complete management of users’ digital identities starting from the process of

creation.

At the same time, there has been the need to increase the benefits of IdMs that,

although widely used (e.g. Shibboleth [11, 79], Kantara Initiative [8], Liberty Al-

liance [9], Kerberos [83], OpenID [13], etc), they remain confined within one or

more organizations. In fact, since to identify each user in the collaborative net-

work has become more and more urgent, the research is oriented towards solutions

that would allow the collaboration between the various IdMs [19, 125]. These so-

lutions are known as Federated Identity Management systems (FIdMs) where,

in general, a federation can be defined as the set of agreements, standards and

technologies that enable a group of service providers to recognize user identities

from other providers in a federated trust domain [23, 41, 116]. Therefore, member

organizations of the federation must establish trust relationships with respect to

the identity information (i.e. the federated identity information) that is considered
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valid. In practice, organizations collaborate each other with mechanisms for man-

aging and gaining access to user identity information and other resources across

organizational boundaries [19].

Anonymity and privacy protection. As mentioned above, one of the weak-

nesses of the Internet that worries most users is the protection of their privacy. It

is difficult or impossible to provide a thorough definition of privacy because it in-

volves different points of view [106, 124]. From a philosophical point of view,

it can be seen as a fundamental human right “to enjoy life and be let alone” or a

basic need for a private sphere protected against others [101]. Whereas from the

prospective of computer science the protection of privacy is to allow access to the

most sensitive personal information only to authorized persons [14, 48, 65].

According to the European Commission Directive on Data Protection, the most

sensitive personal information or personal data, called Personally Identifiable In-

formation (PII), can be defined as any information concerning a natural person

[70, 85]. More extensively the PII can be defined as “the information pertaining to

any living person which makes it possible to identify such individual (including the

information capable of identifying a person when combined with other information

even if the information does not clearly identify the person)” [12].

With the advent of social networks, the protection of privacy apart from being

a right has also become a safety issue because people publish information (e.g.

geo-located content, home address, when they are away from home, etc.) that can

be used by malicious persons [119]. Therefore, protecting privacy can prevent

personal information from being used improperly causing the lost of autonomy

and freedom.

To increase the protection of privacy, some authors encourage the use of pseu-

donyms because they make more difficult to identify users. In fact, since the com-

munication between two entities can also be based on their identifiers, preferably

pseudonyms, it is not necessary to reveal their identity [65]. In practice, in order

to maintain privacy, it should always be possible for users to be anonymous, to

use pseudonyms, to choose IdPs that do not link all user transactions at all SPs

together. Unfortunately, at the moment, many IdMs only implement some of these

solutions based mainly on the traditional security systems [116]. In general they

are based on the access control and their main aim is to provide protection from
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malicious third parties.

Trust and Reputation Management systems. As mentioned earlier, the tradi-

tional security systems give the authenticated user a sufficient “trust” that remains

constant in time. They are part of the “hard security” which is the first security

level. These mechanisms appear to be “safe” for service providers who can decide

on the users membership policy. However, users do not have similar mechanisms

to allow them to select online service providers according to the reliability and

quality of their services.

Lately, it has become of paramount importance to obtain information about

trust and reputation of online service providers as well as of other users. For this

purpose are used social control mechanisms including the Trust and Reputation

Systems that are part of the “soft security” and they contribute to what is called the

second-level security [93].

It is widely accepted that trust is a fundamental component of social relation-

ships [104]. Therefore, there is the need for a support to make relatively better

trust-based choices in the context of online interactions (e.g. e-commerce). Obvi-

ously, as we are in an area where subjectivity plays a predominant role, the optimal

point actually does not exist and the best choice is not easy to spot.

Because of its importance, trust has been studied by many researchers in many

fields (philosophy, psychology, economics, sociology, computer science, etc.).

Since each discipline has defined and considered the concept of trust by its own and

different perspective these definitions can not be directly applicable in the “online

world”.

In computer science, a more accredited definition was borrowed from Psychol-

ogy and Sociology [75] and sees the trust as “a subjective expectation an entity has

about another’s future behavior” [80]. In fact in Psychology trust is a psycholog-

ical state of the individual and consist in positive expectations that s/he has on the

trustee’s intentions or behavior, that is who receives trust [96, 97, 117].

In sociology, trust is defined as “a bet about the future contingent actions of

the trustee” [40, 112]. The bet, or expectation, is considered “trust-based” only if

it has implications on who puts trust, called trustor [31, 68, 78].

So far, however, there is not an accepted definition in computer science. Other

authors, define trust on the basis of its main features: direct trust and recommen-



2.1 State of art 14

dation trust. The first comes from direct experience between the parties whereas

the second one is based on the experience that others have gained in their rela-

tions. In practice, the recommendation trust propagates among the members of a

community. Trust increases between members if the experience is positive, other-

wise it decreases. Another common definition of Trust and Distrust is that from

[45]: “Trust is a particular level of the subjective probability with which an agent

assesses that another agent or group of agents will perform a particular action”

(symmetrically for distrust). From the above, it is clear that trust is inherently

personalized and assumes that there is no certainty in the prediction.

In online systems, most of the decisions are made without having any direct

knowledge of the counterparts but relying only on their reputation. In these cases,

the choices are typically “trust-based” because must be taken decisions that in-

volve risks and do not have the possibility to verify a priori the quality of choices.

A user could certainly make a better choice if he knew the counterpart reputation

where reputation, according to a widely accepted definition, means “what is gen-

erally said or believed about an entity’s character or standing” (word of mouth)

[61]. According to this definition reputation is a quantity derived from the under-

lying social network which is globally visible to all members of the network and it

is generally based on the feedback on past interactions between members [94, 98].

In practice, the opinions that the community has expressed on the past behavior

of each entity can be used to characterize and predict that entity’s future actions

[37, 98] .

In order to fully understand the difference between trust and reputation the

following statements are usually used [61, 118]:

1. “I trust you because of your good reputation”.

2. “I trust you despite your bad reputation”.

Assuming that the two statements refer to the same interaction, we can affirm that

the first indicates that the trustor is aware of the trustee’s reputation and bases

her/his trust on that, while the second one indicates that the relying party has some

private knowledge about the trustee, e.g. through direct experience or intimate

relationship, and that these factors overrule any reputation that a person might
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have. This statement shows the subjective and personal aspect of trust and that

direct experiences are the most important ones. However, in their absence, we rely

on the experience of the other members of the community, as expressed in the first

statement.

For this purpose, the Reputation systems, which facilitate the collection, aggre-

gation and distribution of data about an entity, are used. They are considered the

only possible solution to assess the trustworthiness of users and reliability of infor-

mation in online communities. Therefore, they have also become a fundamental

component of the trust and security architecture of any online service [118]. In-

deed they play a crucial role in the process of trust establishment and management

and their importance is intended to grow up with increasing of online interactions

between people and services.

In addition, Reputation systems will generally encourage good behavior over

the longer term. For example, it has been shown that a good reputation improves

the quality of relationships and increases the sales of e-markets [54, 95]. Unfortu-

nately, although the use of reputation systems is widespread they are still in their

infancy and are generally limited in scope. Moreover, most of the Reputation sys-

tems used in electronic markets (e.g., those used by eBay [5] ed Amazon [1]) and

online systems are not considered reliable because of the informal way used to as-

sess reputation values [54, 98]. Indeed cases of “false, misleading and inauthentic”

reviews in reputation systems as well as legal actions brought against unidentified

people that provide fake reviews (e.g. [51, 113]) are becoming increasingly fre-

quent. But the goal of a Trust and Reputation system is precisely to ensure that

trust and reputation values are correct and that they were not falsified by malicious

users.

As a matter of fact, a Trust and Reputation system is not effective and helpful

if entities can falsely make their own reputation better or degrade the reputations

of others [129]. However, over the years have been documented several types of

malicious attacks focused on falsifying online trust and reputation [43, 56, 109,

110, 129]. Unfortunately, contrary to what would be desirable most of the existing

approaches pay little attention to the analysis of security threats for the Trust and

Reputation systems forgetting that the risks are always present [33, 43, 56, 66, 109,

110].
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In order to be used properly, the Reputation systems should be able to deal

with the trust challenges and needs of the application domain in which they are

deployed. For this reason, a good Reputation system should, first of all, iden-

tify the trust needs specific to the application domain [118]. For example, a par-

ticularly important aspect to consider is that online interactions are almost never

preceded by reports in the world “offline” [54]. Moreover, it should not be over-

looked that reputational elements are intrinsically present in all online interactions

such as post-counts in forums (e.g. Stackoverflow [10]), competencies in crowd-

sourcing (Crowdsourcing [38, 57]) and social linkages and endorsements in social

networks (e.g. Facebook [6], Google+ [7]) and the social cloud [26, 27] or in mod-

ern paradigms such as Friend-to-Friend (F2F) sharing (e.g. Dropbox [4]). Another

major limitation of the current trust and reputation systems is that they are confined

within a specific service providers. In addition, each system collects different data

types emphasizing different features. This might preclude the sharing of infor-

mation between the existing trust and reputation systems. For example, it is not

possible to share the information collected by Amazon with those collected by

eBay because the data in their possession are not homogeneous and users cannot

transfer their reputation from one system to another. Therefore, there would be the

need of a global Trust and Reputation System that is independent from the indi-

vidual service providers, and that is used by all the systems so that the collected

information is homogeneous.



Chapter 3

Trust Ecosystem

The Trust Ecosystem (TEco) can be accessed by users (individuals and legal per-

sons) and online services. All of them are considered as “entities” which interact

with each other “at par” with no distinction between client and server, user and

provider, services and humans. Following a user-centric paradigm, the TEco was

built by integrating different innovative systems to provide the following features:

• Trusted Digital Identity: every digital identity corresponds to an individual

(or organization) who is identified with “certainty” still keeping anonymity

and privacy;

• Content Management: users are the owners of the information they pro-

duce and can manage such information autonomously;

• Reputation Management: it is possible to obtain reliable and updated re-

putation information about all users;

• Interaction Agreement: interactions are always based on a contract agreed

between the parties, that have equal bargaining power.

The coexistence of these features makes the TEco a trust area. In fact, users can

mutually trust as they are all identifiable, their reputation is known and while inter-

acting, they can bargain conditions with law effectiveness. Furthermore, depend-

ing on their needs and the demands of others, users can decide which information

to disseminate, protecting their privacy or maintaining complete anonymity.
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3.1 Related Work

As previously described, we can find non-integrated solutions for: Identity Man-

agement systems (IdMs) and Single Sign-On (SSO); Trust and Reputation Man-

agement systems (TRMs); anonymity and privacy protection. Nevertheless, to the

best of our knowledge, there are no studies in the literature that have faced all the

aforementioned problems in a comprehensive and systematic view.

In their survey on IdMs [116], Torres et al. point out that the use of IdMs,

which also enable SSO, may help to solve the new challenges related to security

and privacy protection. Conversely, authors in [39, 114], highlight some of their

weaknesses, especially the impossibility for a user to decide which personal in-

formation to share with every service provider or to obtain information on their

reliabilty. To address these issues, the authors propose techniques to integrate

IdMs with Reputation Management Systems, which provide information on the

past behavior of the service providers [54].

Other studies, driven by the emerging of new technologies, are focused on the

next generation Internet, termed Future Internet [84, 86, 102]. Nevertheless, they

do not provide a common view on what the Future Internet is and mostly consider

its network infrastructure, termed Future Network [116].

Despite the importance of many of the problems faced, such as infrastructural

ones, we believe that even other aspects deserve attention, such as the relationship

between digital identities and reputation and other little investigated sectors: the

respect of user rights and the possibility for users to keep control of their data.

It is worth noting that Microsoft introduced a Trust Ecosystem, more narrowly

defined as an environment that engenders trust and accountability between people

and businesses [46]. In that system, users have several Windows CardSpace to

access a service provider without having to authenticate [60]. Despite the similar

name, our model includes more features and differs substantially from the one

introduced by Microsoft, as we will show in the following.
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3.2 Trusted Digital Identity

In the current Internet, each entity has a Digital Identity, which, following the

definition we derived from [18], is the digital representation of the information

known about a specific individual or organization. In the TEco, in addition, each

digital identity corresponds to an entity in the offline world whose identity is veri-

fied with certainty. For this verification, an entity is required to register at the TEco

providing access credentials, email, city of residence and its own unique identifier.

For individuals, this can be the identifier used by the governments for tracking

their citizens as the National Identification Number. For corporate bodies (com-

panies, organizations, associations, etc.) it can be their VAT number. Therefore,

to complete the registration to the TEco it is necessary that an entity proves to be

the owner of the provided identifier. For instance, individuals could complete the

registration at the Municipal Registry Office and legal persons at the Registry of

Companies.

Once the registration is completed, the entity will possess a Trusted digital

Identity (TId) in the TEco. The TId will correspond to an account associated with

the identifier of the requester and it will include all the information available of

him/her. The requester is the only owner of the access credentials for that account.

As the TEco is only accessible to certified digital identities, online services must

have a TId too. In this case, the owner of the domain name must certify the associ-

ation between provider’s TId and URL of the service (used as its unique identifier).

The whole registration process is handled by the Identity Management Systems

(IdMs) which assign and manage identities and belong to a Federated Identity

Management (FIdM) [59, 71]. In general, a Federation can be defined as the

set of agreements, policies, standards and technologies to achieve its objective

[18, 23]. The purpose of FIdM, is to allow entities belonging to different IdMs to

be identified from all others, regardless the used authentication system (e.g. Kan-

tara Initiative [8], Liberty Alliance [9], Shibboleth [11, 79], Kerberos [83], etc.).

The IDMs are the only ones to know the connection between offline world en-

tities and their TId. For this reason, an entity must own an Internet Alter Ego

(IAE) to interact in the TEco, that is an alternative identity to present itself to oth-

ers. To each IAE is associated a list of attibutes, which can be certified or not certi-
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fied. Attributes are represented with a tuple [name, value, url_of_certifier] where:

name represents the attribute name, which can be standard (e.g. date_of_birth) or

user-defined (e.g. preferred_wine); value is the value of the attribute which can be

either a string or an url_of_value that indicates where the attribute value is located

(e.g. a link to the City attribute in Google+ profile). url_of_certifier refers to the

entity that certifies the content of the value field. Obviously, if the attribute is not

certified this field is empty.

As we already pointed out, when a user is accredited to the TEco, the IdM

creates an account for user’s TId that can be considered as a sort of Meta IAE

of the user. Initially, the IdM only fills the account attributes received from the

certification institution (e.g. for individuals, name, surname, address, etc.). Later,

the Meta IAE will be filled with all the other user’s attributes. Indeed, when the

user creates new attributes to be added to his/her IAEs they will also be added to

the Meta IAE. Similarly, the Meta IAE will also be filled with the certified attributes

created by the institutions with whom the user interact (e.g. achievement of a new

degree, see scenario 5.7).

Based on his/her needs, an individual can create different IAEs (e.g., as a re-

searcher, as a chess player, etc.), choosing for each IAE which information to show

among those associated to his/her own TId (i.e. Meta IAE).

In general, after the user has accessed the TEco s/he can use his/her IAEs with-

out any restriction. In order to improve security, the user can set access credentials

for some IAEs.

Each IAE is completely independent from the others and is seen by counter-

parts as a separate entity. In fact, a counterpart cannot relate all the IAEs belonging

to the same identity. This safeguards an entity’s privacy, since it can use one of its

IAEs without worrying that its true identity is revealed or that one of its IAEs

is associated to others (in the following, we will see how this can be guaranteed

through the use of temporary identifiers).

Each entity must choose a reference IdM in the FIdM which will manage

its TId. A registered entity to access the TEco must logon at the reference IdM

through the planned identification procedure (e.g. based on username/password,

biometric data, cognitive fingerprint [25, 47, 67, 123], etc.). Then, the entity re-

ceives from the IdM the list of all its own temporary identifiers, referred to as
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TempIAEs, specifically generated. Each of them uniquely identifies a specific IAE

and allows the entity to interact within the TEco without logging on to any specific

service. This enables a SSO authentication. While the entity is “connected” to

the TEco, the reference IdM periodically regenerates the TempIAEs and it sends

them back to the entity according to predefined security criteria or upon an entity’s

explicit request. It should be noted that the regeneration of the identifiers does not

require a new logon. The TempIAEs’ validity expires as the entity “disconnects”,

by logging out after an indefinite time.

Besides identity management, the TEco also provides a reputation system based

on several Reputation Management Systems (RMSs), each responsible to col-

lect, aggregate and disseminate data on the reputation of the entities [54]. The

RMSs belong to a Federated Reputation Management System (FRMS), which

manages their interaction. The integration of FRMS and FIdM provides the users

with a high level of mutual trust. In fact, they are encouraged to take appropriate

behavior because they know they are identified with certainty and their past behav-

ior is known to all. The greater mutual trust increases the social capital, intended

as the richness of the interactions between members, which itself affects the repu-

tation system encouraging an active and honest participation and thus increasing

its effectiveness [103].

The FIdM assigns each entity a reference RMS which is also involved in man-

aging the reputation of all its IAEs. At the end of an interaction, an entity is re-

quired to leave an anonymous feedback on the counterparts to its reference RMS.

The latter, in turn, according to the times and rules set by the federation, sends the

feedback to the reference RMS of the recipient entity. An entity can request the

reputation of the other entities to its own reference RMS, which obtains it through

the federation. It is worth recalling that, being independent, each IAE has its own

reputation independently from others. Since a good reputation requires time, this

reduces the proliferation of IAEs (see “newbies” in [33]).
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3.3 Inter Pares Interaction

In the current Internet, the users share information and request services by estab-

lishing interactions. In the TEco, any interaction is always based on a contract

agreed between the parties. We refer to the interaction as Inter Pares Interaction

(in the following reffered to only as “TEco Interaction”) and to the contract as

Negotiated Interaction Agreement (in the following reffered to only as “negoti-

ated agreement”). The negotiated agreement is composed of two parts: the first,

preliminary and fixed, contains the principles and general conditions that oversee

any interaction in the TEco (e.g., to respect owners’ constraints on the data, not

to maliciously alter reputation, etc.). The second part is subject to negotiation and

contains a list of Agreement’s Terms (in the following reffered to only as “term”),

i.e. constraints and preferences established in a formal language, that the parties

agree to comply with. If some constraints in the negotiated agreement are not re-

spected by one of the parts, as terms of a contract with the force of law, can be

asserted in judicial offices. Since, as stated in [33], an entity interacts with the oth-

ers in a given context and assuming a specific role, an Interaction Context/Role

(ICR) for each entity in the negotiated agreement will also be mandatorily negoti-

ated. For instance, the consultation of a website is a typical “interaction” between

end-user and website owner, where the ICRs are: “Website/Surfer” for the end-user

and “Website/Owner” for the website owner.

The negotiated agreement is established through a phase of Negotiation of

the Agreement (in the following reffered to only as “negotiation”), in which each

party sends the other its contract proposal, called Interaction Agreement (in the

following reffered to only as “agreement”), composed of the list of terms that a

party intends to include in the second part. During negotiation, each term can

be modified or accepted to reach the negotiated agreement in its final form. If

all parties agree, the negotiated agreement can be changed at any time. Clearly,

an entity that does not conclude the phase of negotiation can not take part in the

interaction.

The terms, agreements e negotiated agreements are defined through a formal

language. This allows the entity to participate to the TEco interaction through

an Internet Agent, which suggests or takes decisions on the basis of its acquired
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Figure 3.1: Interaction between entities in the TEco.

experience (self-learning), on the type of entity (e.g., individual) and on the con-

text/role (e.g., e-learning/instructor). For instance, in the case of an individual,

human intervention may be required during bargaining. In the context/role e-

commerce/seller, the negotiation phase of the seller is automatically handled by

the Internet Agent and the human intervention is not required, unless expressly

prescribed by the seller. It should also be pointed out that an agreement can be

defined by including only standard terms that are stored in an archive at the FIdM

which also manages an archive of default agreements. A new agreement is cre-

ated by choosing the terms from a list of standard ones through an appropriate

GUI. In order to simplify the negotiation phase, while logging on to the TEco, the

entities receive (similarly to IAEs) lists of predefined terms and agreements from

the FIdM. This way, they can set an agreement for each IAE choosing it from the

default ones. For instance, the entity could select an IAE called “Web surfing”

associated to an agreement called “High Privacy”, requiring counterparts not to

request private information such as the home address.

Figure 3.1 shows how two entities establish a TEco interaction (the schema can

be extended to more than two entities). We use the following notation: TempIAE

for the temporary identifier of an entity’s Internet Alter Ego; PermIAE for the
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permanent one. It is worth recalling that permanent identifiers are never disclosed

to entities. As shown in the Figure, to establish an interaction in the TEco the

following steps must be executed:

• Step 1. Ann requests an interaction to a service provider (SP) providing

IAE’s temporary identifier (TempIAEa) with which she intends to identify

herself and her agreement. Besides indicating her Context/Role (ICRa), Ann

must also communicate to the provider the Context/Role (ICRp) with which

the provider will have to interact.

• Step 2. The SP requests to its reference RMS (RMSp in the figure) the reputa-

tion associated to TempIAEa and related to the context/role (ICRa) provided

by Ann in her agreement;

• Step 3. RMSp requests to the FIdM the permanent identifier (PermIAEa)

associated to TempIAEa;

• Step 4. Once obtained the PermIAEa, RMSp checks if it has the reputation

associated to PermIAEa in the context/role ICRa. If not, RMSp requests it to

the FRMS.

• Step 5. Then, RMSp returns to SP the reputation of TempIAEa in ICRa. It

is worth nothing that SP receives the reputation of Ann’s IAE knowing only

her temporary identifier.

• Step 6. SP decides, based on the received reputation, whether to accept the

TEco interaction request. If so, SP sends Ann the IAE with which it intends

to interact (TempIAEp) and its own agreement. Otherwise, it sends a message

of rejection and abandons the interaction.

• Steps 7-11. The same actions performed in Steps 2 - 6 on SP”s side are

executed on Ann’s side. Step 11 opens the negotiation phase which ends

with the negotiated agreement.

The way to establish a TEco interaction was schematically shown in sequential

steps in order to facilitate the exposure but, actually, some steps may be performed

in parallel (e.g., the negotiation phase). As previously mentioned, the parties may
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express a feedback on counterparts at the end of the interaction.

Nevertheless, to prevent malicious attacks [101] and improve the reputation

system, the TEco adopts some important countermeasures already described in

[33]. After the negotiated agreement is established and before starting a TEco

interaction, an entity’s Internet Agent sends its reference RMS a list of pairs (IAE;

ICR), each referred to an entity it is going to interact with. The RMS, in turn,

sends back the Interaction Token with which the interaction will be uniquely

identified for a predetermined time interval. This token allows the RMS to accept

only feedbacks to and from entities that indeed took part to the interaction and to

make sure that the interaction indeed took place. Therefore, every feedback must

include the interaction token and the TempIAEs of both the judging and the judged

entities. This assures that a feedback is expressed once for each entity involved in

an interaction.

Furthermore, the RMS could release encrypted reputation data with date and

time of encryption. This ensures data integrity and authenticity. This also speeds

up the reputation retrieval, since entities may store the encrypted reputation data

and share them with counterparts without querying the FRMS. Counterparts may

decide whether to query the FRMS on the basis of both the certification date and

the reputation of the entity (too old data may be untrustworthy). We remark that

the presence of a contract having the force of law strongly discourages illicit proac-

tices, as they can be prosecuted.

3.4 Content Management Framework

As mentioned before, one of the objectives of the TEco is to ensure that the entities

are direct owners of the information they produce. To this aim, an important role

is played by the Content Management Framework (CMF), which manages all

data (text, multimedia, IAE’s attributes, etc.) related to the entities. Whenever a

new content is created at a service provider, the CMF automatically creates a link

between the content and the producing entity. These data are physically stored at

the SP or in personal cloud storage systems, local hard disks, etc. In any case, they



3.5 Discussion 26

are property of the entity that produced them, which can decide which access rights

to grant to other entities (reading, modification, deletion, duplication, disclosure,

etc.). Furthermore, the time validity of each privilege can also be established.

Therefore, contrary to what normally happens in the current Internet where the

users are deprived of these rights, in the TEco the users have management and

responsibility of their own data. The CMF ensures that the rights set by the content

owner, with any changes, are disclosed to the other entities and that they respect

such rights. To this end, the CMF tracks the use of contents by entities and, in case

of infringement of privileges, it requests the FRMs to lower the reputation of the

infringing entity and, in extreme cases, that it is excluded from the TEco. Another

duty of the CMF is to “certify” with legal value the publication of a content on

the Internet. This feature is strongly felt by many users in the current Internet.

Let us consider, for example, the case of a university that has issued a call for a

research grant. The CMF must certify: 1) that the URL of the content is accessible

at any time (Where); 2) the date and time (timestamp) of the publication (When);

3) the integrity of the content (What); 4) the authenticity of the publication, i.e.,

that it comes directly and truly by the entity (Who). If the content is modified after

publication, the CMF certifies the four W for all the previous versions, which are

still stored (versioning) and made public. As for RMSs, the CMFs are also part

of a federation, called Federated Content Management Framework (FCMFs),

which manages their interaction.

3.5 Discussion

The TEco is an incremental model which enhances the current Internet without

replacing it. This is one of its strengths as it requires no upheavals in infrastruc-

tures. Furthermore, it does not compel users to adapt to new rules or new software.

The TEco can be developed in parallel with the Internet, leaving the users free to

choose between a deregulated area and a trust area, exactly as in the offline world.

To make it applicable it is necessay that the systems described so far, federated

Identity Management system (IdM), federated Reputation Management System

(RMS) and federated Content Management Framework (CMF) are implemented
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and integrated bearing in mind the characteristics described in this section.

To obtain the permanent identifier associated to a TempIAE (see Figure 3.1 -

Steps 3 and 8) from the federated IdM, the federated RMS must use a specific com-

munication protocol that may be similar to the protocols used in Internet to resolve

domain names. This protocol must ensure that the association between permanent

and temporary identifiers is known only to the two federations. The implementa-

tion of federated RMS also requires that an ontology of the Contexts/Roles and,

for each of them, the Main Features are identified, as explained in [33], to which

the reader should refer for further details.

It is necessary to define a formal language for the specification of Agreement

Terms and Interaction Agreements and to define Standard Agreement Terms and

some predefined Interaction Agreements. It is also crucial for the success of the

TEco the implementation of an efficient Internet Agent that facilitates entities in

all activities related to the TEco. In particular, it could include a plugin which

works during Web navigation (e.g., as done in [32]). This plugin would allow an

entity to request a TEco Interaction by simply entering the address of the website

in the browser and specifying the alter ego s/he intends to use. It will then be the

Internet Agent to handle the request by interacting with the service providers (see

Figure 3.1 - Steps 1 and 6). A TEco Interaction will be established if and only if

the service provider, which also owns a Trusted Digital Identity (TId), accepts the

request. In both cases, the navigation would continue normally, except that a TEco

Interaction will enable all the benefits of the TEco (negotiated agreement, SSO,

reputation, etc.) and a browser icon will indicate that the transaction is performed

in the trust area (as in https). A protocol for negotiation of the agreement is also

necessary to allow the Internet Agents to perform it autonomously.

As already mentioned, the federated CMF has to manage all the contents and

information related to a TId. It uses the same procedure described previously for

the management of the attributes of IAE, i.e., each content is represented with

a tuple [name, value, url_of_certifier]. Furthermore, since each attribute of the

TId can be considered as a content, it will also be managed by CMF. Whenever a

new attribute of an entity is declared, a new record will be added in the CMF. For

instance, following the achievement of the PhD in computer science, a new record

like [PhD, PhD in Computer Science, www.unisa.it/ PascuccioFA/CSPhD] will be
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added for the corresponding TId. To simplify the handling of content for an entity,

its Internet Agent could support the user during the creation of new contents. For

instance, when a user publishes in a blog, his/her Internet Agent suggests a default

repository (the user can chose another one) in which to store the data and then

sends a link to the content to the blog. If the content is already present in the

CMF, the user can simply choose the link without rewriting the text. This would

be totally transparent to the user, who would only compose the content through an

appropriate GUI, while all other activities would be carried out independently by

the Internet Agent.



Chapter 4

Trust, Reputation and

Recommendation Meta Model

In recent years there have been numerous studies aimed at understanding how to

manage online trust and reputation. Nevertheless, in our opinion, all of these stud-

ies have not gone in the same direction. In fact, according to [44, 55, 73, 120, 121],

we recognize the lack of shared bases and goals. Authors in [64] also recognize

the lack of a unified research direction and note that there are no unified objectives

for trust technologies and no unified performance metrics and benchmarks.

In fact, there are many models in the literature that treat trust and/or reputa-

tion contradictorily. For instance, some models use calculation methods based on

the transitivity of trust while some authors demonstrate that trust is not transitive

but propagative [103]. Other models calculate trust/reputation without taking into

account properties deemed essential by some authors (e.g., context-specific, event-

sensitive, etc.) [61, 103].

Lastly, differently from other areas of computer science, there is not a well-

defined set of testbeds for comparing models [44]. Validations are not performed

through a comparison of the results with other models because often they are nei-

ther reproducible nor comparable [63]. Almost always the data are not shared and

therefore validations use different data even in the same application domain [69].

It rises from the above reasons the urgency of reaching a standard trust and repu-

tation model.
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In this Chapter we lay the foundation for the formulation of a meta model to be

shared with researchers in the field, defining properties, characteristics, methods

and best practices to which Trust, Reputation and Recommendation (TRR) models

should be compliant. We draw inspiration from similar proposals in the literature

[64, 73, 74, 120]. Our meta model is also the result of a critical review in which

we have recognized strenghts and weaknesses of the most important existing TRR

models [17, 61, 99].

However, differently from the above cited works, we define a meta model with

real requirements for the definition of TRR models. The main purpose of the meta

model is to facilitate the definition of a generic TRR model. In fact, the meta

model explains how to create, step-by-step, a compliant model. Among others,

a standardization is needed to determine the fundamental properties which must

be present in a TRR model, thus avoiding that the models do not take them into

account. Designing a TRR model in a standard manner will also facilitate the reuse

of some of its parts.

Another goal is to introduce a pre-standardized TRR model for e-commerce.

Obviously our model does not claim to be final, since the intention is to propose

a basis on which researchers will be able to discuss and, “speaking the same lan-

guage”, establish a common objective and select the best proposals [61].

In the following we firstly describe related work; then we present our meta

model. Finally, we introduce a pre-standardized TRR model for e-commerce fol-

lowing our meta model and then we draw some conclusions and outline future

work.

4.1 Related Work

Several papers [61, 87, 103] review the most important TRR models. Conversely,

to the best of our knowledge, only a few propose meta models to facilitate the

definition of standard models. Many authors, among which [44, 64, 73, 120, 121,

128], emphasize the lack of common understanding and shared description in trust

models.

Authors in [73] describe an interesting pre-standardized approach for trust and/
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or reputation models for distributed and heterogeneous systems. They also survey

several representative trust and reputation models, describing their main character-

istics, with the objective of extracting some common features from them in order

to obtain a set of recommendations for a pre-standardized process. In their view,

a generic model should consist of the following five components: gathering be-

havioral information; scoring and ranking entities; entity selection; transaction;

rewarding and punishing entities.

Authors in [128] deal with the federated trust management. Trust manage-

ment in federated environments, as in service-oriented architecture (SOA), will

introduce additional complexity. In these environments, it is necessary that dif-

ferent trust management systems can interoperate. Complexity increases because,

as many authors complain, there is no consensus on what constitutes the trust.

There is the need for a way of representing trust that may be understood by all

parties involved. Authors also stress the need for a shared understanding and they

identify important aspects of trust frameworks. In order to systematically study

the requirements rising from federated trust management, they classify these prob-

lems into five aspects: trust representation; trust exchange; trust establishment;

trust enforcement; trust storage. Then they propose a conceptual architecture for

federated trust management.

An approach for building a generic trust model, called UniTEC, is also de-

scribed in [64]. Authors identify the following dimensions of the trust relationship:

trust measure; trust certainty; trust context; trust directness; trust dynamics. Then,

they map these concepts on the components of their generic trust model. With this

approach, built on the observation, the outcome of each trust model can be mapped

onto UniTEC and it is also possible to compare models with each other. However,

during mapping to the generic trust model details of the trust model are lost [120].

Authors in [120] created a generally applicable meta model, called TrustFra-

MM, which aims at creating the common ground for future trust research in com-

puter science. As authors declare, their meta model was born from the idea of

identifying identical functionalities in different available trust frameworks. Us-

ing their meta model any trust framework can be described as a set of standard

elements of the TrustFraMM. The authors expect to get several common imple-

mentations so that it will be possible to apply Model Driven Architecture to trust
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management. This way, it will be easier for researchers and developers to find

new solutions also in domains that have not yet been explored. The proposed meta

model is only at its first version. The authors plan to further detail the identified

elements taking into account the proposals of the other researchers.

In [121] the TrustFraMM meta model is extended to be used in the design

process. The authors describe a systematic approach for the design of trust frame-

works. The basic idea is that in trust framework design there are typical aspects

that restrict the possible solutions. For this reason, the authors believe that, by

using tested and approved procedures, the design of a trust framework is an ex-

ploratory process. Therefore, a designer can select the elements of TrustFraMM

suitable for his/her specific implementation.

An investigation of trust-based protocols in mobile ad-hoc networks is reported

in [92]. The authors also provide a set of properties and essential concepts that

should necessarily be considered by trust framework designers in these environ-

ments. In addition, methods for the management of trust evidences are categorized.

Although some concepts are only briefly exposed and not explained in detail [120],

the work provides some important insights on trust management.

As remarked in [110] and [111], the existing works do not well address how

to request and obtain recommendations and how to manage attacks and protection

mechanisms. Our meta model, besides identifying some crucial aspects in the

building of trust/reputation, addresses researchers on how to “think of ” and define

a standard TRR model. The meta model “forces” to deal with some fundamental

aspects which are often neglected in many of the proposed TRR models.

Lastly, our TRR model for e-commerce provides both an application of the

proposed meta model and many starting points about trust and reputation manage-

ment.

4.2 Definition of the TRR-Meta Model

In this section, based on observations and literature, we define a TRR meta model

whose objective is to facilitate the definition of TRR models and the identification

of standard models for any particular context.
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Figure 4.1: TRR Meta Model - Main Components of Information Management.

Our meta model has been divided into two parts, which list a series of infor-

mation that shall be provided to build a TRR model compliant with our TRR meta

model. This information will also be useful to make the various TRR models more

understandable and classifiable. Part 1 is preliminary for the second and covers

the fundamental principles and the basic information on which the TRR model is

based. Part 2, instead, specifies the way in which information is handled, i.e. it

contains the actual definition of the model.

Following our meta model every TRR model should provide a mechanism to

gather the information produced by the entities participating in the system. Then

this information should be stored and made available to a recommendation system.

This one, using this information, will advise the entity with which counterpart to

relate to, according to its needs. Figure 4.1 shows the components of our TRR

meta model for the information management.

As mentioned in Section 1, in this section we will only list the requirements of

the meta model, and will motivate and explain in more detail the choices made in

the next section, where we will apply the meta model to define our TRR model for

e-commerce.
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4.2.1 TRR Meta Model Part 1 - Basic principles

1. Scope. The community referred to by the TRR model (e.g.: social net-

works, company, e-commerce, etc.). This information is useful to classify

the model;

2. Goals. The objectives of the TRR model. This information is necessary to

let researchers and developers properly use the model.

3. Fundamental Concepts. Basic concepts underlying the TRR model justify-

ing the choices made. This point should be carefully described, as it is very

important to have solid and commonly accepted basic principles on trust and

reputation otherwise the proposed solutions lack any foundation.

4. Contexts/Roles Ontology. All the contexts/roles in which the TRR model can

be used (e.g. e-commerce/buyer, e-commerce/seller) [17, 64, 120]. Although

it may be challenging to identify the most suitable contexts/roles ontology, it

is still essential to have a shared basis on which to think and discuss. Without

a shared ontology of contexts it will be complex to reuse metrics or parts

of models defined by other authors. Therefore, following the fundamental

concepts at the previous point, the TRR model shall specify:

(a) Context/Role Main Features (MF). The main features that contribute to

build the trust (reputation) for each context/role (e.g. “quality”, “relia-

bility”) [61, 103].

(b) Main Features Values (MFV). Value domain which can be assigned to

each MF (e.g. “good”, “poor”, [0,1], etc.).

(c) Main Features Measurement. The metrics for each MF. They shall

respect two conditions:

i. Negative ratings decrease the value of the MF;

ii. Positive ratings increase the value of the MF;

(d) Trust/Reputation Measurement. The specific metric for trust/reputation

for each context/role (it is possible that some contexts/roles share the

same metric);
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5. Malicious Attacks. List of all attacks that can undermine the TRR model

[56, 110]. A detailed understanding of the threats that may make the model

unreliable helps to define a more effective TRR model. Many models are

defined without taking into account the malicious attacks. This point shall

be constantly updated as new attacks are periodically identified;

4.2.2 TRR Meta Model Part 2 - Information Management

1. Entity management. The entities shall be distinguishable from each other

within the system, otherwise it would be impossible to assign a value to their

trust/reputation. For this reason it is necessary that the TRR model defines

how the involved entities are managed. In the management of the entities

(users, services providers, etc.) the following aspects shall be kept in mind:

(a) Longevity. After each interaction with an entity there should be the

possibility of having other interactions with it in the future [61]. In

practice, it shall be impossible or difficult and above all not convenient

to change identifier.

(b) Privacy. The protection of privacy has become a crucial aspect and

more and more users require that their private data are protected. An

unclear privacy policy may discourage the participation of honest users.

It should be specified whether and how the privacy of users is protected;

(c) Anonymity. It should be specified whether and how the users have the

option to be anonymous;

(d) Initial values. It shall be specified which initial values are assigned to

the trust/reputation of the new entities (newcomers). The assignment

of an incorrect or not consistent initial value to newcomers could affect

the effectiveness of the system. This is almost always ignored in many

models;

2. Information Gathering. It shall be specified in which way the values of the

main features are gathered for each context/role [73, 82, 120]. Therefore,

the TRR model shall specify:



4.2 Definition of the TRR-Meta Model 36

(a) which passive mechanisms (without user intervention) for information

gathering are used;

(b) which active mechanisms (the user gives explicit feedback) for infor-

mation gathering are used;

(c) how the authenticity of the information is preserved (Authenticity).

In any case, the values collected or assigned by the user must be consistent

with those reported in Part 1.

3. Information Storing. Besides indicating how the information on the MFs is

stored, the TRR model shall specify:

(a) whether one party of a transaction (agent/resource) cannot deny having

received/expressed a rating (Non-Repudiation);

(b) whether and how the information is aggregated (Aggregation);

(c) whether and how the oldest information is taken into account (History);

(d) whether and how the oldest information is less influential than the most

recent (Aging);

4. Information Sharing. All users shall have access to the same information

(Democracy). The TRR model may specify:

(a) whether all the necessary knowledge (rules, procedures, etc.) to inter-

pret and manage the information shared by the system is made available

(Knowledge);

(b) whether the information is easily understood (Clarity);

(c) whether the system is easy to use (Usability);

(d) whether it is possible to trace or contact the raters (Untraceability);

5. Recommendation System. A mechanism to “advise” the user which entities

to interact with in a given situation (context/role). Some systems may only

collect and share information about the entities. If the TRR model includes

a recommendation system, it shall describe in detail the “decision-making

process” used;
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6. Incentive Mechanism. After a transaction, the users usually have no incen-

tive to give a rating about the other party. To be successful, a TRR model

should encourage the participation of honest users and discourage dishonest

behavior [61]. Therefore, being this a fundamental aspect, the TRR model

should describe in detail the incentive mechanism used [62];

7. Malicious Attacks Resilience. In general there can not be a system com-

pletely immune from attacks by malicious users. Nevertheless, it is possible

to make malicious behaviors inconvenient. The TRR model should indicate

whether the system is resilient to the attacks listed in the first phase and if

there are weaknesses.

4.3 A Pre-Standardized Trust and Reputation Model

for E-Commerce

In this section, we propose a pre-standardized TRR model for e-commerce whose

definition has been carried out following our TRR meta model. Here we outline

the features that, in our view, must necessarily be part of a standard model. The

purpose of this section is to provide an example of application of our meta model,

which is helpful for creating models for various contexts (e.g. product review; ex-

pert sites; autonomous system; wireless sensor networks; mobile ad-hoc networks;

mobile agent system; service-oriented architecture; etc.).

4.3.1 TRR Model for E-Commerce Part 1 - Basic principles

1. Scope. The model is applicable in the context of selling products online

(e-commerce).

2. Goals. Providing an entity with reliable information on the conduct of the

other party in the context/role in which they will interact.

3. Fundamental Concepts. A common definition of Trust and Distrust is that

from [45]: “Trust is a particular level of the subjective probability with

which an agent assesses that another agent or group of agents will perform
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a particular action” (symmetrically for distrust). We adopt the definition of

trust based on the former encounters between two agents: “Trust is a subjec-

tive expectation an agent has about another’s future behavior based on the

history of their encounters” [81]. Here an “encounter is an event between

two agents within a specific context”.

Furthermore, we adopt the following definition of Reputation: “what is gen-

erally said or believed about an entity’s character or standing” (word of

mouth) [61].

Reputation clearly has a global aspect whereas trust is viewed from a local

and subjective angle.

In the light of the above arguments, a recommendation system, besides rely-

ing on reputation, should allow an entity to consider any private information

in its possession (direct trust). For example, an entity may build its own

trust-chain, i.e. a periodically updated local store which includes trust data

of the other entities of which the entity has direct knowledge.

As regards trust and reputation, in agreement with [61, 88, 103], we consider

of primary importance one aspect that is often overlooked by many authors:

Trusting Ann as a doctor is not the same as trusting her as an aircraft pilot.

This is also true for the reputation and suggests that trust and reputation

are dependent on the context and the role (Context/Role-Sensitive). There-

fore there can be no single evaluation method for trust and/or reputation that

is applicable in all contexts\roles and thus it is essential to identify a Con-

texts/Roles Ontology.

In addition, each context/role has its own peculiar characteristics (main fea-

tures) that contribute to a greater extent to build trust (subjective expectation)

or reputation (word-of-mouth) of an entity. For instance, a high level of trust

(reputation) in an online store might arise from its positive ratings received

on product quality, assortment, etc.

Another major point is the way in which inhomogeneous values are com-

monly aggregated. In fact, the aggregation of all the features values in a

single trust (reputation) score causes a significant loss of information, and

produces an unreliable result. For example, we believe that aggregating the
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ratings regarding product quality with those regarding assortment has nei-

ther a logic nor a theoretical justification. For this reason, in our model we

maintain separate values for each main feature.

In this section we cannot ignore a series of other fundamental properties of

trust and/or reputation [61, 103]:

(a) Subjective: subjective nature of ratings leads to personalization of trust/

reputation evaluation.

(b) Relational: as two members interact with each other frequently, their

relationship strengthens, and trust (reputation) will increase if the ex-

perience is positive and decrease otherwise.

(c) Dynamic: trust and reputation decay with time, hence new experiences

are more important than old ones.

(d) Propagative: if Ann knows Bob who knows Clair, and Ann does not

know Clair, then Ann can derive some amount of trust on Clair based

on how much she trusts Bob and how much Bob trusts Clair.

(e) Non-Transitive: if Ann trusts Bob and Bob trusts Clair, this does not

imply that Ann trusts Clair. Propagation does not imply transitivity.

(f) Asymmetric: Ann trusts Bob does not imply that Bob trusts Ann.

(g) Slow: high trust and good reputation take a long time to build, i.e., they

grow slowly.

(h) Event sensitive: a single high-impact event may destroy trust (reputa-

tion) completely.

(i) Indirect Trust: trust can be based on second-hand information about an

entity that one does not know directly.

(j) Direct Trust: first-hand information should always be the most reliable.

4. Contexts/Roles Ontology. In the context of e-commerce we identify the fol-

lowing contexts/roles: e-commerce\seller and e-commerce\buyer.

(a) Context/Role Main Features (MF). We identified the following main

features (see Figure4.2):
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For each MFV in the e-commerce/buyer, two values are kept: number

of transactions (necessary to recalculate the average) and the average

amount spent (the actual measure of the Reliability). The following

properties are valid:

i. Transactions with a spent amount lower than average decrease the

value of the feature;

ii. Transactions with a spent amount higher than average increase the

value of the feature;

(d) Trust/Reputation Measurement. As shown in the following, the model

does not deal with the computation of a value for trust\reputation. It

only collects information on the past behavior of the entities, that is

made available for subjective evaluations.

5. Malicious Attacks. The most common attacks are the following (detailed

definitions are in [43, 56, 110]):

(a) Whitewash: a user with a poor reputation, obtains a new identity to

erase his/her previous reputation;

(b) Sybil Attacks: a dishonest user attempts to obtain multiple identities to

cheat the reputation system;

(c) Traitor: a user with low reputation behaves well until s/he reaches a

good reputation. Then s/he resumes his/her dishonest behavior;

(d) Fake transaction: a user creates ad-hoc transactions only to express a

rating. Although transaction costs may be required, it could be equally

convenient to bear the costs in relation to the benefits achieved;

(e) Slander: a user acquires many identities (sybil attack) and then pro-

vides negative feedback to decrease the reputation of the victims;

(f) Promote: a user acquires many identities (sybil attack) and provides

positive feedback to increase the reputation of a target;

(g) Slander+Promote: both Slander and Promote are exploited at the same

time;
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(h) Self-promote: a user gives positive feedback on subjects in whose s/he

is not interested to increase his/her own reputation, and then provides

dishonest feedback on the victims;

(i) Oscillation: some users acquire many identities (sybil attack) which

are divided into two groups with different roles. A group focuses in

giving dishonest feedback on target, while the other focuses in increas-

ing its reputation by providing honest feedbacks. The roles of the two

groups dynamically alternate;

(j) Ballot stuffing: a user gives many ratings so as to affect the reputation

of the target;

(k) RepTrap: some users acquire many identities (sybil attack) forming a

coordinated group to become “majority”. The group gives many nega-

tive ratings on the targets (users with a few feedbacks, called “traps”)

to exceed the majority of feedbacks. In this way, the system will judge

the negative feedback expressed by dishonest users as “consistent” with

the reputation of the target and, on the other hand, as “inconsistent” the

feedback provided by honest users.

The final effect will be that the honest users will have their reputation

lowered and the dishonest users will have it increased. Many traps will

be disseminated in the system. The side effect is also to reduce the total

number of honest users with high reputation;

(l) Denial of Service: a DOS is caused to avoid the calculation and dis-

semination of reputation;

(m) Exit: a user who has decided to leave the system is no longer interested

in his own reputation and can behave dishonestly without worrying

about the consequences;

(n) Context/Role Sliding: a user attempts to gain a good reputation in the

contexts/roles where it is easier and cheaper to get it and then have ma-

licious behaviors in other contexts/roles exploiting the high reputation

gained;

(o) Orchestrated: a user organizes attacks using various of the strategies
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listed above;

4.3.2 TRR Model for E-Commerce Part 2 - Information Man-

agement

1. Entity management. This model works with any Identity Management. Nec-

essary and sufficient condition is that the entities are distinguishable from

each other.

(a) Longevity. Even though the entities can change their identifier, it is not

advantageous: the newcomers are recognized because they have a few

ratings.

(b) Privacy. Neither data on users nor data on content of transactions are

stored, thus privacy is preserved. Furthermore, the average value of

purchases it is not a “sensitive” information (see next point 3);

(c) Anonymity. The users are uniquely identified by an identifier and there-

fore remain anonymous;

(d) Initial values. Newcomers have no initial assigned value;

2. Information Gathering. Following a transaction, the buyer (seller) can ex-

press his own evaluation of the seller (buyer) (relational property). Users,

depending on the context\role, shall express a rating on the specific MFs

identified in Part 1.

(a) The ratings expressed by the seller against the buyer (the amount of

a successful transaction) could be automated and considered a passive

mechanism for information gathering;

(b) The ratings expressed by the buyer against the seller (explicit feed-

backs) are an active mechanism for information gathering;

(c) Information authenticity can be preserved using SAML assertions [22];

3. Information Storing. As mentioned in Part 1, a rating produces a list of

values, one for each MF in the context/role. In general, with respect to an



4.3 A Pre-Standardized Trust and Reputation Model for E-Commerce 44

entity and to the context/role under which the interaction took place, the NoR

received for each MFV is stored. These values are categorized according to:

context/role, MF and MFV (see Figure 4.2).

(a) Non-Repudiation: since ratings can be only given following a transac-

tion, neither party can repudiate the ratings concerning it;

(b) Aggregation. In the e-commerce/seller context/role, as a result of a rat-

ing, the NoR of the corresponding MFV is increased by 1. For instance,

if a buyer assigns poor to the Cheapness of an online store, the NoR of

the MFV poor related to the MF Cheapness is increased by 1 (see the

dashed boxes in Figure 4.2). In this way we avoid to aggregate inhomo-

geneous information. In the e-commerce/buyer context/role, following

a rating the value of the MF Reliability is updated by increasing by 1

the total number of transactions and recalculating the average amount.

(c) History. The history can be managed by storing the time in which a

rating is expressed. As time passes, the past ratings may need to be

aggregated. In this case, in the e-commerce/seller context/role, the ag-

gregation of the values of the MF is obtained by adding the NoR of the

corresponding MFV.

In the e-commerce/buyer context/role, the history is managed similarly

with the only difference that the aggregation of the values of the relia-

bility of the buyer is obtained by adding the total number of transactions

and then re-calculating the average;

(d) Aging. The oldest information should be given less importance than

the most recent. Who uses it should decide how to weight it (dynamic

and subjective properties);

4. Information Sharing. All users, without distinction, can access to the same

information (Democracy). Only the average amount spent, used to measure

the Reliability of the buyer, is published, while the number of transactions is

kept confidential. Furthermore:

(a) Knowledge. To interpret and manage the information shared by the

system it is sufficient to know how the data are stored (Figure4.2);
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(b) Clarity. The information is evidently easy to understand;

(c) Usability. The user is required to make an assessment on the interaction

by simply choosing values from lists;

(d) Untraceability. The ratings are stored as described in point 3. There-

fore it is not possible to identify the raters;

5. Recommendation System. This model is only concerned with gathering,

aggregating, storing and sharing ratings without including a Recommenda-

tion System. At the same time, however, the ratings expressed on the past

behavior of users (indirect trust) are made available divided into two con-

texts/roles. This enables an easy build of a custom Recommendation Sys-

tem (subjective property) effective to identify the right entities to interact

with in a given situation (propagative property). Moreover, as already men-

tioned, the user’s private information may also be managed by means of the

trust-chains (direct trust). We believe that the Recommendation System in its

decision-making process should ensure that:

• the recent positive ratings should have low impact on reputation (repu-

tation lag);

• even a single recent negative rating has a strong impact on reputation

(event sensitive);

6. Incentive Mechanism. We adopt the incentive mechanisms based on finan-

cial rewards presented in [76]. In addition, dishonest users are discouraged,

as shown in the following.

7. Malicious Attacks Resilience. The aim of our model is to make the user

aware of the history of the counterpart: it will be the user, in a subjective

way, to decide how much trust to place in it from time to time. Particular

attention must be paid to the way in which the reliability of the buyer is han-

dled. Firstly, we highlight that the transactions always have a cost: that of

the purchased good/service. Therefore, a buyer who wants to increase his re-

putation maliciously should carry out transactions spending a lot of money.
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This is a pretty strong disincentive that protects the system from many at-

tacks. Another technique might perform a behavioral analysis to identify

users who make many low value transactions.

In line with some consolidated solutions [56, 72, 109], we can deduce that

the effectiveness of the following attacks is reduced for the following rea-

sons:

(a) Whitewash and Sybil Attacks: newcomers are not assigned any initial

value, therefore who interacts with a newcomer will be aware of this

and will be able to take all the necessary precautions.

(b) Traitor: the number of ratings with negative values will be known to

the users, thus the objective of the attacker will be nullified.

(c) Fake transaction, Promote, Ballot stuffing and Exit: the danger of at-

tack is severely curtailed from the application of mechanisms to dis-

courage dishonest behavior. Furthermore a rating can only be expres-

sed only as a result of a transaction, whose cost discourages malicious

user to make fake transactions.

(d) Slander: if an entity receives a lot of negative ratings from newcomers

it would understand it is under attack and would avoid future interac-

tions with them. In addition, the same mechanism of Promote is also

effective in this case.

(e) Slander+Promote, Self-promote, Oscillation and RepTrap: being cur-

tailed the danger of Slander and of Promote, a simultaneous attack is

not very effective as well.

(f) DOS: the system for the management of the ratings must provide mech-

anisms (e.g. the use of message queues and/or of a decentralized sys-

tem) to handle the sudden increase in requests.

(g) Context/Role Sliding: this threat is avoided by maintaining separate

transactions for contexts/roles;

(h) Orchestrated: by limiting all of the above threats, this threat is limited

too.



Chapter 5

Scenarios of the Trust Ecosystem

In this chapter we will describe some of the scenarios that can make clear advan-

tages, ease of use and potentiality of the Trust Ecosystem (TEco). In the first three

scenarios we will show the backend of the accreditation process to the TEco, Sin-

gle Sign-On (SSO) and the management of Internet Alter Egos (IAEs) by the user.

Following, we will describe some situations arising in the current Internet, show-

ing how they would developed in the TEco, and how some of the issues described

in the previous sections would find solution or would not occur at all.

In the description of the scenarios we will assume that the user device is equip-

ped with a software called TEco-Console, which allows him/her to establish inter

pares interactions in the TEco. It also allows the user to manage all information

concerning him/her and greatly simplifies the user experience compared to the cur-

rent Internet/Web as we will show through some GUIs. The TEco-Console, also

thanks to the Internet Agent present within it, assists the user in the management

of his/her own IAEs, in the login/logout through the SSO, in the visualization

of the standard Interaction Contexts/Roles (ICRs), etc. In particular, the Internet

Agent, based on experience, suggests the most appropriate ICR and IAE in all

circumstances. The TEco-Console can be launched traditionally through an O.S.

command. Nevertheless, it could also be launched through a specific key on the

keyboard (e.g., a completely new key or a Function Key, see Figure 5.2). Figure

5.1 shows two possible versions of its main interface.

Furthermore it is assumed that browsers are compatible with the TEco, i.e.,
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the button “TEco Out” or by closing the window. The buttons “TEco In” and “TEco

Out” are present both in the TEco-Console (see Figure 5.3) and in the window of

the relying party’s properties (see Figure 5.5).

By clicking on “TEco In” the agent sends to the relying party the request of

interaction together with the Alter ego and the Agreement chosen by the user. To

establish interaction in the TEco the agents exchange various details (as shown in

section 3.3) that have not been reported in the described scenarios because they

are hidden from the user. In general, the Website interfaces are the same both in

the TEco and in the current Web. Nonetheless, some websites can also provide

specific interfaces for TEco users. For instance, websites may omit login masks,

password recover and Captcha controls [2], they could offer new and innovative

services reserved only to them.

5.1 Scenario 1: TEco accreditation.

In this scenario is shown how to manage own digital identity in the

TEco.

In the TEco each user owns a Trusted Digital Identity (TId) managed by an

Identity Management system (the reference IdM) which, among other things, keeps

the references to all the data that “belong” to the user (e.g. attributes). In addition,

throught the Content Management Framework, the reference IdM manages all con-

tent produced by the user. In this way, the digital identity is not fragmented and

the user always can trace all the data concerning him/her. Below we describe how

a natural person, Bob, can get his own TId using the “TEco accreditation” process

(see Figure 5.6).

1. Bob contacts one of the IdMs adhering to the TEco and asks for accredita-

tion;

2. The IdM, through the form shown in Figure 5.7, asks Bob to choose the

credentials to access the TEco. The IdM decides the type of credentials

to provide (e.g. username/password, biometric data, etc.) by adapting its

security standards to new technologies over time;
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Figure 5.5: Information about an IAE in the TEco.
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Figure 5.6: TEco accreditation sequence.



5.2 Scenario 2: Single Sign-On in the TEco 54

3. Bob sends access credentials, its own national identification number, city of

residence and an email address to the IdM;

4. The IdM creates a registration account to the TEco that, however, will not

allow the user to access until it will be certified;

5. The IdM requires the certification of Bob’s identity to the Municipal Registry

Office of his city. To this extent, it sends him the pair (RegistrationCode,

national identification number);

6. The IdM provides Bob with the result of the request sending him a Registra-

tionCode that uniquely identifies the request;

7. As soon as possible, Bob must go, with an ID document, to the Municipal

Registry Office in order to confirm the registration associated with the pair

(RegistrationCode, national identification number);

8. The Municipal Registry Office checks if the national identification number

indicated in the registration request belongs to Bob. If the data is correct the

registration will be certified, otherwise it will be canceled;

9. The Municipal Registry Office tells Bob the verification result;

10. The Municipal Registry Office tells the IdM the outcome of registration ver-

ification with its RegistrationCode;

11. The IdM creates the Bob’s Trusted Digital Identity;

12. The IdM communicates the result of accreditation to the TEco process to

Bob becoming its reference IdM.

From now on, Bob owns a TId and will have access to the TEco as shown in

Scenario 5.2.

5.2 Scenario 2: Single Sign-On in the TEco

This scenario show the Single Sign-On in the TEco.
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IAE NAME:  
IAE DESCRIPTION:  
IAE ICON:  

ATTRIBUTES 
NAME VALUE / URL OF VALUE URL OF CERTIFIER 

Default-IA   

   
   

 

 

 

Figure 5.10: Creation of a new Internet Alter Ego.

provide some predefined IAEs for generic interactions. When the relying party, e.

g. a bank or an institutional office, already has the user’s data, it could create an

IAE and send it directly to him/her . In order to increase privacy and security, it

can also restrict access and use of the IAEs by setting credentials (e.g., password,

biometric data, etc.).

In addition, to simplify the management of the IAEs, each of them can be

customized by setting some attributes like name-IAE, IAE-description, IAE-icon,

etc.

It should be pointed out that the parties only exchange IAEs’ temporary iden-

tifiers (i.e. tempIAE), while the permanent ones and the customization data (e.g.

IAE-name, IAE-description, IAE-icon, etc.), for security and privacy reasons, are

never revealed to the relying parties. Actually, IAEs’ permanent identifiers are

even unknown to the owners as they only receive periodically generated temporary

identifiers by IDMs (see Section 3.2).

5.4 Scenario 4: Web surfing

This scenario illustrates how a user can establish an interaction

in the TEco while surfing the Web without additional efforts and with

indisputable advantages. It has been chosen to show the interaction
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IAE NAME: WebSurfing-AE 

ATTRIBUTES 

NAME VALUE / URL OF VALUE URL OF CERTIFIER 

Nickname Bobby  

Default-IA WebSurfing-IA  

 

 
INTERACTION AGREEMENT: WebSurfing-IA 

TERM VALUE 

ICR Website/Surfer 

ICR-RelyParty Website/Owner 

Privacy Level High 

… … 

 

Figure 5.11: An Alter Ego and an Agreement to surf the Web.

from the user’s viewpoint, omitting communication details between the

Internet Agents. It is assumed that the user has already logged in the

TEco.

As we have seen, the use of IAEs in the TEco allows users to decide what

personal information to share with other parts. In this case, to surf the Web us-

ing the TEco, Bob created a specific IAE named WebSurfing-AE and, to maintain

the complete anonymity, only provided the nickname Bobby. In addition, he cre-

ated an agreement in which included the term Website/Surfer as his ICR and Web-

site/Owner as counterparties’ ICR as well as the term “Privacy level: High” to

impose on the counterparties to respect his privacy and anonymity. To this extent,

counterparties can not ask private information in addition to those included in the

IAE (see Figure 5.11). Thus, Bob can use the TEco and continue to surf the Web

in the same manner as he usually does with the only addition of choosing an IAE.

In practice, Bob:

1. opens the browser;
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IAE NAME:Teacher-AE 

ATTRIBUTES 

NAME VALUE / URL OF VALUE URL OF CERTIFIER 

Nickname Prof. Mario  

Default-IA Teacher-IA  

City Salerno www.comune.salerno.it* 

Profession Full professor www.miur.it** 

Subject Software Engineer www.miur.it** 

 * Municipal Registry Office of Salerno 

 **  Ministry of Education, Universities, and Research (MIUR) 

 
 

INTERACTION AGREEMENT: Teacher-IA 

TERM VALUE 

ICR eLearning:SoftwareEngineer/Teacher 

ICR-RelyParty eLearning:SoftwareEngineer/Student 

Service Cost 50€/hour 
Accepted payment methods Advance payment 

… … 

 

Figure 5.18: Alter Ego of Teacher Mario and his agreement.

Prof. Mario, through an interaction in the TEco, signed up for an advertising

website to express his availability to give online lessons about software engineer-

ing using the alter ego Teacher-AE. He linked an agreement to that IAE in which

he included the terms “Service Cost: 50C/hour” to indicate the hourly cost of the

lessons and “Accepted payment methods: advance payment” to request advance

payment of his lessons (see Figure 5.18). Alice is a student interested in receiving

online lessons about software engineering.

1. Using the alter ego and the agreement represented in Figure 5.19 Alice

makes some online research and find the following advertisement: “Prof.

Mario - Salerno (Italy), professor of software engineering, gives online lessons

at the cost 50C/hour” (see Figure 5.20).

2. Alice decides to click on the link of the advertisment that redirects her to

prof. Mario’s web page (see Figure 5.21 );

3. Alice contacts prof. Mario clicking on the button “Contact”;
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Figure 5.24: Notification of a TEco interaction acceptance with details.
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IAE NAME: Amazon-AE 

ATTRIBUTES 

NAME VALUE / URL OF VALUE URL OF CERTIFIER 

Nickname Bobby  

Default-IA Amazon-IA  

Address Condotti street, Rome  

Default-URL amazon.com  

 

INTERACTION AGREEMENT: Amazon-IA 

TERM VALUE 

ICR ecommerce/buyer 

ICR-RelyParty ecommerce/seller 

Maximum amount 100€ 

Payment methods Credit card 

Credit Card 9999-2222-0000-1111 

… … 

 

Figure 5.25: Bob’s IAE named Amazon-AE

5.6 Scenario 6: InterPares Interactions

This scenario describes some interactions of a user who wants to

shop on several e-commerce websites in the TEco. It is supposed that

the user has already logged in the TEco.

Buying on Amazon.com

We suppose that Bob has made several purchases in the past from a seller for

whom he has a great trust level (e.g., Amazon.com). In the TEco he can speed up

the interaction by creating a specific alter ego (e.g., Amazon-AE) and associating

an agreement with it (see Figure 5.25).

In this way, Bob can shop on Amazon by simply opening the browser and typ-

ing its url “www.amazon.com”. His Internet Agent associates this url with default

one of Amazon-AE alter ego. Thus, it sends to Amazon the request to interact in the

TEco with alter ego Amazon-AE and its associated agreement. Since Bob’s agree-
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IAE NAME: TrustworthyEcommerce-AE 

ATTRIBUTES 

NAME VALUE / URL OF VALUE URL OF CERTIFIER 

Nickname Bobby  

Default-IA Amazon-IA  

Address Condotti street, Rome  

 

 

INTERACTION AGREEMENT: Amazon-IA 

TERM VALUE 

ICR ecommerce/buyer 

ICR-RelyParty ecommerce/seller 

Maximum amount 100€ 

Payment methods Credit card 

Credit Card 9999-2222-0000-1111 

… … 

 

Figure 5.28: Bob’s IAE named TrustworthyEcommerce-AE.

names it in TrustworthyEcommerce-AE (see Figure 5.28), leaves the same Default-

IA (i.e. Amazon-IA) and does not set any default url.

When Bob wants to shop on a trusted seller (e.g. eBay), he can do the follow-

ing:

1. open the browser and types the url “www.ebay.com”;

2. run the TEco-Console;

3. his agent highlights the IAE TrustworthyEcommerce-AE with the ICR ecom-

merce/seller it has already used in the previous interactions with eBay;

4. click on TEco-In button in order to confirm the suggestions of his agent who

will require an Inter Pares Interaction to eBay.

Otherwise, Bob can:

1. run the TEco-Console;
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2. double-click on the IAE TrustworthyEcommerce-AE and type the URL

www.ebay.com in the browser address bar since the agent will require an

Inter Pares Interaction.

As we can see, this is the same scenario of Buying on Amazon.com except for the

second case in which Bob must type the url in the browser.

5.7 Scenario 7: TEco Inter Pares Interactions with

Banks and Institutions

This scenario describes how new attributes created by organiza-

tions and/or institutions are associated with the TId. Moreover, it is

also shown how in some cases, for example in the case of a bank, a

predefined IAE is sent to the entity. It is supposed that the user has

already logged in the TEco.

New attributes produced by institutions.

We suppose that Bob obtains the PhD in Computer Science at the University of

Salerno. Then, the University will send an interaction request in the TEco with the

ICR CertifiedData/Producer to Bob. In this way, Bob can link his new degree in

his certified attributes list. Later, when Bob will read the communication, he can

accept or reject the University request.

Hence, Bob should only accept the request: it will be his agent to add the PhD

in Computer Science into the certified attributes list of his Meta IAE linking the

University of Salerno as certification institution. Bob’s agent will send the notifi-

cation of acceptance to the University indicating the ICR CertifiedData/Consumer.

Bank Account.

We suppose that Bob opens an online bank account using an interaction in the

TEco. So, the bank will be able to create and send the reference IdM of Bob a
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specific IAE (e.g. BankAccount-AE) with only the strictly necessary data to allow

him to manage his online account in the TEco. The reference IdM of Bob will

update the list of all his IAEs.

Then, to access his online account, Bob can simply double-click on Bank

Account-AE exactly as we described in the case of Amazon-AE (see Scenario 5.6).

This does not preclude Bob to create his IAE in order to interact with his bank.

Moreover, as previously mentioned, for the use of this kind of IAE it may be

necessary to set access credentials.



Chapter 6

Achievements and Future Research

In this PhD thesis, we discussed some critical issues related to the current Internet

and we proposed an overall solution called Trust Ecosystem (TEco), which de-

fines a trust area on the Internet, where users can freely move and safely interact

with a greater degree of mutual trust. We also discussed how it can be imple-

mented through the integration of some existing and new systems and how this

enhances the current Internet without upheavals. In our Trust Ecosystem entities

own a Trusted Digital Identity (TId) that allows their identification in a unique and

certified way.

Thus, when in an interaction the entity is required to identify itself in a certified

way, it can always choose whether or not to provide its data or give up with the

interaction. However, in the TEco mutual identification is only required when it is

absolutely necessary (e.g., online banking), while in all other cases, the essential

or required information to establish an interaction will only be disclosed.

As we showed before, to establish an interaction and, in general, a communica-

tion between two entities it is not necessary that mutual identities are disclosed but

it is enough providing their identifiers or aliases. To implement this principle we

have introduced the Internet Alter Egos (IAEs) in the TEco because they enable

communication between entities while maintaining an high level of privacy or the

complete anonymity. The IAEs also transfer in the TEco (i.e. in the online world)

the concept of “multiple identities” of the offline world. It is known, indeed, that

each individual/company shows a different side/aspect of itself, i.e. an alter ego,
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depending on the part with which it relates to. Each alter ego contributes to form-

ing the identity of an individual/company. In addition, IAEs allow to expand the

concept of privacy as, in addition to the protection of the only sensitive data, allow

to decide what data to publish in any specific situation.

As we already showed, the Trust Ecosystem is very easy to use. Indeed, in

section 5 we have seen some scenarios that highlight and make fully understand its

advantages and potentiality. As we can guess, users will not be forced to drastically

change the way they normally use both Internet services and Web browsing. Since

the TEco does not require “upheaval” of the current Internet, it will be able to

develop in parallel with it and, in any case, they can coexist.

Indeed, to simplify the user experience in the TEco it was introduced an Inter-

net Agent which suggests or takes decisions on the basis of its acquired experience

on entities and on the contexts/roles under which interactions take place. The agent

helps the user in all situations. Thus the actions that the user must take are consid-

erably reduced and, therefore, using services in the TEco will be simpler than on

the current Internet.

In the TEco the entities are direct owners of the information they produce and

they can decide which access rights to grant to other entities (e.g., reading, modi-

fication, deletion, duplication, disclosure, etc.). To this aim, it was introduced the

Content Management Framework (CMF), which manages all the data related to

the entities and ensures the rights set by the content owner, with any changes, are

disclosed to the other entities and that they respect such rights. Another duty of

the CMF is to “certify” with legal value the publication of a content on the Web.

Moreover, contrary to what occurs on the current Internet, in the TEco the users

have equal bargaining power. Indeed, they can establish inter pares interactions

tying counterparts to comply with specific and agreed conditions.

We also showed how entities, before establishing an interaction, can know re-

liable and updated reputation information about all users on the context/role under

which the interaction takes place. In this manner entities can choose the counter-

part that corresponds to their own needs and expectations based on the information

obtained. Unfortunately current Trust and Reputation systems are confined within

specific service providers and each of them collects different kinds of data empha-

sizing different features. Moreover, the way in which inhomogeneous values are
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commonly aggregated is a critical point that it is not adequately investigated. This

causes the impossibility to share information between existing Trust and Reputa-

tion systems. Instead, in the TEco, the limits of the current systems are exceeded

because reputation data of entities can be used in all interactions and not only in a

specific application domain.

Since the problems related to Trust and Reputation management are among

the most urgent, thorny and controversial issues of the Internet, in this thesis we

have paid special attention to them by addressing them in all their aspects. In ad-

dition, Trust and Reputation systems are also crucial for the purposes of the TEco

since they are considered the only possible solution to assess the trustworthiness

of users and reliability of information in online systems. However, as we shown

before, currently the various Trust and Reputation systems are not standardized

and, therefore, the trust and reputation information they manage can not be shared

between different application domains and, often, it is not even reliable.

For this reason, we also defined a new meta model which simplifies and stan-

dardizes the definition of a generic Trust, Reputation and Recommendation (TRR)

model. To this end, we identified the information that, in our opinion, needs to be

provided in order to build a standard model. Based on this, we also proposed a pre-

standardized TRR model for e-commerce and we listed some of the fundamental

properties that must necessarily be taken into account in the construction of a TRR

model. We additionally identified the peculiar characteristics (main features) that

contribute to a greater extent to form the trust an entity in e-commerce context.

Moreover, since the information on the main features is inhomogeneous, it has not

been aggregated it in order not to undermine the significance of the results.

Another factor that may affect the reliability of a TRR model up to completely

invalidate it is the vulnerability to malicious attacks. The main malicious attacks

against a Trust and Reputation system were listed, and it was demonstrated the re-

sistance of our model to them. Moreover, the collection and sharing of information

is decoupled from that of the calculation of the trust/reputation. In this way, users

can exploit different systems to derive the trust/reputation of an entity.

The work is still preliminary. In the future we will continue to work on Trust

Ecosystem taking into account the contributions received by the scientific commu-

nity. In addition, we will develop the communication protocols among all subsys-
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tems and the formal languages to define the Agreement Terms and the Interaction

Agreements. We will also implement a prototypical Internet Agent with a basic

expertise to enable the testing of Trust Ecosystem.

Moreover, we will continue to work on the meta model and the Trust, Reputa-

tion and Recommendation model for e-commerce in order to achieve a standard-

ization of them. In this regard, the meta model has been designed to be open to the

contribution of the scientific community.

We are also trying to establish a Recommendation system for e-commerce that

making use of information provided from our TRR model can help the user to

make relatively better trust-based choices. In addition, more efforts are needed to

define other standard TRR models for other contexts.

Lastly, we are working on the implementation of an environment for simulating

and validating the proposed TRR models.
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