











To my family,

to my father Tito Livio and my mother Vittoria,

for their example of life and for having always believed in me,
to my sister Germana,

for always helping me grow culturally,

to my brother Andrea,

for beginning this career with me,

and to my husband Costantino,

with whom I shared joys and difficulties of this challenge
and without his support I could never have reached this
long-awaited goal.















Also I would like to thank the other Ph.D. students at the
Dipartimento di Informatica, Marco Mannetta and Paolo Mus-
marra, who made my Ph.D. experience enjoyable, by providing me
friendship, as well as technical expertise throughout the years.

Finally, I would like to thank my family, for the support and
constant presence.









different worlds. In the first case the Adversary is unbounded: he
can use unlimited resources like computation time and memory
space. In the second one the adversary is bounded, which means
that the amount of available resources is upper-bounded by a “cer-
tain polynomial”. According to the Complexity Theory, in the
latter case, the adversary can perform only feasible computations,
while in the former, even theoretical but infeasible computation
can be carried out. The first assumption gives rise to the strongest
security concept: a protocol proven secure with respect to the first
Adversary is called unconditionally secure. On the other hand, a
protocol proven secure under the second assumption is referred to
as computationally secure.

From an historical point of view, the first notion of security
was introduced by C. E. Shannon (3], while the second one can
be found in the seminal paper by W. Diffie and M. Hellman [4],
describing the idea of Public Key Cryptography. -

Notice that, unconditionally secure means perfectly secure. The
drawback is that such a notion requires a huge amount of resources.
On the other hand, resources can be saved in the computational
setting, paying in terms of a weaker security concept.

Almost all practical and commercial protocols refer to the
computational setting. Assuming the existence of the so called
“difficult” problems [5, 6, 7] like integer factorization, discrete log
computation, one-way functions and so on, for which the best
known algorithms require ezponential time, it is possible to design
protocols for any given functionality. And, even if a formal proof
of the difficulty of such problems does not exist, there is enough
evidence at the state of the current knowledge to believe that
these assumptions, on which the protocols are proven to be secure,
are solid ones. Moreover, the existence of an efficient algorithm,
contradicting some of the well-accepted assumptions, would have
unexpected and very surprising consequences in Complexity Theory
and, generally, in Computer Science.

Cryptography and network security make it possible the port-
ing on the Internet of many services that require some security
properties in order to satisfy the requirements of the involved par-
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element A of a group G is called non-trivial if it is not equal to
the identity element of the group. Suppose G is a group of order p
where p is a prime, and let A be a non-trivial member of G, then
h is a generator of G. There are more properties for such groups;
however it is beyond our thesis scope to go through all of them.

A group isomorphism is a map between two groups that sets up
a one-to-one correspondence between the elements of the groups
in a way that respects the given group operations.

Definition 2.1.7. A computable isomorphism (or bijective homo-
morphism) ¢ from G to Gy ezists, if given an element in Gq it is
possible to map it to an element in Gy. In other words g1 = v¥(g2)
where g1 € G and gy € Gs.

A pair (a,b) € G means that elements a and b in the pair
belong to group G. The set {ai,as,...,a,} € Z* implies all u
elements in the set belong to Z. The notation a €p X means
choosing the element a randomly from X where X can be a group
G, a set S, a set of integers Z,, etc.

2.2 Probabilistic Algorithms

After covering some group theory terminologies we should define dif-
ferent types of algorithms that are relevant to our thesis and widely
used in cryptography and complexity theory. We shall explain the
difference between probabilistic and deterministic algorithms and
define the terms “Probabilistic Algorithms”, “Polynomial Time
Algorithms” and “Probabilistic Polynomial Time Algorithms”.

Probabilistic algorithms are important in cryptography since it
is often that the algorithms of encryption and signature schemes are
randomized and furthermore in studying the security of schemes
the adversaries are also modeled as probabilistic (see Chapter 3).
Therefore we clarify what is meant by probabilistic and determin-
istic algorithms [14].

The output of a deterministic algorithm, say v, is completely
determined by its input, for example z. In other words, a sequence
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of predefined steps are used in order to calculate y from z. A
probabilistic algorithm, on the other hand is partly effected by
a random event. The following is a definition of probabilistic
algorithm.

Definition 2.2.1. (Probabilistic Algorithms) Given an input , a
probabilistic algorithm A may toss a coin a finite number of times
during its computation of the output y. The outcome of tossing the
coin affects the next step in the calculation and affects the number
of times the coin 1s tossed where the mazimum bound is determined
from the input . The coin tosses are independent and fair (i.e.
each side appears with probability of 1/2).

Following the definition of probabilistic algorithms we define
a polynomial time algorithm and a probabilistic polynomial time
algorithm as follows:

Definition 2.2.2. (Polynomial Time Algorithm) An algorithm is
called polynomial time if its worst-case running time function s
polynomial in the input size. Any algorithm whose running time
cannot be bounded by a polynomial is called super polynomial time.

An algorithm is probabilistic polynomial time (PPT) if it uses
randomness (e.g. flipping coins) and its worst case running time is
polynomial in input size. The following is a formal definition:

Definition 2.2.3. (Probabilistic Polynomial Time Algorithm) A
probabilistic algorithm A is a probabilistic polynomial time algorithm
if the running time of A(z) is bounded by P(|z|) where P is a
polynomial. The Tunning time is measured by the number of steps
in the model algorithm (i.e. The number of steps in a probabilistic
Turing machine). Tossing a coin is one step in this model.

In any cryptographic scheme we have some parameters used in
the setup of the system that determines the length of keys, messages
and running times of honest parties and attackers. Everything
is typically polynomially bounded by such a parameter, that is
referred to as the security parameter and can take arbitrary large
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Any security proof that does not require the random oracle
model is referred to as a proof under the Standard Model. Proofs
under standard models are considered stronger since no assumption
is made.

The results of our thesis are proved in the Standard Model.
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such as identity card, passport or driver’s license are often used as
credentials; often these contain photographs that allow the physical
recognition of their owner;

e “What you know” (passwords, personal information and any
other knowledge): in this context, by knowledge we mean pass-
word or pin; the difficulty is that such knowledge may not be
secret or could be part of the authentication process and this
could allow malicious impersonations; thanks to cryptography it
is possible to build secure schemes that prevent this type of attacks.

Typical entity authentication scenarios are:

— ATM money withdrawals or credit card payments

Only who knows the PIN is the owner of the bankcard. This is a
case of “what you have” (the card) with “what you know” (the
PIN).

— Credit Card buying without physically present card

On internet, to buy with credit card is necessary a valid credit
card number, the validity date and the three digit number on the
back of the card (CCV2). This is a case of “what you know”.

— Contactless credit card purchases

In this kind of purchase, communication is done by RFID and the
card has to be only near the card reader. This is a case of “what
you have”.

- — Remote login

To log in to a computer or site on the web, is needed a valid
username and a related password. The name is frequently only an
email address. This is a case of “what you know”.

— Access to a workplace

Controlled access workplaces use systems such as user badges or
biometric recognition; the first case is “what you have” (badge),
the second case is “what you are” (biometrics).









4.2. Passwords 31

impersonate the user. To prevent this reply attack, one must use a
sequence of passwords zi, Zs, . . ., 1000, €ach one for each session,
where z; is the password by which the user identifies himself for
the ¢th time.

(Of course, the value 1000 is quite arbitrary. The assumption
we will tacitly make is that 1000 is small enough so that it is
“feasible” to perform 1000 “easy” computations.)

The system must know the sequence yi,¥s,. . -, Y1000, Where
y; = F(z;), and each y; must be distinct to prevent an intruder
from reusing a previous password (replay attack).

F' is a one-way function, i.e. a function such that:

(1) Given a word z, it is easy to compute F(z).

(2) Given a word y, it is not feasible to compute a word z such
that y = F(z).

There are two obvious schemes for choosing the passwords z;:

1. All the z; are chosen initially, and the system maintains the
entire sequence of values y1,¥s, - . ., Y1000 in its storage.

2. The user sends the value y; ;1 to the system during the ith
session, after logging on with z;.

Neither scheme is completely satisfactory: the first because
both the user and the system must store 1000 pieces of information,
and the second because it is not robust, communication failure
or interference from an intruder could prevent the system from
learning the correct value of y;,1.

In 1981, L. Lamport [28] presented a method that combines
the best features of both ideas without these drawbacks.

His solution is to let the ith password z; = F%°~%(z) for some
fixed word z, where F™ denotes n successive applications of F'.

Thus, the sequence of 1000 passwords is:

F®(z),..., F(F(F(2))), F(F(z)), F(z),
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where F%°(z) is the first password and z is the last one.

The sequence of y; needed by the system to authenticate these
passwords is:

F%(z),..., F(F(F(z))), F(F(z)), F(z)
where F190(z) is the first value of the system and F'(z) is the last
one.

Since it is feasible to compute F™ for n < 1000, property (2) of
the one-way function implies that these y; are distinct. It follows
from the above definition that y; = z;_; for « > 2. In other
words, each user password is the value needed by the system to
authenticate the next password. Hence, the system must initially
be given the value y; = F1%°(z) and need subsequently remember
only the last password sent by the user, because z; = ya, and ¥
is useful to the next password authentication. If an eavesdropper
can intercept one password z; = F1%0-%(z) = y;,4, he cannot
compute the next password z;;; = F~'(y;11), because F is a one-
way function so it is hard to invert. Thus, each password can be
used just once and later is discarded.

Such a kind of authentication, based on one-time passwords
(OTP), is not subject to reply attacks. The protocol was then
used by Bellcore (Bell Communication Research) to realize S/KEY
[29] and later led to Internet RFC 2289 [30]. A subsequent imple-
mentation by the U.S. Naval Research Labs was OPIE (One-time
Passwords In Everything) [31]. Afterwards, different kinds of one-
time password authentication schemes have been proposed, either
to improve the security or to increase the efficiency [32, 33, 34, 35].
Some proposals use smart cards [36, 37, 38, 39, 40, 41, 42, 43] to
authenticate a legitimate user.

Despite the wide set of different proposals, lots of them lack
a rigorous proof of security and have been proven to be insecure.
It is therefore desirable that confidence in a one-time password
authentication scheme should derive from more than somebody’s
inability to break it. In fact, according to the Goldwasser-Micali
paradigm [16], a scheme has provable-security, under a given com-
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plexity assumption, if an adversary which breaks the scheme can
be turned into another adversary which breaks the computational
assumption.

4.3 One-Message Unilateral Entity Au-
thentication Schemes

Now we consider one-message unilateral entity authentication
schemes, to allow the prover to authenticate himself to the verifier
by sending a single authentication message. This scheme belongs
to the “what you know” category. Thus, it allows one party, called
the prover, to authenticate himself, i.e. to prove his identity, to
another party, called the verifier. More in details, we consider
one-message unilateral entity authentication schemes where the
prover and the verifier do not share any secret information, such
as a password, in advance. On the other hand, we assume that
the prover has some secret information, which is used to compute
an authentication message which is then sent to the verifier, who
only knows some public information. Such a public information is
used by the verifier in order to check the validity of the authentica-
tion message. A successful execution of the entity authentication
scheme convinces the verifier that he is communicating with the
prover rather than with an impostor.

A one-message unilateral entity authentication scheme is defined
as follows.

Definition 4.3.1. A one-message unilateral entity authentication
scheme is a triple of polynomial-time algorithms IT = (Gen, Auth, Ver)
such that

e The probabilistic parameter-generation algorithm Gen, on
input a security parameter 17, outputs a pair (pub, priv). We
refer to the first element as the public information and to the
second as the private information for the prover.

e The probabilistic message authentication algorithm Auth, on
input a session counter 72 > 1, the private information priv
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The Trapdoor Permutation Family based Entity Authenti-
cation Construction (TPF-EAC). Let IT = (Gen, Samp, f, Inv)
be a family of trapdoor permutations. We construct a one-message
unilateral entity authentication scheme II = (Gen, Auth, Ver) as
follows:

e The parameter-generation algorithm Gen, on input a security
parameter 17, outputs the pair (priv, pub) constructed in the
following way:

— Runs the parameter-generation algorithm Gen(17) to
obtain the pair (I,td);

— Runs the sampling algorithm Samp(I) to obtain a uni-
formly distributed element yo € Dy;

— Sets the public information pub to be equal to the pair
(I) yO)i

— Sets the secret information priv for the prover to be
equal to td.

e The authentication message-generation Aﬁth, on inputs a
session counter 7 > 1, the prover’s secret key priv, the public
information pub, and the sequence of authentication messages
hist,_1 = (a1,...,a;—1), generated by the previous 7 — 1
authentication sessions, where histg is the empty sequence,
outputs the authentication message a;. In particular, if i =1,
the algorithm Auth, on input the tuple (1, priv, pub), works
as follows:

— Extracts the trapdoor td from the secret key priv and
the value yo from pub;
— Runs the inversion algorithm Inv on inputs td and yo,

and sets a; to be equal to Inv(yo).

if i > 2, the algorithm Auth, on input the tuple (i, priv, pub, hist;_1),
works as follows:
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— Extracts the trapdoor td from the secret key priv and
the (i — 1)-th authentication message a;—; from the
sequence hist;_1;

— Runs the inversion algorithm Inv on inputs ¢td and a;_1,
and sets a; to be equal to Invi(a;—1).

e The verification algorithm Ver, on inputs a session counter
i > 1, an authentication message a;, the public information
pub, and the sequence of authentication messages hist;_i,
generated by the previous 7 — 1 authentication sessions, where
histy is the empty sequence, outputs a bit b. In particular,
if 1 = 1, the algorithm V'er, on input the tuple (1, ay, pub),
works as follows:

— Extracts the value yo from pub;
— If fr(ay) = yo outputs 1, else outputs 0.

If i > 2, the algorithm Ver, on input the tuple (4, a;, pub, hist; 1),
works as follows:

— Extracts the (i —1)-th authentication message a;_; from
the sequence hist;_1;

— If fr(a;) = a;—1 outputs 1, else outputs 0.
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one-message unilateral entity authentication scheme, leti > 1 be a
session counter, and let PAS — STAT; be a passive static adversary.
Consider the following impersonation experiment:

Experiment Imppys_star; 11(17)
(pub, priv) « Gen(17)
hist;_1 < PAS — STAT,"""*" (pub)
a; < PAS — STAT;(pub, hist;_1)
if Ver(i,a;, pub, hist;_1) = 1, then output 1
else output 0

The advantage of PAS — STAT; in the impersonation experiment is
defined as

Im T 7
Advpnsgsn'ri,n(l )=P T[ImpPAS—STATi,H(l ) = 1]-

The one-message unilateral entity authentication scheme II =
(Gen, Auth,Ver) is said to be secure in the sense of IMP-P-ST
if for each session counter i > 1 and each passive static adver-
sary PAS — STAT;, whose time complexity is polynomial in T, the
function Advﬁ’é‘ismnn(r) is negligible.

A different kind of passive adversary is the adaptive one. Such
an adversary, denoted by PAS — ADAPT, after asking a polynomial
number g of queries to the authentication oracle Authy,,, resulting
in the sequence hist, = (ai,...,aq) of authentication messages,
chooses the session counter ¢ for which the attack will be mounted.
In order to avoid replay attacks, in which the adversary could
simply reply a previous authentication message, fooling the verifier
into accepting it, we require that ¢ > g + 1. After this stage, the
adversary PAS — ADAPT is still allowed to query the authentica-
tion oracle Authy,;,, in order to get the sequence (agt1, .- -, ai—1)
of authentication messages. Afterwards, PAS — ADAPT on input
the public information pub, the chosen session counter 7 and the
sequence hist;_; obtained by all oracle queries, outputs a fake au-
thentication message a; and succeeds whether the verifier accepts
it as a valid message. We require that PAS — ADAPT will succeed
with only negligible probability.
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Experiment Impycr_apapr 11(17)
(pub, priv) < Gen(17)
(4, 7) + ACT — ADAPT} ™" (pub)

(4, ..., al_y,a}) < ACT — ADAPT," "™ (5, j, pub)
'Lf Ve'r(j, a,_’ri,pub, hiStj_]_) =1
and

Ver(£+41,ay,,,pub, histy) = 1, forany £ =j,...,i—1,
then output 1
else output 0

The advantage of ACT — ADAPT in the impersonation experiment is
defined as

Adv}\::r'lrlimApT,H(lT) =P T[ImpACT—ADAPT,H(lT) = 1].

The one-message unilateral entity authentication scheme II =
(Gen, Auth,Ver) is said to be secure in the sense of IMP-A-AD
if for each active adaptive adversary ACT — ADAPT, whose time
complezity is polynomial in T, the function Advym prer(17) s
negligible.

5.4 Implications and Separations

In this section we explore the relationships between the security
notions resulting from different adversarial behaviours for one-
message unilateral entity authentication scheme. More in details,
we show whether one notion implies another and vice-versa. Figure
5.2 summarizes our results.

We first prove that security against passive adaptive attacks is
(polynomially) equivalent to security against passive static attacks.

Theorem 5.4.1. [IMP-P-AD&IMP-P-ST] A one-message unilat-
eral entity authentication scheme is secure in the sense of IMP-P-AD
if and only if it is secure in the sense of IMP-P-ST.

Proof. The first implication is trivial, since any passive adaptive
adversary could behave as a passive static one attacking an au-
thentication session ¢, simply by querying the oracle Auth,,;, for
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i — 1 times and by choosing the authentication session 7 in the first
stage of the attack.

Now we prove that security against passive static attacks implies
security against passive adaptive attacks. Let II = (Gen, Auth, Ver)
be a one-message unilateral entity authentication scheme which
is secure against passive static attacks and assume by contradic-
tion the existence of a passive adaptive adversary PAS — ADAPT =
(PAS — ADAPT;, PAS — ADAPT,) whose advantage Advppe ypupr (1)
is non-negligible.

Let ibea Session counter output by PAS — ADAPT; with probabil-
ity at least ool (T), where the probability is taken over the coin flips
of Gen and PAS ADAPT;. This means that 7 belongs to the set of
the most likely choices made by PAS — ADAPT;. We show how to con-
struct a static adversary PAS — STAT;, using PAS — ADAPT, such that
Advll,:;‘ismTi,H(IT) is non-negligible. In particular, we show that
PAS — STAT;’s advantage is polynomially related to PAS — ADAPT’s
advantage.

The algorithm PAS — STAT;, on inputs the public information
pub output by the algorithm Gen and the sequence hist;_;, runs
the algorithm ADAPT;, on input pub. Notice that PAS — STAT; is
able to simulate the interaction between PAS — ADAPT; and the
oracle Authy,;, for ¢ — 1 times. Indeed, for the /-th query made
by PAS — ADAPT; to Authy,;,, where £ <4 — 1, PAS — STAT; simply
retrieves from hist;_; the /-th authentication message a, and gives
it to PAS — ADAPT;. On the other hand, further queries to the oracle
cannot be simulated by PAS — STAT;, since it is not able to reply
with the correct authentication message, which is not included in
hist;_,. In such a case ¢ cannot be the output by PAS — ADAPT;.
Let h be the session counter output by PAS — ADAPT;. If ¢ = h,
then PAS — STAT; outputs the same output as PAS — ADAPT;. On
the other hand, if 7 # h, PAS — STAT; outputs 0. It is easy to see
that

Advg‘:sgsn"ri,n(r) = Prli=h]- Advg:sgwur,n(r)'

Smce 1 is chosen by PAS — ADAPT; with probability at least

poly(T) and Advi® marrmi(17) is non-negligible, it follows that also
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Advy? srur, n(17) is non-negligible. Contradiction. O
Since security against passive adaptive attacks is (polynomially)
equivalent to security against passive static attacks, in the rest of
the paper we will only consider the second type of passive adversary.
It is easy to see that security against active static attacks implies

security against passive static attacks, whilst the opposite does not
hold.

Theorem 5.4.2. [IMP-A-ST=-IMP-P-ST] If a one-message unilat-
eral entity authentication scheme is secure in the sense of IMP-A-ST,
then it is also secure in the sense of IMP-P-ST.

Proof. Let II = (Gen, Auth, Ver) be a one-message unilateral
entity authentication scheme which is secure against active static
attacks and assume by contradiction the existence of a passive
static adversary PAS — STAT; whose advantage Advpgs spar, (17)
is non-negligible.

We show how to construct an active static adversary ACT — STAT; ;,
using PAS — STAT;, such that Advi’g.’r‘lsun .n1(17) is non-negligible.
The algorithm ACT — STAT; ;, on inputs the public information pub
output by the algorithm Gen, runs the algorithm PAS — STAT;
on input pub. Then, PAS — STAT; interacts with the authentica-
tion oracle Auth,;, in order to obtain the sequence hist;_;, and,
on input pub and hist;_;, outputs the fake message a;. Thus,
ACT — STAT;; outputs the same output a; as PAS — STAT;. Since
Advlltg;"lismn.,-,n(r) = Advizgsmn,n(l‘r) and Advfl’:;;—)-STAT.;,H(]'T)
is non-negligible, the theorem follows. O

In the following section, after Theorem 5.5.1, we will show a
one-message unilateral entity authentication scheme which is secure
against passive attacks but insecure against active ones. So, we
may enunciate the following theorem.

Theorem 5.4.3. [IMP-P-ST# IMP-A-ST] There erists a one-message
unilateral entity authentication scheme which is secure in the sense
of IMP-P-ST but which is not secure in the sense of IMP-A-ST.

Finally, we prove that security against active adaptive attacks is
(polynomially) equivalent to security against active static attacks.
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Proof. Assume by contradiction that the one-message unilateral
entity authentication scheme IT = (Gen, Auth, Ver) obtained by
the OWFF-EAC is not secure in the sense of IMP-P-ST. Thus, there
exists a polynomial-time adversary PAS — STAT; whose advantage
Adv;';‘:STATi,ﬁ(lT) in the impersonation experiment Imp,,5_grar. 11(17)
is non-negligible. We will show how to construct a polynomial-
time adversary A which, on input a set of parameters I generated
by Gen(1™) and a uniformly distributed value y € R;, uses the
adversary PAS — STAT; to compute the value f;(y).

The adversary A, on input I and y, generates the input for the
adversary PAS — STAT; as shown in the following.

e Run the sampling algorithm Samp(I) to obtain a uniformly
distributed element z; € Dy;

e Run the evaluating algorithm f to compute the value yp =

i 1(731);
e Set the public information pub to be equal to the pair (I, yo);

e Foreach j=1,...,7 — 2, computes the j-th authentication
message a; = (zj,y;), as follows:

— Run the sampling algorithm Samp(I) to obtain a uni-
formly distributed element x4, € Dr;

— Run the evaluating algorithm f to compute the value
Yi = f1(zj);

e Set the (i — 1)-th authentication message a;_; to be equal to
(zi-1,y), where y is the challenge value for adversary A.

The adversary PAS — STAT;, on input the tuple (i, pub, hist;_1),
outputs the authentication message a;. Then, adversary A outputs
the same value a; as its guess for f;'(y). Indeed, it holds that
fr(z;) =y, since Ver(i, a;, pub, hist;_,) = 1.

It is easy to see that the view of adversary PAS — STAT;, when
run as a subroutine by A, is distributed identically as in the
impersonation experiment Impp,s_gryr,7(17). Indeed the second
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