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Abstract

Nowadays, thanks to the digitalization of business processes and
public administrations, many significant Big data collections are
available. Users are direct suppliers of data when publishing con-
tents on social networks. However, when using a service on the
web, users must often provide their data, which will become pro-
perty of the company running the service. To this end, users need
to be aware of the privacy issues related to the management of their
data, whereas companies need to ensure the protection of users’
personal data, also according to new laws and regulations issued
by governments. On the other hand, there exists the necessity
not to limit the processing of data by companies and other public
institutions. Thus, it is necessary to devise methods devoted to
the identification of possible privacy threats during users’ online
activities, and to develop privatization strategies that possibly do
not downgrade the significance of data.

This dissertation provides experimental evidence of several thre-
ats for users when providing their personal data for accessing on-
line services, aiming to increase their awareness, and it describes
new methodologies and tools to support companies when proces-
sing personal data of their users. In particular, the proposed me-
thodologies exploit data correlations expressed in terms of relaxed
functional dependencies (RFDs) to define privatization strategies,
aiming to safeguard user’s privacy, and to detect malicious ac-
counts in social networks. Finally, two automatic tools have been
designed and implemented to help users better understand privacy
threats during their online activities.
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Abstract

Nell’era corrente, grazie alla digitalizzazione dei processi aziendali
e delle pubbliche amministrazioni, sono disponibili grandi collezio-
ni di dati. Gli utenti sono diventati fornitori diretti dei dati, ad
esempio quando pubblicano contenuti sui social network o utiliz-
zano servizi sul web, i quali diventeranno proprietá delle aziende
che gestiscono tali servizi. Per questo motivo, gli utenti devono
essere consapevoli delle problematiche di privacy dei propri dati e
le aziende devono garantire la protezione dei dati personali, in con-
formitá con le nuove regolamentazioni. Tuttavia, é necessario non
limitare il trattamento dei dati da parte di aziende/enti pubblici.
Pertanto, é necessario sviluppare metodologie dedicate all’identi-
ficazione di possibili minacce alla privacy durante le attivitá di
utilizzo dei servizi online e sviluppare strategie di privatizzazione
che non degradino l’informazione intrinseca dei dati.

Questa tesi fornisce prove sperimentali inerenti problematiche
riscontrabili quando gli utenti forniscono dati personali per ac-
cedere ai servizi fruibili online. Allo scopo di rendere gli utenti
consapevoli riguardo la privacy dei dati, la tesi descrive nuove me-
todologie/strumenti per supportare le aziende nel trattamento dei
dati personali. In particolare, le metodologie proposte sfruttano
le correlazioni di dati, espresse in termini di dipendenze funzio-
nali rilassate (RFD), per definire strategie di privatizzazione volte
a salvaguardare la privacy dell’utente e per discriminare account
malevoli nel dominio dei social network. Infine, sono stati proget-
tati e implementati due strumenti automatici per offrire supporto,
in termini di privatizzazione, quando gli utenti utilizzano servizi
fruibili online.
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Capitolo 1

Introduction

“Big data” is a general term introduced for referring to the growing
of information sources, and is characterized by different properties,
the main of which are high volume, heterogeneity, and variability
over time.

Nowadays, users are the main providers of these data through
their online activities. However, although users’ data feed advan-
ced analytics processes that organizations can use for developing
innovative insights, products, and services, the management of
personal information and their application in such processes can
yield severe privacy threats. In such scenario, it is necessary to
identify any sensitive data and handle the related privacy issues.

Sensitive data refer to those data that uniquely identify indi-
viduals or sensitive information about them. This kind of data
is mostly spread over the Internet, and is often provided for ac-
cessing online services or to share contents over social network
platforms. Sometimes, users are not aware of the privacy threats
related to inadequate management of their sensitive data. Typical
scenarios involve users that want to easily access online services
without thinking about privacy issues concerning their sensitive
data. In particular, if users grant consent to process their per-
sonal data, they usually have no awareness concerning who and
how manage such data [1]. This could yield different privacy is-
sues, such as the possibility to deal with malicious accounts that
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might jeopardize users’ identities [2]. Therefore, the application of
privacy-preserving policies in the virtual world represents a rele-
vant problem. This is because it is challenging to implement forms
of control policies for the Web, considering its information-sharing
nature.

Another example of risk exposure is the creation of a virtual
life strictly coupled to the physical one, which can be often found
on social networks. The latter represent a significant source of
information, and also in this context sensitive data are massive-
ly spread. Most of the social platforms like Facebook, Twitter,
and Instagram permit people to share emotions, ways of thinking,
points of view, and so on. Thus, social networks play a fundamen-
tal role to simplify and promote interactions among people. Users
tend to use social networks to share information massively; in most
cases, they do not care about privatizing data and are unaware of
the privacy threats they can be exposed to. Thus, in a context in
which a social network profile contains detailed information that
uniquely refers to a specific individual, preserving his/her privacy
becomes a fascinating challenge.

The safe management of sensitive data also has a significant
impact on business processes. In fact, companies need to manage
users data with parsimony, by providing privatization strategies
for safeguarding them. Companies have many difficulties in deter-
mining how they can use the data to avoid legal issues related to
data privacy violations. Standard privacy preservation techniques,
such as cryptography and obfuscation, could lead to the impossibi-
lity of using the data, even if some of them are not sensitive. Thus,
it is necessary to distinguish between sensitive and non-sensitive
data in an effective way. In general, the management of sensitive
data becomes even more critical in complex application domains,
such as IoT environments [3], Smart Grids [4], Social Networks
[5], and so on. As an example, the necessity to manage sensiti-
ve data arises when hospitals adopt sensor networks to monitor
patients, and in particular, disabled patients. Moreover, guaran-
teeing privacy preservation becomes an increasingly complex task
when accomplishing advanced data processing operations, like for
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instance, data integration [6], and record-linkage [7]. In fact, such
processes could yield privacy violations when the compared data
sources contain sensitive data: even if sensitive data are obscured
to meet users privacy requirements, such data processing opera-
tions could introduce new sensitive data due to the generation of
new identification patterns.

Particular interest should also be devoted to automatic tech-
niques for extrapolating knowledge from data, like for example,
in classification or data mining. Also such techniques can poten-
tially compromise users privacy when analyzed data are referred
to users. In particular, machine learning results can potentially
disclosure sensitive data and jeopardize users privacy when they
are released for public accesses. Thus, also in this application do-
main, there is the need to develop possibly automated solutions
for preservation, by guaranteeing the possibility to analyze data
and results.

With this in mind, this thesis presents several methodologies
to support companies in the management of privacy-preserving
issues, together with experimental evaluations and tools to stimu-
late users to increase their awareness when exposing their personal
data to possible privacy threats. In particular, referring to the user
awareness problem, two automatic tools applied in the Web bro-
wsing and social networks scenarios are presented. The first one
represents a visual analytics tool that allows users to understand
how their sensitive data are exchanged or shared among different
network services. The tool visualizes the communication flow ge-
nerated during Web browsing activities, highlighting the providers
tracking their data. It draws a real-time summary graph showing
the information tracked from the service providers to which the
user connects over the internet [8]. Instead, with the aim of eva-
luating privacy threats when users share information on different
social networks and making the users aware of these issues, the
second tool exploits image-recognition techniques to recognize a
user from his/her picture, aiming to collect his/her personal data
accessible through social networks where s/he has a profile. Final-
ly, the last proposal in the social network context is represented by
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a novel methodology devoted to the detection of fake accounts. It
aims to support the discrimination of “anomalous” accounts that
can compromise the trustability of users’ activities. In particular,
the methodology exploits correlations holding on the data stored
in the social networks, and a new heuristic to derive a predictive
profile for fake accounts [2].

Concerning the problem of correctly safeguarding sensitive da-
ta, a new methodology is presented. It exploits data profiling
strategies to automatically evaluate possible implications among
data that could disclose the values of sensitive ones. Thus, the
proposed methodology permits to increase the confidentiality of
a dataset, while reducing the number of values to be obscured in
order to admit analysis processes over the not obscured ones [9].
A second proposal represents a novel methodology for identifying
data anonymization strategies for guaranteeing data privacy. Also
in this case, data profiling strategies have been used, but for defi-
ning suitable generalization rules to anonymize data. This metho-
dology also exploits a multi-objective optimization strategy (i.e.,
the Pareto frontier), to help data owners in releasing anonymized
datasets on which classification activities can be performed.

Thesis outline. The thesis starts by introducing privacy pro-
blems in the big data context in Chapter 2. Then, Chapter 3
introduces background definitions and well-known privacy preser-
ving techniques to permit a better understanding of the methodo-
logies described in later chapters of this dissertation. Chapter 4
introduces the new proposals to improve users’ privacy awareness
during Internet Web browsing, statistical analysis of users’ privacy
in social networks, and fake account identification by using data
profiling. Chapter 5 describes a new methodology to preserve in-
formation confidentiality in big data processing tasks, like data
integration. Instead, in Chapter 6, a new data anonymization me-
thodology for guaranteeing privacy in machine learning contexts
is presented. Finally, Chapter 7 concludes the thesis and provides
directions for future works.



Capitolo 2

Privacy Issues in the Big
Data context

Recently, organizations working in different areas, such as govern-
ment, banking, medicine, insurance, and so forth, are striving
to make their data electronically available. Since these organi-
zations collect data of their users for exploration, analysis, re-
search, or any other purposes, they should also take care of possible
privacy-preserving issues.

In general, although various definitions have been provided to
define data privacy, there is no accepted standard definition of this
concept [10, 11]. Privacy was established as a right in the Uni-
versal Declaration of Human Rights [11] in 1948. Data privacy
concerns the gathering and the management of personal data, and
it can be categorized into content privacy and interaction privacy.
Content privacy refers to the prevention of disclosing individuals’
identities from anonymized or encrypted databases, such as ex-
tracting information from their credit card records stored in a
national level database. By contrast, interaction privacy refers to
the prevention against the disclosure of a given content concerning
an individual, such as checking victims’ encrypted web traffic or
using voice fingerprints to access services [12].

Many current studies adopt the definition of content and in-
teraction privacy [10, 11] in order to provide privacy-preserving
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applications, even when they process and analyse personal data.
This can be valuable in boosting the effectiveness of organizations
or support prospective plans. However, since big data collections
may contain some sensitive data, such applications can threaten
the privacy of individuals. Transforming data or anonymizing in-
dividuals’ data may minimize the utility of the processed data and
lead to inaccurate analysis [10]. Hence, numerous endeavours have
been devoted to the preservation of privacy, even by considering
the application contexts in which they are used.

In this chapter, some privacy-preserving application contexts
are surveyed, analysing problems and recent solutions for each of
them. Later chapters will describe the new methodologies and
tools proposed in this dissertation to tackle them.

2.1 Users privacy awareness in sharing

data

Nowadays, data are massively spread on the world wide web. Sen-
sitive data are quickly released by users also because, in most
cases, control policies defined over data are not easy to under-
stand or are sidelined. Thus, it arises the necessity to develop
methodologies and tools capable of improving the awareness of
users concerning the privacy of their personal data. This section
describes three real-life scenarios in which users share sensitive
data without taking care of privacy threats, and it analyzes some
solutions described in the literature. The application contexts de-
scribed in the following will be those for which new solutions will
be described in later chapters of this dissertation.

The application of privacy-preserving policies in the virtual
world represents a relevant issue. This is due to the fact that it
is difficult to implement forms of control policies on the Internet,
considering its information-sharing nature. For example, users ha-
ve access to many network services, and in order to have complete
access to all of their features, they must sign an agreement to share
their own sensitive information. Moreover, if users grant consent
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to process their data, they usually have no awareness on who and
how will manage their data [1]. This could yield different priva-
cy issues, such as the possibility to deal with malicious accounts
that might jeopardize users’ identities [2]. In this context, several
works have been proposed. In [13], authors describe 13 network
visualization tools, outlining their advantages and disadvantages.
They employ qualitative coding as part of their research design to
extract some metrics from the advantages and disadvantages of the
described tools. Their purpose is to facilitate the analysts during
the construction of evaluation methodologies, which they use to
measure the effectiveness of visualization tools through usability
studies. In [14], a tool named NetMod is presented. It uses simple
analytical models providing designers of large interconnected local
area networks with an in-depth analysis of system performances.
The tool can be used in environments consisting of thousands of
websites. The analytical models and the user interface of NetMod
have been tested on a campus-wide network. MVSec is a visual
analytics system supporting analysts to understand how to mana-
ge information flows over secure networks [15]. The system permits
to perform data fusion activities on multiple heterogeneous datase-
ts, aiming to reduce the effort of the data fusion process by means
of several visual metaphors. The authors defined multiple coordi-
nated views, providing analysts with multiple visual perspectives
to characterize loud events, dig out subtle events, and investigate
relations among events in the datasets. Several case studies have
been used to demonstrate how the system helps analysts draw an
analytical storyline of networking and understand network chan-
ges. Finally, in [16] a prototype 3D visualization system for real-
time monitoring of both the status of networked devices (wired,
wireless, IoT devices) and the network’s dynamics (e.g. configura-
tion, load, traffic, abnormal events, suspicious connections, failed
IoT devices, etc.) is presented. Through this prototype, users can
visualize the current status of the networks of interest simply and
intuitively, and from anywhere on the Internet (even from a mo-
bile device). Furthermore, users can receive alerts through short
text or instant messages whenever something significant occurs on
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the network.

Users tend to use social networks to share information massi-
vely; in most cases, they do not care about privatization of their
data and are unaware of the privacy threats they can be exposed
to. Moreover, users registered on several social networks are even
more exposed to privacy disclosure. In a context in which a social
network profile contains detailed information that uniquely refers
to a specific individual, preserving his/her privacy becomes a fasci-
nating challenge. In this context, several works have been defined.
In [17], the authors define a new approach for helping social media
users to evaluate their privacy disclosure score (PDS). They assess
PDS by taking into account user data shared across multiple social
networking sites. Moreover, they highlight sensitivity and visibi-
lity as the main points that significantly impact user privacy to
derive the PDS for each user. The proposed approach exploits the
statistical and fuzzy systems for specifying potential information
loss derived from the PDS. In [18], a study based on the “Likes” of
users is conducted. It highlighted how a simple “Like” is sensitive
content that can be used by both social media and the marke-
ting area to steal information on the users’ interests, to propose
his/her targeted advertising, and to capture and reconstruct hi-
s/her data. In [19], a survey analyzes aspects related to tracking
community evolution over time in dynamic social networks. The
authors provide a classification of various methods to track com-
munity evolution in dynamic social networks. They describe four
main approaches by using as a criterion the working principles:
i) based on independent successive static detection and matching;
ii) based on dependent successive static detection; iii) based on
the simultaneous study of all stages of community evolution, and
iv) concerns methods directly working on temporal networks. In
[20], the authors define two modes of users’ private information
disclosure behaviour: voluntary sharing and mandatory provision.
They exploit the Communication Privacy Management theory to
build a framework for explaining the impact of individual charac-
teristics, context, motivation, and benefit-risk ratio on the user’s
willingness to share their data. They highlight that perceived risk
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has less impact on voluntary sharing than previously suggested
studies. Finally, a recent study used data from members of social
networks to find Multi-SIM subscribers within the same operator
or between operators, in order to improve campaigns and churn
prediction models of Telecom customers [21].

Another fundamental aspect to be monitored over a social net-
work is the popularity of a profile, witnessed by the number of its
followers. A profile with many followers is considered to be influen-
tial, and hence it can have a better reputation, attract better paid
advertisements, and so on. As a consequence, a common practice
of several social network users is to buy fake followers to increase
the popularity of their profile, also because they can be bought at
a low price. This practice might only aim to support individual
vanity, which would be harmless, but if it aims to make an account
more reliable and influential, then it might be dangerous. Simi-
larly, spammers could adopt the practice of buying fake followers,
aiming to increase their popularity, influence, and to better pro-
mote products, trends, fashions, and so on. In this context, several
works have been produced. In [22], a framework for fake account
detection in online social networks is presented, which relies on
Support Vector Machine, Naive Bayes, and Decision tree classifi-
cation methods. The detection process starts with the selection
of the profile to analyze. The second step consists in choosing
the suitable attributes (i.e., features) for classifying the selected
profile, using the above mentioned machine learning models. The
framework extrapolates information useful for creating the trai-
ning and test datasets, and it compares the classification accuracy
of the three above mentioned classification methods, choosing the
best performing one. In [23], a methodology for detecting fake
accounts on Instagram platforms is proposed. The authors have
enumerated the main characteristics to discriminate a fake account
from a genuine one. In particular, by manually examining diffe-
rent types of accounts, they have extracted a set of features to
highlight malicious accounts’ characteristics. Moreover, they have
analyzed the liking behaviour of each account to build an auto-
matic mechanism to detect fake likes on Instagram. Finally, they
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report an evaluation accuracy of their methodology, highlighting
an achieved precision of 83.5%. In [24], authors propose several
algorithms and techniques to detect fake profiles, most of which
exploit the large volumes of unstructured data generated from so-
cial networks. They also provide an exhaustive survey on the exi-
sting and latest fake profile detection techniques. In [25], machine
learning techniques are used to derive better predictions on fake
account identification, based on posts and statuses involving them.
The authors experimentally evaluated their methodology by using
an SVM classifier on data extracted from the Twitter platform.
In [26], authors have performed a qualitative survey that analy-
ses the pros and cons of different detection techniques concerning
malicious activities on social networks. They classified different
detection approaches with specific analysis of their applicability.
Finally, in [27], a survey of recent advancements in the fake account
detection methodologies on social networking websites is presen-
ted. In particular, the authors summarize the recent development
of fake account detection technologies and discuss the challenges
and limitations of the existing models. Moreover, they categori-
ze the existing works by focusing on the specific social network
analyzed and the technology/methodology employed to discrimi-
nate fake accounts. This survey is, undoubtedly, prominent to
help future researchers identify the gaps in the current literature
and develop a generalized framework for fake profile detection on
social networking websites.

This section has discussed problems and solutions concerning
privacy issues linked to web browsing activities, social network
data sharing, and detection of malicious accounts over social net-
works. In the next section, the data privacy preservation problem
will be analyzed in the data integration context.
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2.2 Privacy preserving data integra-

tion

Nowadays, there is a need of collecting and integrating a huge
amount of data from multiple sources, storing information concer-
ning different real-world domains, such as hospitals, banks, insu-
rance agencies, pharmaceutical companies, government agencies,
and so on. Often, in such domains it is required to perform data
linkage and integration, aiming at enriching data with additional
valuable information, and enabling data analysis processes that
are impossible on individual datasets. However, in the task of da-
ta integration, the collection of sensitive data at one place makes
them vulnerable to re-identification or linking attacks [6]. In ge-
neral, data integration is a complex process due to: i) the different
schema design of the involved data sources, ii) the absence of uni-
que entity identifiers, iii) the necessity of solving attribute level,
structure level, and data value conflicts, and iv) the necessity to
identify and remove dirty data. Moreover, it is meaningful to solve
the schema and data conflicts in a privacy-preserving manner, in
order to provide an integrated view of protected data. Privacy-
preserving data integration (PPDI) involves the use of schema
information, ontology alignments, and personally-identifying in-
formation (PII) of individuals to link and match data [28]. Such
data need to be protected from re-identification or record linkage
attacks [28, 29]. The linking of records from multiple datasets, na-
mely record linkage, has attracted a lot of attention in the PPDI
area [30]. Thus, privacy-preserving record linkage (PPRL) mecha-
nisms are used to find correspondences between similar values in
multiple datasets and to generate the matching pairs in a secure
way [28, 31, 32]. PPRL involves using exact matching and ap-
proximate matching paradigms in two-party and multi-party data
integration techniques, with or without the use of a trusted third
party. Additionally, several efforts have been done in the context
of privacy-preserving semantic data integration, which deals with
semantic web-enabled record linkage attacks [33]. However, there
are still many concerns related to possible attacks to be addressed
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in privacy-preserving data integration scenarios [34].

In the PPRL context, several works have been performed. A
more recent proposal is the general framework presented in [35],
which concerns normalised measures to practically evaluate and
compare privacy-preserving record linkage (PPRL) solutions. Fur-
thermore, the authors aimed at comparing the state of the art
PPRL techniques, by considering widely used numerical measu-
res, such as scalability, linkage quality, and privacy. Instead, Sch-
nell et al. propose the Bloom Filter-based protocol, which aims to
guarantee privacy preserving record linkage [36]. It uses encrypted
identifiers, and similarity computations of Bloom filters with Hash
Message Authentication Codes (HMACs) on a q-grams similarity
function [37]. Bit Vectors (BV) is another approach for repre-
senting numerical data values in privacy-preserving record linkage
[38]. It represents an accurate distance preserving encoding sche-
ma for embedding numerical values into a privatization space, in
a way that preserves the initial distances. In particular, in order
to compute hash values, BV uses extremely simple and computa-
tionally cheap operations, instead of expensive cryptographic hash
functions. Finally, a Privacy-Preserving Probabilistic Record Lin-
kage (P3RL) methodology has been proposed in [39]. It facilitates
the linkage of existing datasets in health-related research settings,
and provides a different solution w.r.t. classical cryptographic
methods.

This section has discussed problems and solutions concerning
privacy preservation in the data integration context. Since this
process is often preparatory to machine learning tasks, even adop-
ting privacy preserving techniques at this stage does not always
guarantees that the machine learning tasks will not provide some
clues that might yield disclosure of sensitive information. Thus, in
the next section, the privacy preserving machine learning problem
will be analyzed.
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2.3 Privacy preserving machine lear-

ning

Nowadays, machine learning (ML) has become a core discipline for
many popular applications, such as image classification, speech re-
cognition, natural language translation, and so on. In particular,
a machine learning model needs data to extrapolate knowledge,
like for example in classification activities. Therefore, more qua-
lity data are fed to the ML model, more precisely, will be the
classification results. In particular, a training dataset is necessary
to train and generate a machine learning model, but the dataset
itself can contain sensitive samples, e.g., personal medical records,
employee information, financial data, etc. An ML model can yield
the disclosure of sensitive data, jeopardizing the users’ privacy.
To this end, it arises the necessity to develop privacy preservation
techniques that guarantee the non-disclosure of sensitive data th-
rough the application of ML models. To this end, the first step is
to develop anonymization strategies preventing a user’s identifica-
tion even if ML is used, for example, to classify his/her personal
data.

In this section, anonymization strategies exploiting generali-
zation are analyzed. This will provide the basis for the defini-
tion of a new anonymization technique exploiting generalization
strategies to anonymize data, which guarantees the possibility to
use ML for classification activities. A number of approaches tar-
get anonymity specifically within classification contexts. In [40]
a k-anonymization algorithm is presented, which aims to find a
generalization strategy, not necessarily optimal, in the sense of
minimizing data distortion, but preserving the classification struc-
ture. In particular, this algorithm masks a dataset through a se-
quence of refinements, starting from the most generalized state
for each attribute and iteratively refines a generalized value until
the anonymity requirement over it is violated. Information gain
and anonymity loss are used as selection criteria for guiding the
process, aiming to heuristically maximizing the classification per-
formances. Similarly, in [41] a Top-Down Specialization (TDS)
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approach is presented, aiming to generalize a dataset to achieve
anonymity while preserving its usefulness for classification. To
this end, anonymity is restricted to a virtual identifier, a combi-
nation of attributes for which generalizations are applied in a top-
down fashion, by using a generalization taxonomy for categorical
attributes and intervals for continuous attributes. TDS employs
information gain and anonymity loss as data quality measures to
evaluate the achieved generalizations. An approach relying on
both suppression and swapping to preserve anonymity in the con-
text of classification is proposed in [42]. It leverages an existing
classification tree induction algorithm (i.e., C4.5) trained on the
quasi-identifiers of the original dataset and entropy as the data
utility measure. k-anonymity is achieved by manipulating its lea-
ves. A more general approach to achieve anonymization within
various data mining problems, such as classification, association
rule mining, and clustering, is proposed in [43]. This approach
constructs a data mining model similarly to the well-known ID3
decision tree induction algorithm [44]. In particular, it iteratively
splits the data by selecting, among all attributes, the one maintai-
ning the highest gain (for a specific gain function, e.g., Information
Gain or the Gini Index) after such a process. However, indepen-
dently from the gain, the split is not applied whenever it causes a
breach of k-anonymity.

In the next chapter, theoretical foundations concerning data
profiling will be provided. They will be helpful to understand the
novel solutions described in this dissertation to tackle the privacy
problems described in this chapter.



Capitolo 3

Background

This chapter introduces well-known strategies defined in the li-
terature to guarantee information confidentiality and anonymity,
which represent the general requirements claimed in a privacy-
preserving scenario. Successively, the chapter introduces the theo-
retical foundations of the data profiling research area, since it
provides automated tools to extract metadata from big datase-
ts, which could be potentially used for malicious activities aiming
to disclose sensitive data. In particular, the chapter will focus
on metadata such as functional dependencies and relaxed func-
tional dependencies, since they are the basis for deriving the new
methodologies discussed in later chapters of this dissertation.

3.1 Privacy-preserving Techniques

There are many classical methods to guarantee anonymization and
information confidentiality over data. However, in the context of
big data they suffer from scalability issues [45]. Moreover, some
typical big data processing tasks might yield privacy problems.
For instance, data analytics and data integration processes could
jeopardize the user privacy. More specifically, when data contain
information referring to persons, not all information can be proces-
sed without manipulating them through anonymization strategies.
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Protecting personally identifiable information (PII) is increasingly
difficult, because the data are shared too quickly.

To eliminate privacy concerns, the agreement between the com-
pany responsible for managing data and the data owner must be
determined by policies. Personal data must be anonymized (de-
identified), and transferred into secure channels [46]. However, the
user identity can be uncovered through the application of complex
analysis processes, such as the ones performed through artificial in-
telligence techniques. In fact, the predictions resulting from these
analysis processes could lead to unethical issues. In the following
sections, the anonymity and information confidentiality issues are
presented, by also describing several well-known strategies that
can be applied into different application scenarios.

3.1.1 Information confidentiality

Data privacy concerns several aspects. Among them, this section
focuses on information Confidentiality (IC). The latter is a general
privacy-preserving concept, which requires to preserve the confi-
dentiality of specific users’ data, also referred to as sensitive data,
aiming to protect them against unauthorized accesses [47].

In general, cryptography and perturbation models are the most
frequently used techniques to guarantee information confidentia-
lity. Nevertheless, confidentiality issues can become specific de-
pending on the application domain on which data are used. Thus,
different solutions can be found in the literature w.r.t. the applica-
tion domain they consider. For instance, in the data mining con-
text, the Framework for Accuracy in Privacy-Preserving mining
(FRAPP) represents a generalized model for random perturbation-
based methods, operating on categorical data under strict privacy
constraints [48]. Instead, guaranteeing privacy preservation in the
context of big data processing tasks adds further complexity, since
there might be several complex operations potentially yielding pri-
vacy threats. A typical example is represented by data integration,
since data integrated from several data sources might partially or
totally imply obscured data [6, 29]. An essential pioneering work
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in this context was carried out by Dalenius T. in 1986 [49]. The
author shows how it is possible to identify unique records in a da-
taset by merely sorting them. This simple idea turns out to be
highly effective, because it permits to discover unique records. A
more recent proposal is the general framework presented in [35],
which concerns normalized measures to practically evaluate and
compare privacy-preserving record linkage (PPRL) solutions. Fur-
thermore, the authors aimed at comparing the state of the art
PPRL techniques, by considering widely used numerical measu-
res, such as scalability, linkage quality, and privacy. Instead, Sch-
nell et al. propose the Bloom Filter-based protocol, which aims to
guarantee privacy-preserving record linkage [36]. It uses encrypted
identifiers, and similarity computations of Bloom filters with Hash
Message Authentication Codes (HMACs) on a q-grams similarity
function [37]. Bit Vectors (BV) is another approach for repre-
senting numerical data values in privacy-preserving record linkage
[38]. It represents an accurate distance preserving encoding sche-
ma for embedding numerical values into a privatization space, in
a way that preserves the initial distances. In particular, in order
to compute hash values, BV uses extremely simple and computa-
tionally cheap operations, instead of expensive cryptographic hash
functions. Finally, a Privacy-Preserving Probabilistic Record Lin-
kage (P3RL) methodology has been proposed in [39]. It facilitates
the linkage of existing datasets in health-related research settings,
and provides a different solution w.r.t. the classical cryptographic
methods.

3.1.2 Anonymization

The collected data should be treated as a private table that en-
compasses multiple records [50]. Each record (row) represents a
single user and comprises several attributes that are specific to a
particular individual [51]. These attributes can be categorized into
three classes [52]: Identity attributes (IA) that explicitly identify
the records of a user (e.g., name, mobile phone number, social se-
curity number, and driver’s license number); quasi-identifier (QI)
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attributes, denoting a sequence of non-explicit attributes referring
to individuals (e.g., race, age, date of birth, ZIP code, and gen-
der), which can potentially identify records related to them; and
finally, sensitive attributes (SA) that contain confidential data of
individuals (e.g., salary and disease) [53].

In general, strategies aiming to solely eliminate attributes
(IAs), which explicitly identify users from the table before disclo-
sing them, have been demonstrated to be inefficient [52]. In fact,
identification attributes (QIs), representing a set of non-explicit
attributes referred to individuals, should be anonymized before
releasing the data [10].

The following sections describe one of the most frequently used
technique to anonymize QIs, i.e., k-anonymity, together with its
extensions, namely L-diversity and T-closeness.

3.1.2.1 K-anonymity approach

k-anonymity is an extensively recognized privacy-preserving tech-
nique [54]. The idea underlying the k-anonymity strategy is based
on the modification of the values of the QI attributes, in order
to limit an attacker in detecting the identity of persons stored in
a particular dataset, while the released data remain as useful as
possible [55]. The k value is used as a measure of privacy. Thus,
the lower the k value, the higher will be the probability of de-
anonymizing the data. Conversely, if the k value is high, then an
attacker will have more difficulty unraveling the identity of indivi-
duals. However, increasing the k value will simultaneously lower
the usefulness of the data [10].

Although the k-anonymity strategy permits to guarantee a
certain level of privacy, it also has some limitations. Firstly, k-
anonymization-based techniques will have difficulty in identifying
the QI attributes over external datasets, and determining the ex-
tent to which information can be disclosed to others [56]. In fact,
recent studies [51] have shown that approximately 87% of the po-
pulation can be distinctly recognized by using the seemingly inno-
cuous QI attributes. Moreover, in previous studies [12], a mobility
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dataset has been collected for 1.5 million people, and a basic ano-
nymization operation has been applied (eliminating apparent ID
attributes). Nonetheless, these studies were able to identify a per-
son with 95% of precision by only using four spatio-temporal poin-
ts. This result has been confirmed by a recent study [12], which
analyzed a data set of 90-day financial dealings of over 1 million
persons. In particular, it demonstrated that four spatio-temporal
points permit to effectively re-identify approximately 90% of the
persons.

The k-anonymity approach attempts to work on the attributes
of QI, which involves identifying a person’s age, gender, and ZIP
code, with no investment in the sensitive attributes [12]. Hen-
ce, the k-anonymity-based method is subjected to indirect attacks
that enable the possibility of precisely deducing the features of an
individual, thereby leading to the disclosure of identity. Exam-
ples of such an attack are homogeneity attack and background
knowledge attack, which are based on the following aspects: an
opponent has sufficient background knowledge from the relation-
ship between sensitive and QI attributes to conduct probabilistic
attacks [12], or when the QI attributes are connected with other
public datasets, it is possible to aid an adversary in disclosing
the identities and other sensitive attributes of individuals [12, 56].
In addition, with k-anonymity-based techniques information loss
is unavoidable when attempting to attain a high level of privacy
[57]. Thus, such techniques can possibly affect the use of data, like
for example yield the production of imprecise or even impractical
knowledge throrugh data mining processes. In general, providing
a good balance between privacy and utility is essential in big data
applications.

3.1.2.2 L-diversity approach

L-diversity was designed by Machanavajjhala et al. [53] to protect
individuals from possible disclosure of sensitive attributes after
the application of a k-anonimity strategy [54]. This approach is
considered an extension of k-anonymity. The primary aim of L-
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diversity is to preserve privacy by increasing the diversity of sensi-
tive values. This technique entails to treat the values of a specific
attribute declared as sensitive, regardless of its distribution in the
data. Thus, for each sensitive attribute it prescribes to have at
least l distinct values within each equivalence class provided by
the application of a k-anonymity strategy [58].

The major drawback of the L-diversity approach lies in the di-
stribution of values of such sensitive attributes, because different
values can have extremely different levels of sensitivity. This po-
ses serious privacy risks, e.g., enabling an opponent to deduce a
value according to the probability of choosing it from the attri-
bute distribution. This kind of attack is referred to as skewness
attack [50]. In addition, this approach is inadequate to prevent
the disclosure of attributes against similarity attacks (in an equi-
valence class, although the values of the sensitive attribute are
different, they can be semantically similar). An opponent can ea-
sily have access to the sensitive attribute because the knowledge
of the global distribution of this attribute is available to the op-
ponents. L-diversity guarantees the diversity of sensitive values in
every group but does not consider their semantic proximity. This
drawback motivated the development of the T-closeness approach
[50, 58].

3.1.2.3 T-closeness approach

T-closeness was presented by Li et al. [50] as an extension of the
l-diversity group-based anonymization, which is commonly used
to protect privacy in datasets. In this approach, the value distri-
bution of sensitive attributes in any equivalence class should be
similar to the attribute distribution in the whole table. For exam-
ple, the distance between the two distributions should not exceed
the threshold t [50].



3.2. Data Profiling 23

3.2 Data Profiling

Data Profiling is an important and frequent activity performed by
IT professionals and researchers. It represents the process of exa-
mining the data available in an existing data source and collecting
statistics and information about that data [59].

Data profiling encompasses a vast set of methods to examine
datasets and produce metadata. Among the simpler tasks there
are statistics, such as the number of null values and distinct values
in a column, its data type, or the most frequent patterns of its va-
lues. Metadata might involve multiple columns, like in the case of
inclusion or functional dependencies. More advanced techniques
detect approximate properties or conditional properties of the da-
taset at hand. Figure 3.1 shows a classification of data profiling
tasks.
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Systematic data profiling, i.e., profiling beyond the occasional
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exploratory SQL query or spreadsheet browsing, is usually perfor-
med by dedicated tools or components, such as IBM’s Information
Analyzer [60], Microsoft’s SQL Server Integration Services (SSIS)
[61], or Informatica’s Data Explorer [62]. Their underlying ap-
proaches follow the same general procedure: A user specifies the
data to be profiled and selects the types of metadata to be genera-
ted. Next, the tool computes in batch mode the metadata by using
SQL queries and/or specialized discovery algorithms. Depending
on the volume of the data and the selected profiling results, this
step can last minutes to hours. The results are usually displayed
in a vast collection of tables, charts, and other visualizations to
be explored by the user. Typically, the profiling results can then
be translated into constraints or rules that are then enforced in
a subsequent cleansing/integration phase. The need to profile a
new or unfamiliar set of data arises in many situations. Often,
data profiling is preparatory for some subsequent tasks. In what
follows, a summary of use cases for data profiling activities are is
provided.

Query optimization. Most database management systems
perform basic profiling task to support query optimization with
statistics about tables and columns. These profiling results can
be used to estimate the selectivity of operators and the cost of a
query plan.

Data cleansing. Probably, this is one the most typical use
cases for data profiling. In particular, the metadata extracted
with data profiling can help reveal data errors, such as inconsistent
formatting within a column, missing values, or outliers. Profiling
results can also be used to measure and monitor the general quality
of a dataset.

Data integration. Often the datasets to be integrated need
to be inspected to understand how to perform the data integration
process. For example, for improving the data integration process
it is necessary to know the size of the dataset, the data types, the
semantics of columns and tables, the dependencies holding over
the dataset, and so on. Moreover, the vast abundance of open
data that can potentially be integrated with enterprise data has
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amplified this need.

Scientific data management. The management of data that
is collected during scientific experiments or observations has crea-
ted additional motivations for the efficient and effective usage of
data profiling. When importing raw data (e.g., from scientific
experiments or extracted from the Web) into a DBMS, it is of-
ten necessary and helpful to profile the data, aiming to derive a
suitable schema for them.

Data analytics. A profiling step should precede almost any
statistical analysis, or data mining task, in order to help the analy-
st understand the data at hand and appropriately configure tools,
such as SPSS [63] or Weka [64]. Pyle describes the detailed steps
that must be performed for analyzing and subsequently preparing
data for data mining [65].

The knowledge about data types, keys, foreign keys, and other
constraints can support data modelling and help keeping data con-
sistent, improve query optimization, and reap all the other benefits
of structured data management. Query formulation and indexing
[66], scientific discovery [67], and database reverse engineering [68]
provide further motivations for data profiling.

An exciting aspect of data profiling is that its activities, espe-
cially those searching data correlations, i.e., functional dependen-
cies [69] and their extensions [70], can be used to detect possible
privacy threats, yielding the possibility of exploiting them to im-
prove privacy in data mining and data integration processes. The
next section introduces concepts strictly linked to data profiling,
which will be helpful to understand the privatization strategies
underlying the solutions proposed in this dissertation.

3.2.1 Functional dependencies & Relaxed
functional dependencies

As said above, functional dependencies (FDs) and relaxed func-
tional dependencies (RFDs) represent some of the most relevant
profiling metadata. This section details concepts concerning func-
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tional FDs and relaxed RFDs. To this end, in what follows we
first need to recall some basic concepts of relational databases.

A relational database schema R is defined as a collection of
relation schemas (R1,. . ., Rn), where each Ri is defined over a
set attr(Ri) of attributes (A1,. . ., Am). Each attribute Ak has
associated a domain dom(Ak), which can be finite or infinite. A
relation instance (or simply a relation) ri of Ri is a set of tuples
such that for each attribute Ak ∈ attr(Ri), t[Ak] ∈ dom(Ak), ∀
t ∈ ri, where t[Ak] denotes the projection of t onto Ak. A database
instance r of R is a collection of relations (r1,. . .,rn), where ri is a
relation instance of Ri, for i ∈ [1, n].

In the context of relational databases, data dependencies have
been mainly used to define data integrity constraints, aiming to
improve the quality of database schemas and to reduce manipu-
lation anomalies. There are several types of data dependencies,
including functional, multivalued, and join dependencies. Among
these, functional dependencies (FDs) are the most commonly kno-
wn, mainly due to their use in database normalization processes.
Since RFDs extend FDs, let us recall the definition of FD.

Definition 1. (Functional dependency). A functional depen-
dency (FD) φ, denoted as X → Y , between two sets of attributes
X, Y ⊆ attr(R), specifies a constraint on the possible tuples that
can form a relation instance r of R; requiring that X → Y holds
on r iff for every pair of tuples (t1, t2) in r, if t1[X] = t2[X], then
t1[Y ] = t2[Y ]. The sets X and Y are also called Left-Hand-Side
(LHS) and Right-Hand-Side (RHS), resp., of φ.

RFDs extend FDs by relaxing some constraints of their defini-
tion. In particular, they might relax on the attribute comparison
method, and on the fact that the dependency must hold on the
entire database.

Relaxing on the attribute comparison method means to adopt
an approximate operator to compare tuples, instead of the “equa-
lity” operator. In order to define the type of attribute comparison
method used within an RFD, the concept of constraint is used
[71].
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Definition 2. (Constraint). A constraint ϕ is a predicate
evaluating whether the similarity/distance, or the order relation,
between two values of an attribute A falls within a predefined
interval.

Thus, a constraint depends on a similarity/distance function,
or an order relation, defined on the attribute domain, plus one
or more comparison operators with associated threshold values
defining the feasible intervals of values.

An example of constraint ϕ defined on the attribute
Address and the edit distance ED function could be: 0 ≤
ED(addr1, addr2) ≤ ε, where addr1 and addr2 are two address
values, whereas 0 and ε are two given threshold values.

Definition 3. (Set of constraints). Given a set of attributes
X = {A1, . . . , Ak}, a set of constraints Φ = {ϕ1, . . . , ϕk} defined
on them represents a collection of constraints that are applied to
{A1, . . . , Ak}, respectively.

A functional dependency holding on “almost” all tuples or on
a “subset” of them is said to relax on the extent [69]. In the case
of “almost” all tuples, a coverage measure should be specified to
quantify the degree of satisfiability of the dependency. Whereas,
in the case of “subset” (constrained domain in the following), con-
ditions on the attribute domains should be specified to define the
subset of tuples satisfying the dependency.

Definition 4. (Coverage measure). A coverage measure Ψ on
φ, Ψ : dom(X) × dom(Y ) → R

+, quantifies the amount of tuple
pairs in r satisfying φ.

As an example, the confidence measure introduced in [67] eva-
luates the cardinality of the greatest set of tuples r1 ⊆ r for which
φ holds in r1.

Several coverage measures can be used to define the satisfiabili-
ty degree of an RFD, but usually they return a value normalized on
the total number of tuples n, with n cardinality of r, so producing
a value v ∈ [0, 1].
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Definition 5. (Constrained domain). Given a relation data-
base schema R with attributes {A1, . . . , Ak} defined on domains
{dom(A1), . . . , dom(Ak)} respectively, dom(A1)×dom(A2)×· · ·×
dom(Ak) = dom(R), respectively, and let ci be a condition on
dom(Ai), i = 1 . . . k, the constrained domain Dc is defined as
follows

Dc =
{

t ∈ dom(R)|
k
∧

i=1

ci(t[Ai])
}

.

Constrained domains enable the definition of tuple “subsets”
on which a functional dependency holds.

Then, a general definition of RFD can be given:

Definition 6. (Relaxed functional dependency). Let us
consider a relational schema R. An RFD ϱ on R is denoted by

[

XΦ1

Ψ≥ε
−−→ YΦ2

]

Dc

(3.1)

where

• Dc is the constrained domain that filters the tuples on which
ϱ applies;

• X, Y ⊆ attr(R), with X ∩ Y = ∅;

• Φ1 and Φ2 are sets of constraints on attribute sets X and Y ,
respectively;

• Ψ is a coverage measure defined on Dc;

• ε is a threshold, with 0 ≤ ε ≤ 1.

Given r ⊆ Dc, a database instance r on R satisfies the RFD
ϱ, denoted by r |= ϱ, if and only if: ∀ (t1, t2) ∈ r, if Φ1 is true
for each constraint ϕ ∈ Φ1, then almost always Φ2 is true for each
constraint ϕ′ ∈ Φ2. Here, almost always means that Ψ(X, Y ) ≥ ε.

In other words, if t1[X] and t2[X] agree with the constraints
specified by Φ1, then t1[Y ] and t2[Y ] agree with the constraints
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specified by Φ2 with a degree of certainty (measured by Ψ) greater
than ε.

Based on definition (3.1), the canonical FD X → Y can also
be written as:

[

Xeq

Ψ1−→ Yeq

]

Dtrue

(3.2)

where true is a sequence of tautologies, Dtrue = dom(R), eq is
the equality constraint, and Ψ1 represents the fact that the depen-
dency must hold on all tuples of the instance r (i.e., Ψ(X, Y ) = 1,
and ε = 1).

Example 1. Let us consider a database of the census income, con-
taining the following data of citizens: Name, Surname, SSN, Age,
Address, Native-Country, Occupation, and Sex. According to
this, it is likely to have the same Native-Country for costumers
having the same Name and Surname thus, an FD Name, Surname

→ Native-Country might hold. However, the names, surnames,
and countries might be stored by using different abbreviations/-
variations, and/or typos may have been introduced during tuple
insertion operations. Thus, the following RFD might hold:

[

Name≈, Surname≈
Ψ1−→ Native-Country≈

]

Dtrue

where ≈ is the string similarity function. On the other hand, few
cases of homonyms for the customers have to be considered. For
this reason, the previous RFD should also admit exceptions. This
can be modeled by introducing a different coverage measure to
make the RFD relax on the extent:

[

Name≈, Surname≈
ψ(X,Y )≥0.90
−−−−−−−→ Native-Country≈

]

Dtrue
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Capitolo 4

Privacy awareness in Social
Networks and Web
browsing

This chapter highlights several privacy issues related to social net-
work participation and web browsing. In particular, an experi-
ment shows how it is possible to derive sensitive data when users
are registered on different social network platforms. Moreover, a
visual metaphor is implemented in a tool showing how user data
are tracked during web browsing.

Nowadays, information is spread over different network chan-
nels, and in most cases, users are unaware of how their sensitive
data are managed and shared. For example, users have access to
many network services, and in order to have a complete access to
all their features, they must sign an agreement to share their sen-
sitive information. Moreover, if users grant the consent to process
their personal data, they usually have no awareness concerning
who and how will manage these data. This also occurs with online
social platforms, such as WeChat, Facebook, LinkedIn, and Twit-
ter, which have become extremely popular, involving many real
social relationships. In this context, effective privacy-preserving
methods should ensure both the privacy of data and their availabi-
lity, by also limiting the possibility for users to deal with malicious
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accounts, since they might jeopardize their identities. In fact, the
influence and popularity of users play a fundamental role, because
many people follow influential accounts and tend to trust them.
However, what happens if the followed trusted account is fake?
Indeed, although the practice to artificially “amplify” the number
of followers by means of fake accounts could be used to make an
account more trustable and influential, it could be also adopted by
spammers aiming to create disinformation, to promote advertising
campaigns, and to steal personal data of individuals.

To overcome these problems, in what follows new approaches
for improving users’ awareness concerning privacy threats in Web
browsing or in social network activities are proposed. In particu-
lar, the first work presents a visual metaphor based tool supporting
users in understanding how their data are shared among network
service providers while they perform internet browsing. The se-
cond work aims to analyse users’ data extracted from several social
networks to evaluate privacy preservation. Finally, a novel metho-
dology is proposed to detect fake accounts in social networks, by
understanding the reliability of users with social network profiles.

4.1 Enhancing user awareness during

internet browsing

With the advent of e-commerce and social networks, people often
unconsciously disseminate their sensitive data through different
platforms such as Amazon, eBay, Facebook, Twitter, Instagram,
and so on. In this scenario, it would be useful to support users
with tools increasing their awareness on how their sensitive data
are exchanged.

This section presents a visual analytics tool enabling users
to understand how their sensitive data are exchanged or shared
among different network services. In particular, the proposed tool
visualizes the communication flow generated during Web browsing
activities, highlighting the providers tracking their data. The tool
provides a real-time summary graph showing the information ac-
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quired from the network. A user study is presented to highlight
how the proposed tool improves the user’s perception of privacy
issues.

Web browsers are the primary tools to access the Internet, and
can also be extended by adding new features in order to facilita-
te users during Web searches, or to monitor the content of Web
pages, i.e., to block malicious content (see Section 2.1). However,
the monitoring of data that users spread over the Internet is a
complex task, especially when sensitive data are involved. In ad-
dition, making users aware of possible privacy threats related to
the spreading of their sensitive data requires the definition of user-
friendly approaches. These should intuitively highlight all aspects
related to privacy, and dynamically support users in the compre-
hension of possible privacy threats. To this end, in the proposed
visual analytics tool, an interactive graph structure is exploited to
enable users to easily track their data. Furthermore, this visual
metaphor allows users to have a visual chronology of their brow-
sing web activities, letting them understand how different network
services communicate with each other by sharing user data.

4.1.1 Overview of the system components

This section presents the technologies used for building the pro-
posed visual analytics tool, by also explaining the design choices
and how the technologies used are connected. Then, the network
sniffer underlying the tool is described, how it interacts with data
streams through ReThinkDB, and how the sniffed packets have
been used to compose the proposed visual analytics tool.

4.1.1.1 Network sniffer

This component relies on Scapy, which is a Python program ena-
bling users to forge, dissect, emit, or sniff network packets, probes,
scans, or network attacks [72]. It provides a DSL (Domain Speci-
fic Language) that enables a powerful and fast description of any
kind of packet. Scapy allows users to describe a package or a set
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of packages as layers that overlap on each other. The fields of each
level have useful default values that can be overloaded. Scapy does
not force the user to employ predefined scenarios or templates.

Scapy is involved in the receiving phase only, which means that
every time a user wants to send packets, a different tool must be
involved. When a user probes a network, s/he will send many
stimuli, and some of them will be answered. If the user chooses
the right stimuli, it is possible to obtain the necessary information
from the responses or the lack of responses. Unlike many tools,
Scapy will give the user all the information, i.e. all the stimuli
s/he sent, and all the responses s/he got. For example, it is pos-
sible to probe a TCP port scan, visualize the data in terms of
results of a port scan, and then decide whether to visualize the
TTL of the response packet. It is not necessary to perform a new
analysis every time the user wants to view other data. A common
problem in network probing tools is that they try to interpret the
answers they got instead of only decoding and giving facts. Saying
something like “I received a TCP Reset on port 80” is not sub-
ject to interpretation errors. Saying “The port 80 is closed” is an
interpretation that can be right most of the times, but wrong in
some specific contexts. For instance, some scanners tend to report
a filtered TCP port when they receive an ICMP destination un-
reachable packet. This may be right, but in some cases, it means
that the packet was not filtered by the firewall, and there was no
host to forward the packet to.

Scapy has been used to create an acquisition network script,
which is always listening to all possible actions that the user
performs during his/her network activities. The script intercepts
all network packets and applies a filter on the communication
protocol, selecting only the https and HTTP protocols, and their
cookies.
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4.1.1.2 Managing Data Streams

Data streams are managed by means of ReThinkDB, which is a
flexible, and scalable database for Web and server development.
Like other NoSQL databases, it keeps user data in-sync across
client apps through realtime listeners and offers offline support
for mobile and Web applications so that the user can build re-
sponsive apps, working regardless of network latency or Internet
connectivity.

The ReThinkDB data model supports flexible, hierarchical
data structures. The information is stored in JSON documents,
organized into collections. Documents can contain complex nested
objects in addition to sub-collections. In this type of database,
the user can submit queries to retrieve specific documents or all
the documents in a collection matching matches his/her query
parameters. User queries can include multiple chained filters, and
combine filtering and sorting. In particular, ReThinkDB uses
data synchronization to update data on any connected device.
However, it’s also designed to make simple and efficient one-time
fetch queries. It offers automatic, multi-region data replication,
strong consistency guarantee, atomic batch operations, and
realtime transaction support. It is a local and/or cloud-hosted
NoSQL database, providing access to iOS, Android, and Web
apps employing native SDK.

4.1.1.3 Visualization

This section presents the technologies used for implementing the
interactive visual interface of the proposed tool. In particular,
the Web application uses D3.js for building interactive graphics.
The latter is a JavaScript library for manipulating data-oriented
documents1. It achieves visual representations through data loa-
ding, data binding, and analytic transformation elements. Unlike
graphs generated using Excel, the ones obtainable through D3.js

1https://d3js.org/
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enable developers to define customized mapping rules. Also, phy-
sics and force simulations provide a more dynamic representation
for the user.

Depending on their needs, developers can determine the map-
ping values to the graphics, such as display color, size, and so
on. A D3-based graph is graphically displayed on a Web page
by using CSS3, HyperText Markup Language, and Scalable Vec-
tor Graphics. It allows dealing with SVG, which is the World
Wide Web Consortium specification providing a network vector
graphics standard [73]. SVG strictly abides by XML syntax and
uses a textual description language to annotate image contents. It
is a resolution-independent vector and an image graphic format.

4.1.1.4 The overall Architecture

The architecture of the proposed visual analytics tool is shown in
Figure 4.1. In detail, at a lower level there are the Network Snif-
fer Module and the Browsermod Proxy, which are both responsible
for capturing the network traffic. The modules communicate with
both the Data Parser and the Database Connector Module, in
order to reorganize and filter the raw data and store them into
the Real-Time Local Database, which has been implemented by
using ReThinkDB. In particular, although the latter is only used
to store data caught on the Web, it offers security mechanisms to
prevent unauthorized access. Moreover, Web browsing is provided
through the Selenium Driver Module, which embeds several useful
functionalities to manage data retrieved from websites. Further-
more, a Node.js server queries the Real-Time Local Database and
represents the received data in terms of the proposed metaphors,
by using the real-time graphic library (D3.js) presented above. Fi-
nally, the structured visual metaphors are presented to the user
via the UI Data Visualization module.
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Figura 4.1: System Architecture.

4.1.2 The Vipat tool

This section describes the proposed visual analytics tool, named
VIPAT, showing its main functionalities. Figure 4.2 shows a sam-
ple of network graph that VIPAT generates to make the user aware
of the providers that are collecting his/her sensitive data. The
graph is constructed in real-time so that the user can analyze the
changes occurred when interacting with different providers. In
other words, when a user browses websites, with different network
providers managing his/her personal information, VIPAT captures
such information by creating a new node in the graph, as shown
in Figure 4.2.

The azure node within the connected graph represents the user
node, the green nodes represent providers using the HTTPS pro-
tocol, the red ones represent providers using the HTTP protocol,
and the yellow ones represent advertising hosts. Moreover, it is
possible to navigate the graph in order to understand how the data
are shared by different network providers.

On the bottom of the visual interface other two interactive
charts are provided:

(i) The first one (Figure 4.3) represents an interactive bar chart
showing the top 10 network providers that are taking more
advantage of user information, in terms of amount of packets
in which they are involved;
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Figura 4.2: VIPAT network graph representing the information
spread on the network during user’s browsing sessions.

Figura 4.3: Most contacted providers during user’s session brow-
sing.

Figura 4.4: Frequency of the network packets exchanged each 0.5s.

(ii) The second one (Figure 4.4) shows a chart representing the
frequency rate at which packets are transferred by service
providers on the network each half a second.
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Figura 4.5: Geolocation of the packet stream worldwide.

These information allow users to increase their awareness con-
cerning the frequency by which network providers manage their
information. The interaction with the charts allows users to re-
trieve additional information related to the selected network pro-
vider. Finally, Figure 4.5 shows the interface representing a linked
globe, in which the connections established in the different parts
of the world during user Web browsing activities are drawn. In
particular, this additional information enables the user to track
network communications, so that is possible to understand where
the network providers are localized.

As it can be seen the the presented interface, simple visual
metaphors have been adopted, so that the user can have a complete
overview of the network environment during his/her interaction
with VIPAT, and be aware of how the different network providers
manage his/her information. In fact, one of the most important
characteristics of VIPAT is that the user can interact with all the
graphs, by obtaining more specific and/or additional information
based on the performed selections.

4.1.3 Experimental Evaluation

This section presents the results of a user study whose aim was
to evaluate how VIPAT increases the users’ awareness about the
automatic acquisition of personal data by external providers.
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4.1.3.1 Experimental Settings

The evaluation session has been performed by involving twenty
users of different ages in a supervised experiment. Users had
different education levels, including high school diploma, ma-
ster degree, and Ph.D. The user evaluation has been performed
in a research laboratory, where users accessed to pre-configured
computers having VIPAT installed.

In the first step, users filled an initial questionnaire, after which
they started performing several Web browsing tasks. In particular,
the initial questionnaire contained questions concerning the user’s
ability to interact with Web applications and other questions re-
lated to personal information like age, gender, social occupation,
and so on. These questions aimed to asses the following aspects:
(1) how much users concern about security and privacy issues, (2)
what behavior the users adopt for managing cookies while visi-
ting a Web page, and (3) what data generated during the Web
browsing activities users think they own.

Web browsing tasks have been designed to make a user aware
of the spread of his/her own data while performing browsing acti-
vities. Five tasks have been defined to be executed by each user,
all including actions to perform on Web sites. As an example, a
user task included browsing a shopping site and simulating a pur-
chase. Another task required to browse a site of news, and to read
the daily news. All users have been supervised during their Web
browsing tasks. Moreover, in order to monitor the users’ interac-
tion with VIPAT, the following behavioural statistics have been
monitored: (i) how many times each user opened VIPAT, and (ii)
how many times s/he interacted with it. After users completed
their Web browsing tasks, it has been asked them to fill out a fur-
ther questionnaire. The latter included questions concerning user
awareness on how his/her personal information is acquired by ex-
ternal providers during Web browsing. In particular, the questions
permitted to evaluate the opinion of the users about whether bro-
wsing data are (i) safely handled, (ii) exploited for commercial
purposes, and (iii) frequently exchanged among providers.
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For each question, a five-point Likert-type answer format has
been provided, ranging from “strongly disagree” (coded as 1) to
“strongly agree” (coded as 5). The initial and the post-task que-
stionnaires share several questions, aiming to monitor whether the
users’ privacy perception changed after using VIPAT.

Figura 4.6: Statistics about the concerns of users on security and
privacy issues.

Figura 4.7: Statistics about the behaviour of the users when dea-
ling with cookies’ policies.

4.1.3.2 Results

Figure 4.6 shows the users’ statistics collected about their concerns
on security and privacy issues. It is worth noting that most of the
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users are quite worried about them and that three of them indi-
cated that they were not worried, although they have knowledge
about possible risks. Figure 4.7 shows the users’ statistics about
the behavior they adopt with cookies’ policies. Most of the users
accept them without reading their content. Moreover, no user is
willing to leave the website when it is not possible to decline the
policy.

Figura 4.8: Statistics about users’ awareness on the actual owner-
ship of Web browsing data.

Figura 4.9: Statistics about users’ opinions on how much Web
browsing data are safely managed.

Figure 4.8 shows the statistics about the opinions of the users
on the exclusive ownership of the data generated during Web brow-
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Figura 4.10: Answers related to the users’ awareness on data pri-
vacy.

sing. This question is contained in both questionnaires, hence the
figure highlights how the users’ opinions changed after using VI-
PAT. Figure 4.9 shows the users’ answers regarding their opinion
about the safe management of navigational data on the Web. Also,
this question is contained in both questionnaires, and it is possi-
ble to observe that VIPAT increased the perception of insecurity
about Web data management.

Figure 4.10 shows the users’ answers to the question of how VI-
PAT changed their data privacy awareness. Most of the users con-
sidered VIPAT quite helpful in improving their perception of data
privacy. In particular, the majority of users, especially those wi-
thout computer science degrees, gained consciousness on how their
data were exchanged without them being aware of that. What
they considered really surprising was the fact that during naviga-
tion many different providers were communicating with each other,
via a third ads-labeled provider, trying to acquiring information
on what the user did previously, in order to show a more incisive
(and profitable) advertisement.

Figure 4.11 shows statistics about the users’ interactions with
VIPAT. The plot highlights how many times users need to get
information on the navigation data, looking quickly at or interac-
ting with VIPAT. As can be observed from the results, the number
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Figura 4.11: Users’ interactions with VIPAT.

of visualizations is quite different among users. There have been
users that very rarely looked at VIPAT (they looked at VIPAT a
number of times equal to the number of tasks assigned to them)
and others (e.g., User 17) that felt in need to observe the tool
a conspicuous amount of times. On average the users interacted
with VIPAT 3.6 times during the experimental session, usually at
the beginning of the experiment, as the first Web page was visited,
and after all tasks were completed.

4.2 Social network data analysis to

highlight privacy threats

Social networks are a vast source of information, and they ha-
ve been increasing impact on people’s daily lives. They permit
to share emotions, passions, and interactions with other people
around the world. While enabling people to exhibit their lives,
social networks guarantee their privacy. The definitions of privacy
requirements and default policies for safeguarding people’s data
are the most difficult challenges that social networks have to deal
with.

Aiming to analyse privacy requirements offered by social net-
works, in what follows an evaluation is performed by collecting
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data concerning people who have different social network profiles.
To this end, a tool exploiting image-recognition techniques to re-
cognise a user from his/her picture has been built, with the aim of
collecting his/her personal data accessible through social networks
where s/he has a profile. A dataset of 5000 users has been com-
posed, by combining data available from several social networks,
and by comparing social network data that must be mandatorily
provided in the registration phase, publicly accessible data, and
those retrieved by the performed analysis. The goal is to analyse
the amount of extrapolated data, aiming to highlight privacy th-
reats when users share information on different social networks, in
order to help them be aware of these aspects.

This work shows how users data on social networks can be easi-
ly retrieved, which represents a clear privacy violation. This study
aims to improve the user’s awareness concerning the spreading and
managing of social networks data. To this end, all the statistical
evaluations made over the gathered data unleashing privacy issues
have been highlighted.

4.2.1 Methodology

This section describes the proposed methodology by summarising
it in two meaningful steps: the single- and the cross-social data
extrapolation steps.

In the single social data extrapolation step (Figure 4.12), the
picture and the name of the user are exploited as the input of the
Social Module. The latter performs specific operations only over
a single social network, beginning with a search of the user target,
by exploiting the photos and the name associated with his/her
profile. The face recognition module tries to find a match between
the discovered photos and the initial user’s picture. If a match is
found, the social network module yields all the user profile data
available on his/her specific social network.

The idea of exploiting a face recognition module is justified
from the fact that it is used to avoid the homonymies on user’s
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Figura 4.12: Single social data extrapolation step.

names. In Figure 4.12, it is possible to see the general process of
the single social data extrapolation step.

In the cross-social data extrapolation step (Figure 4.13), the
way in which the inputs are exploited, and the interaction proce-
dure of the face recognition module are the same as in the single
social data extrapolation step. The main difference is the exploi-
tation of multiple social network modules for extrapolating several
user profile data. In particular, each module can extract user pro-
file data from a specific social network. In this way, it is possible to
collect several user profile data from different social networks. Ob-
viously, the only limitation is that the target user needs to own a
registered profile on each social network. Finally, all the user pro-
file data associated with each social network feed the integration
module for aggregating all collected user profile data. In Figure
4.13, it is possible to see the general process of the cross social
data extrapolation step.

In the proposed methodology, a single analysis over a specific
social network is differentiated from a cross-analysis over multiple
social networks. In this way, it is possible to estimate the minimum
amount of user data that is possible to extrapolate from a single
social network, and evaluate the maximum number of users data
that can be aggregated from different social networks.

The following section describes in-depth all sub-modules inclu-
ded in the user data extrapolation tool, by explaining how they
interact with each other.
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Figura 4.13: Cross-social data extrapolation step.

4.2.2 Social data analyzer

Extracting user data from multiple social networks is a complex
task. There are several issues related to the extraction that yield
specific choices for the components of the social data analyzer
(SODA) tool: i) the number of users involved in the analysis
process can be large, ii) each social network relies on different
implementation technologies, and iii) continuous upgrades of the
social network platforms require continuous maintenance of system
components. To this end, the tool SODA is built on the top
of the existing system Social Mapper2, extending several of its
components, aiming to tackle the issues mentioned above.

4.2.2.1 A tool for analyzing user data

As said above, SODA has been built on the top of Social Mapper,
an open-source tool exploiting face recognition techniques to find
social media profiles across different social network platforms. In
particular, Social Mapper is capable to search user profiles on the
social network platforms, such as Facebook, Linkedin, Instagram,

2https://github.com/Greenwolf/social mapper
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VKontakte, Twitter, Pinterest, Weibo, and Douban. It is essential
to notice that, since SODA is an extension of Social Mapper, it
can search people by only considering an image and at least one of
the following data: name, surname, city, email, or the company in
which the user works. From these, SODA is capable of browsing
the Web by exploiting Selenium3, a framework that is generally
used for activities such as testing, browsing, and scraping Web
content.

SODA provides means to automate the navigation on any Web
page, by creating a bot to perform operations, and simulating the
behaviours of a real user during a Web browsing session. It is im-
portant to note that the bot can exploit the search engines behind
each social network platform. Since it simulates the operations
of a real user, SODA can search for users registered over diffe-
rent social network platforms by quickly filling the search bars
and accomplishing the search. In this way, the search is computa-
tionally feasible and permits analysing only a subset of users that
match the search parameters. The combination of these strategies
with a powerful recognition algorithm allows SODA to achieve
accurate results. In particular, among the many facial recognition
algorithms proposed in the literature [74], Social Mapper relies on
the Viola-Jones [75], one of the most frequently used facial reco-
gnition algorithms. It uses Haar feature-based cascade filters to
extract meaningful features of an individual’s face [76].

With respect to Social Mapper, the proposed tool SODA pro-
vides several novel functionalities that allow to perform an in-
depth analysis of the data shared by users, and extend the search
on a large scale. The first new functionality enables the system
to find people that work in a specific company. To this end, SO-

DA exploits the search mechanism of Linkedin to select the users
working in a given company and returns information on their pu-
blic profile as an output. The idea of starting with Linkedin for
selecting users to analyse is due to the fact that they were un-
likely to be fake. In fact, it has been demonstrated in [77] that
the amount of faker users registered over Linkedin is extremely

3https://www.selenium.dev/
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small. Moreover, since SODA starts from the list of people wor-
king for companies, the probability of finding a fake user is also
extremely low. In fact, Linkedin provides each company with a
tool to monitor the users registered on them [78]. In particular,
this task is generally entrusted to the human resources managers,
who periodically check the users affiliated with the company, in
order not to damage the seriousness and professional attitude of
the company. To this end, exploiting Linkedin for selecting users
permits to work with consistent initial data that belong to real
users.

Most of the remaining extensions provided by SODA affect
the crawling components. In fact, Social Mapper is limited to
only extracting the URLs of the different user profiles. Thus, in
SODA have been redesigned to add several new navigation fea-
tures. In particular, due to the various structures of Web pages,
it was necessary to design different targeted changes to facilitate
the data acquisition phase of each crawling module. More specifi-
cally, it has been added support to Web selectors to perform more
accurate Web searches. In fact, the selectors are one of the mo-
st robust technologies for manipulating Web content, since they
support the most frequently used Web browsers. Thanks to the-
se extensions, SODA is able to perform large-scale searches and
extract users’ data. However, there might be cases of homonymy
between users registered in a social network. To this end, SODA

combines the information of each user with the results of the face
recognition algorithm to only extract a person who best matches
the search. More specifically, the face recognition algorithm com-
pares the image taken as input with those of all possible users
registered in a specific social network. A user profile is returned
as output if and only if the image is at least 60% compatible with
the input one and if the data match with it. This threshold ensu-
res that the number of false positives is minimized. In case several
users match the search criteria and exceed the threshold of the face
recognition module, SODA can extract the data of each user and
merge them into a single output. This strategy, combined with
the focused search performed by each social network, allows SO-
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DA to maximize the amount of extracted information. However,
it was necessary to define a threshold value to limit the maximum
number of matches and the searches in each social network. This
threshold can be set during the configuration step of SODA and
is valid for searches in all social networks. Notice that, the choice
of this threshold can significantly affect the analysis of SODA.
In fact, although a high value for the threshold could maximi-
ze information extraction by also capturing users with multiple
profiles, this could lead to the extraction of inaccurate user infor-
mation and significantly lengthen the search time of SODA. To
this end, it has been considered a lower threshold value, i.e., 1, in
order to speed up the search time and increase the precision of the
extracted information.

It is important to notice that SODA is not able to check fake
accounts. In fact, it analyzes and extracts information from social
network profiles by simulating a real user. Thus, this threshold
does not guarantee that the first profile extracted from the social
network is a real profile. However, in case the extracted profile was
fake, the photo of this profile has already satisfied the similarity
threshold of the face recognition module. Thus, this means that
this kind of profile is a clone of a real user profile since it would
have both the same data and a photo of the real person that
SODA was looking for [79, 80].

The following section describes the extended system architec-
ture of SODA, analysing its components, and comparing each
with the previous version provided in Social Mapper. Finally, it
will be examined the interaction between components of SODA

to clearly describe how it extracts information from different social
networks.

4.2.2.2 SODA architecture

The architecture of Social Mapper provided no presentation layer,
and it relied on a two-tier model, in which it is possible to identify
the following two layers:
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Figura 4.14: Architecture of SODA.

• The Data layer containing the initial information necessary
for running the system. It consists of all the initial user
information, which enables Social Mapper to acquire data
for user profiling;

• The Business layer containing the modules for extracting
information from different social networks.

However, the components of these two layers showed low mo-
dularity, making the system difficult to maintain. Thus, part of
the work aimed at restructuring each component, in order to de-
rive more a maintainable system, which could be easily upgraded
and extended. The first extension of Social Mapper concerns the
introduction of a module that enables SODA to manage faults an-
d/or exceptions generated by each component. In fact, to perform
a large-scale analysis of people, it is necessary that the system
continue operating properly in case of failure of one or more of
its components. Moreover, to enable SODA to analyze the infor-
mation that a user shares, it has been necessary to upgrade each
component of Social Mapper in order to add new functionalities
for crawling information from different social networks. These new
crawling functionalities exploit more general Web selectors, allo-
wing SODA to analyze the contents of the Web pages, regardless
of the technologies behind each social network platform.
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Figure 4.14 shows the architecture of SODA. In particular,
the components within the business layer communicate with those
within the data layer through the Parser components and the
Selenium APIs.

The data are acquired by the Parser component, which is re-
sponsible for interpreting the system input, trying to understand
the execution modes, and for sharing information of each user
with the Face Recognition module. Moreover, the Parser invokes
the Browser Connector module interface, which enables SODA to
execute the local Web browser. After which, it is necessary to in-
teract with the Web pages and extract information. To this end,
SODA exploits the functionalities provided by Selenium. More
specifically, to extract specific information on each social network,
six modules are defined, one for each social network on which it is
possible to access user profiles and extract their information. In
particular, SODA crawlers search for a user by using the initial
information read by the Parser module, and extract all the profile
pictures of the users that match the search criteria. The list of
pictures is sent to the Face Recognition component, which compa-
res the image taken in input with those extracted from the social
networks, in order to identify the correct subjects to be analysed.
The list of identified subjects is shared with the crawling modules,
which acquire all information of each profile, storing them local-
ly. Finally, the Aggregator component receives all the data, and
groups all the information extracted by the crawlers in a single
file.

4.2.3 Experimental Evaluation

This section presents a single-social and a cross-social evaluation,
aiming to investigate the sensitivity of the extrapolated data. In
what follows, it has been described the collected dataset, the two
experimental sessions for evaluating the data of analysed users,
and the performances of the proposed tool in terms of extrapolated
attributes.
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4.2.3.1 Experimental Settings

Dataset. The experimental evaluation required the creation of a
dataset of people by randomly extracting them from the Web. In
particular, all information is extracted by exploiting the crawler’s
functionality.

Since social network platforms have different templates for ma-
naging the user’s information, it has been implemented an ad-hoc
crawler to interact with different Web pages and extract only in-
formation characterizing the user. To this end, it has been created
a dataset containing photos and a few initial information concer-
ning real users, e.g., name, surname, and/or company. The first
operation for creating the dataset has been to select people from
different parts of the world. In particular, the new features of
SODA have been exploited in order to enable searching people
working for a specific company. To this end, more than 100 in-
ternational companies have been randomly selected, from which
SODA extracted more than 11000 images of distinct users. The
new data have been aggregated into a single structured file and
have been used to assess user privacy. It is worth noting that the
initial version of the dataset only contained essential information
for starting the execution of SODA, whereas all the other data
have been added during its execution.

Although the crawler modules try to maximize information
extraction from the Web, it might happen that some users do
not share enough information, so that the associated tuples in
the dataset will contain many null values. Moreover, some user
images were not of satisfactory quality or did not show the face.
For this reason, in the resulting dataset, only a subset of users
has been stored, i.e., those yielding zero or few null values. Thus,
the data of 7000 users have been selected, by considering their
information as the initial data for the performed evaluation. After
the execution of SODA, data from 5000 users have been retrieved,
i.e., from users registered on at least one social network platform.
For each of them, it was necessary to perform several operations
to standardize the extracted data, by removing incorrect values
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and cleaning information from outliers, e.g. special characters,
and/or emoticons. Finally, all data with proper syntax have been
inserted in the initial dataset containing the information of each
user already extracted for the search.

Evaluation Metrics. As described in the previous section,
the experimental evaluation has involved 7000 people, random-
ly selected from the Web. Starting from them, the analysis on
each social network has been performed, also including Linkedin,
aiming to evaluate the effectiveness of SODA.

Among the people involved in the evaluation, 5000 have been
found on at least one social network, and have been classified
as true positive (TP ), 878 people have been classified as false
positives (FP ), that is, people who have been erroneously found on
a social network and with a matching rate greater than 60%; 1122
people have not been found, and therefore were classified as false
negative (FN), and finally, the people who were not registered on
any social network were classified as (TN), and in the proposed
evaluation have been considered as 0, since the initial data was
extracted from Linkedin.

It is important to notice that the people who have not been
correctly identified, i.e., TP , probably changed their profile photos
during the evaluation period. In fact, the experimental evaluation
lasted several months. Therefore, it is likely that in the meantime
users could change their profile photos, making identification more
complex. In addition, other reasons could be due to the posture
assumed by the subject in the photos and the lighting conditions.
In fact, several studies have shown that these two factors can nega-
tively affect face recognition algorithms by reducing the matching
rate [81, 82].

Although these problems could affect evaluation results,
the effectiveness of SODA is shown by the following metrics:

Precision =
TP

TP + FP
=

5000

5000 + 878
= 0.85

Recall =
TP

TP + FN
=

5000

5000 + 1122
= 0.82
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Accuracy =
TP + TN

TP + TN + FP + FN
=

5000 + 0

5000 + 0 + 878 + 1122
=

0.72

4.2.3.2 Results

Evaluation single-social. This section describes statistics ob-
tained by evaluating data extracted by each considered social net-
work. In particular, the information that are frequently shared by
users over every single social network and the way each social net-
work preserves user privacy are highlighted. To this end, starting
from the 5000 users contained in the dataset, a single social net-
work evaluation has been performed. This allowed to independen-
tly analyze the results obtained by each social network, avoiding
to consider whether a user is present on multiple platforms, which
will be discussed in the next section.

Figure 4.15 shows the most frequently shared information on
Linkedin extracted by 1570 users registered to it. Among the 5000
initial users, only the accounts from which it has been possible to
extract sensitive information useful for the proposed analysis have
been considered. It is possible to notice that Employment and the
City are the most frequently shared information on Linkedin. In
particular, the attribute city can refer to the place of residence or
the place of birth, but in most cases, these are equal.

Results in Figure 4.15 highlight even more that Linkedin is
a social network for job finding, where users tend to share their
employment and city, aiming to find better job opportunities.

Figure 4.16 shows the most frequently shared information on
Facebook, extracted by 1161 users registered to it. It is possible to
notice that basic information related to the gender, Education or
Work, and the Place where the user lives are the most frequently
shared information on this social network. In particular, as it
can be seen in Figure 4.16, no user has shared his/her details
on the date of birth, which combined with the other data, could
significantly affect privacy. Facebook permits users to hide their
data in order to preserve privacy.
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Figura 4.15: Analysis of information shared on Linkedin.
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Figura 4.16: Analysis of information shared on Facebook.
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Figura 4.17: Analysis of information shared on Twitter.
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Figura 4.18: Analysis of information shared on VKontakte.

Figure 4.17 shows the most frequently shared information on
Twitter, extracted by 86 users registered to it. Despite not many
users involved in the analysis, it is possible to notice that the
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City, Website, and the Biography of a user are the most frequently
shared information on this social network. In particular, through
the biography a user can share additional information, such as
his/her telephone number, email, or other information.

Twitter is used by many famous people, but it offers less pre-
vention in terms of privacy, mainly due to the fact that users tend
to insert data in their biography, not being aware to disclose them.

Figure 4.18 shows the most frequently shared information on
VKontakte, extracted by 251 users registered to it. It is possible
to notice that, the Date of birth, the Spoken languages, and the
Education information are the most frequently shared data on this
social network. In particular, as shown in Figure 4.18, no many
users have shared their Telephone numbers. As Facebook, also
VKontakte is a social network that allows users to share a vast
amount of information, and it permits users to hide specific details
to preserve privacy.

Concerning Pinterest and Instagram, 1688 and 2845 user pro-
files have been evaluated, respectively. In particular, these two so-
cial networks are massively used for sharing photos, and no other
types of data have been found for the performed analysis. Fur-
thermore, the only textual information on Instagram that seemed
useful for the proposed analysis was the user biography. Yet, a
user can write anything in it, so it has been decided not to take
the biography into account for the proposed analysis.

In table 4.1, for each analysed social network, it has been sum-
marised the information it retrieved. Yet, “Required attributes”
(i.e. attributes mandatory in the social network’s registration
phase), “Public attributes” ( i.e. attributes public by default ),
“Attributes extracted” (i.e. attributes gathered by the performed
analysis for a specific social network), and “Number of extrac-
ted attributes” (i.e. the amount of extracted attributes for each
specific social network) have been compared.

As it is possible to notice in Table 4.1, except for Twitter and
Instagram, all other social networks permit to retrieve different in-
formation, so that starting from the Public attributes it is possible
to reconstruct a partial user’s profile.
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Required data Public data Data extracted

L
in
k
e
d
in

Name & Surname
E-mail

Name & Surname
City
Employment
Birthday

Full Name
Mobile phone Ln
Website Ln
Email Ln
Birthday Ln
City Ln
Employment Ln

F
a
c
e
b
o
o
k Name & Surname

Phone Number
Birthday
Gender

Name & Surname

Full Name
Work and Education Fb
Placed Lives Fb
Contact Fb
Basic Info Birthday Fb
Basic Info Gender Fb
Detail about Fb

T
w
it
te
r Name & Surname

E-mail
Phone Number
Birthday

Name & Surname
City
Biography
Website

Full Name
Site Tw
City Tw
Biography Tw

In
st
a
g
ra

m

Name & Surname
E-mail
Phone Number

Name & Surname
Biography
Website

Full Name
Biography In

V
K
o
n
ta

k
te Phone Number

Birthday
Gender
Name & Surname

Name & Surname
Place of Birth
Website
Company
Languages
Mobile phone
Telephone
College or university
Status
School
Interests

Full Name
Date of Birth VK
City VK
Studied at VK
Place of Birth VK
Languages VK
Mobile phone VK
Telephone VK
Skype VK
College or university VK
Status VK
School VK
Groups VK
Company VK
Interests VK

Tabella 4.1: Single social features extrapolation.

Evaluation cross-social This section describes statistics de-
rived by performing a cross-social analysis on data extrapolated
by all the available social networks. In particular, it has been
investigated the possibility of aggregating information made pu-
blicly accessible by users over different social networks, aiming to
perform a more detailed analysis.

Figure 4.19 shows the distribution diagram for the users regi-
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stered over the considered social network platforms. In particular,
except for the first bar highlighting the number of users not in-
volved in social networks, it is possible to group the other bars in
three blocks, representing the users found in one, two, and three
social network platforms, respectively. The blue dots under each
bar indicate the social networks on which the users have been
found after the experimental session. As it is possible to see from
Figure 4.19, there are no users discovered in more than three social
network platforms, and Instagram represents the most frequently
used platform from the users involved in the performed evaluation.
However, in Figure 4.20, it is possible to notice that users share a
large amount of information on Linkedin. This is mainly due to
the registration policies of this social network, which requires to
insert various personal data. Since users exploit Linkedin mainly
for business purposes, this means that they share a vast amount
of data without privatising them.

Instagram
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Facebook

VKontakte

Twitter

100
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102
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Figura 4.19: Distribution diagram of the analyzed users.

In Figure 4.20, the statistics concerning email sharing over dif-
ferent social networks are shown. By analysing different social net-
works, it is possible to notice that only Linkedin, Facebook, and
VKontakte have a special section for inserting this information.
Concerning the email histogram in Figure 4.20, the x-axis repre-
sents the attribute Email over Linkedin, Facebook, and VKontak-
te, while the y-axis represents the absolute frequencies of emails
shared on each social network. In detail, Linkedin users present
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Figura 4.20: Attribute statistics of the entire dataset.

a high frequency for sharing the attribute Email, whereas few are
the users that shared it on VKontakte, and no one on Facebook.

In Figure 4.20 statistics concerning the Date of birth sharing
over different social networks are shown. By analysing different
social networks, it is possible to notice that only Linkedin, Fa-
cebook, and VKontakte have a special section for inserting this
information. Concerning the Date of birth histogram in Figure
4.20, the x-axis represents the attribute Date of birth over Lin-
kedin, Facebook, and VKontakte, while the y-axis represents the
absolute frequencies by which this attribute is shared on each so-
cial network. In details, users of VKontakte and Linkedin present
a high frequency for the attribute Date of birth, whereas no one
shared it on Facebook. Furthermore, it is possible to notice that
before registering on VKontakte, users have to mandatorily insert
the date of birth, which is never hidden for the analysed users,
even if VKontakte permits handling privacy settings.

Concerning the sharing of Telephone number, only the informa-
tion available in VKontakte was useful for the performed analysis,
but it could be possible to retrieve a reduced amount of telepho-
ne numbers. The insertion of the telephone number is essential
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for registering in VKontakte, but the majority of analysed users
maintain this data hidden. Other social networks always hide the
telephone number.

In Figure 4.21, statistics concerning the sharing of the City over
different social networks are shown. It is possible to notice that
only Linkedin, Facebook, Twitter, and VKontakte have a special
section for inserting this information. Concerning Figure 4.21, the
x-axis represents attributes City, Place of living, and Place of birth
over Linkedin, Facebook, Twitter, and VKontakte, whereas the y-
axis represents the absolute frequencies by which the attribute city
is shared on each social network. In details, users on Linkedin and
Facebook present a high frequency for the attribute City, whereas
few are the users who have shared it on Twitter and VKontakte.
In all analysed social networks, it has been possible to retrieve
information related to the city of users.

In Figure 4.22, statistics concerning information about Trai-
ning and Employment sharing over different social networks are
shown. It is possible to notice that only Linkedin, and Face-
book have a special section for inserting this information. The
x-axis represents attributes Employment, Work/Education, Stu-
died at, College/university, School, and Company, over Linkedin,
Facebook, Twitter, and VKontakte, whereas the y-axis represen-
ts the frequencies by which this information shared on each so-
cial network. In details, users on Linkedin and Facebook present
a high frequency for attributes Employment and Work/Educa-
tion, whereas few of them share College/University, School on
VKontakte.

A cross-social analysis permits the reconstruction of informa-
tion over different social networks. For example, a user registered
on several social networks can decide to privatise some informa-
tion on a specific social network, where s/he can choose to unmask
the same information over other social networks. It means that
by analysing a specific user over different social networks, it is
possible to obtain more detailed information.

In the performed analyses, privatised data, i.e., data that is
not publicly available on user profiles, and the data of the users
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Figura 4.21: City attribute shared over analyzed social networks.
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Figura 4.22: Job attribute shared over analyzed social networks.
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Figura 4.23: Attributes reconstruction by exploring all analyzed
social except Twitter.

that is not found on any social networks, are managed in the same
way considering them as missing values.

The most frequently accessible information on Twitter is the
city, since it can be reconstructed through other social networks.
Figure 4.23 shows that 4923 out of 5000 analyzed users are not
registered on Twitter or have privatized this information on it.
However, 31% out of 4923 users published their city on Linkedin,
while 5% on Facebook, and 1% on VKontakte. The remaining 63%
out of 4923 users did not share this information over any conside-
red social network, leading to the impossibility of extracting the
information concerning their city. Consequently, only in the last
case, it is possible to guarantee the confidentiality of the data (e.g.,
city), by simply requiring the management of its privatization over
just one social network (e.g., Twitter).

The information that is most frequently accessible on Face-
book is Mobile phone, City, Date of birth, Email, and information
concerning Education, and Training or Work. For the proposed
analysis on Facebook, the last two attributes have been merged. In
Figure 4.24, the percentage of information privatised by Facebook
users, but published on other social networks, has been shown:
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Figura 4.24: Attributes reconstruction by exploring all analyzed
social except Facebook.

Figura 4.25: Attributes reconstruction by exploring all analyzed
social except Linkedin.
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Figura 4.26: Attributes reconstruction by exploring all analyzed
social except VKontakte.

• In the figure, no diagram is shown for Mobile number,
since among the 5000 analyzed users who have privati-
zed their mobile number on Facebook, no one has allo-
wed the reconstruction of this information from other social
networks;

• Among the 5000 users analyzed, 4743 have privatised their
Hometown or Residence on Facebook, or are not registered
to this social network. Among them, 31% have published
this information on Linkedin, 2% on Twitter, and 1% on
VKontakte. Thus, 34% of them allow the reconstruction of
this information from other social networks;

• Among 5000 analyzed users who have privatized their Date
of birth on Facebook or are not registered on this social
network, 3% shared it on VKontakte, and 3% on Linke-
din. In summary, 94% of analyzed users have privatized
this information, since 6% of them shared it on other social
networks;

• Among the 5000 analyzed users who have privatized the



4.2. Social network data analysis to highlight privacy threats 67

Email on Facebook or are not registered on this social net-
work, only 1% of them shared it on Linkedin, while 1%
on VKontakte. In summary, 2% of analyzed users shared
the Email on other social networks, so 98% have completely
privatized it;

• Among the 5000 users analyzed, 4721 users have privatized
Education on Facebook, or are not registered on this so-
cial network. Among them, 31% published this information
on Linkedin, and 2% on VKontakte. In summary, 33% of
analyzed users have shared the Education on other social
networks, so 67% have completely privatized it.

Results show that most of the analysed users who have priva-
tised a given data on Facebook have also privatised it on other
social networks. Among all considered social networks, Linkedin
has proved to be useful for the reconstruction of user’s information.

The information that are most frequently accessible on Linke-
din areMobile phone, City, Date of birth, Email, and Employment.
In Figure 4.25, it has been shown the percentage of information
privatised on Linkedin, but published on other social networks:

• Similarly to Facebook, no diagram is shown for Mobile pho-
ne number, since among the 5000 analyzed users who have
privatized their mobile phone number on Facebook, or who
are not registered on this social network, no one published
it on other social networks;

• Among the 5000 users analyzed, 3450 have privatised their
Hometown or Residence on Linkedin, or are not registered
on this social network. Among them, 5% have published
it on Facebook, 2% on Twitter, and 1% on VKontakte. In
summary, 8% of analysed users shared Hometown or Resi-
dence on other platforms, so 92% have completely privatised
it;

• Among the 5000 users analyzed, 4861 have privatized their
Date of birth on Linkedin or are not registered on this social
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network. Among them, only 3% shared it on VKontakte. In
summary, 3% of analyzed users shared the Date of birth on
other social networks, while 97% have completely privatized
it;

• Among the 5000 users analyzed, 4942 have privatized their
Email on Linkedin or are not registered on this social net-
work. Among them, only 1% shared it on VKontakte. In
summary, 1% of analyzed users shared the Email on other
social networks, while 99% have completely privatized it;

• Among the 5000 users analyzed, 3445 have privatized their
Training/Work on Linkedin or are not registered on this
social network. Among them, 6% shared it on Facebook,
and 1% on VKontakte In summary, 7% of analyzed users
shared the Training/Work on other social networks, so 93%
have completely privatized it.

Results show that most of the analysed users who have pri-
vatised a given data on Linkedin have also privatised it on other
social networks. Among all considered social networks, Facebook
has proven to be useful for the reconstruction of user’s information.

The information that are most frequently shared on VKontakte
are Mobile phone, City, Date of birth, Email, and information
concerning Training and Work. In Figure 4.26, the percentage
of information privatised on VKontakte, but published on other
social networks, has been shown:

• Similarly to the previous analysis, no diagram is shown for
Mobile phone number on VKontakte, since among the 5000
analyzed users who have privatized their mobile phone num-
ber on VKontakte, or who are not registered on this social
network, no one published it on other social networks;

• Among the 5000 users analyzed, 4990 have privatized their
Hometown or Residence on VKontakte or are not registered
on this social network. Among them, 30% of them have pu-
blished it on Linkedin, 2% on Twitter, and 5% on Facebook.
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In summary, 37% of analysed users shared the Hometown or
Residence on other social networks, so 63% have completely
privatised it;

• Among the 5000 users analyzed, 4832 have privatized their
Date of birth on VKontakte or are not registered on this so-
cial network. Among them, only 3% of them have published
it on Linkedin. In summary, 3% of analysed users shared it
on other social networks, so 97% have completely privatised
it;

• Among the 5000 users analyzed, 4975 have privatized their
Email on VKontakte or are not registered on this social net-
work. Among them, only 1% of them shared it on Linkedin.
In summary, 1% of analysed users shared it on other social
networks, so 99% have completely privatised it;

• Among the 5000 users analyzed, 4997 have privatized their
Education on VKontakte or are not registered on this social
network. Among them, only 6% of them have published it
on Facebook. In summary, 6% of analysed users shared it
on other social networks, so 94% have completely privatised
it;

• Among the 5000 users analyzed, 4998 have privatized their
Work on VKontakte or are not registered on this social net-
work. Among them, 25.2% of them have published it on
Linkedin, and 6.5% on Facebook. In summary, 31.7% of
analysed users shared it on other social networks, so 68.3%
have completely privatised it.

Results show that most of the analysed users who have priva-
tised a given data on VKontakte have also privatised it on other
social networks, except for Employment, City of residence or Da-
te of birth. Among all considered social networks, Linkedin has
proven to be useful for the reconstruction of user’s information.
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Table 4.2 summarises the additional information gathered by
performing a cross-social analysis over each analysed social net-
work. In particular, for each social network (rows in Table 4.2),
it has been highlighted the additional information retrieved from
other ones (columns in Table 4.2). Obviously, the diagonal reports
similar information presented in Table 4.1. As it is possible to no-
tice in Table 4.2, Facebook, Twitter, and Vkontakte permit to
retrieve beneficial information concerning users for creating more
a detailed user’s profile.

Finally, Table 4.3 shows a final overview of the user profile
information collected through cross-social analysis. It highlights
some of the sensitive information of users by merging the extrapo-
lated and reconstructed data, with the aim to create a complete
user profile for each subject.

As prescribed in the GDPR: data revealing racial or ethnic
origin, political opinions, religious or philosophical beliefs, trade-
union membership, genetic characteristics, biometric information
processed solely to identify a human being, health-related infor-
mation, and concerning a person’s sex life or sexual orientation, is
considered sensitive4. Data reported in Table 4.3, are singularly
not sensitive for GDPR, but their aggregation permit to identify
a specific user putting at risk his/her privacy.

4.2.4 Ethical discussion

Social networks represent a vast information source in terms of
data. However, processing and analysing data gathered by so-
cial networks could raise ethical discussions. This section aims to
explain the ethical issues related to the presented work.

Concerning the application of the GDPR for research purpo-
ses, it states that for meeting “the specificities of processing perso-
nal data for scientific research purposes, specific conditions should
apply in particular as regards the publication or otherwise disclo-

4https://ec.europa.eu/info/law/law-topic/data-protection/reform/rules-
business-and-organisations/legal-grounds-processing-data/sensitive-
data/what-personal-data-considered-sensitive en
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Placed Lives Fb

Basic Info Gender Fb

Detail about Fb

Biography Tw Biography In

Place of Birth VK
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College or university VK

Status VK
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Company VK
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Work and Education Fb

Placed Lives Fb

Contact Fb
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Biography In

Place of Birth VK
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Mobile phone VK
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Skype VK
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Email Ln
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Work and Education Fb

Contact Fb

Basic Info Birthday Fb

Basic Info Gender Fb

Detail about Fb

Site Tw
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Biography Tw

Biography In

Date of Birth VK

Studied at VK

Place of Birth VK

Languages VK

Mobile phone VK

Telephone VK

Skype VK
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Status VK

School VK

Groups VK

Company VK

Interests VK
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Website Ln

Email Ln

Birthday Ln

City Ln

Employment Ln

Work and Education Fb

Placed Lives Fb

Contact Fb

Basic Info Birthday Fb

Basic Info Gender Fb

Detail about Fb

Site Tw

City Tw

Biography Tw

Biography In

Date of Birth VK

City VK

Studied at VK

Place of Birth VK

Languages VK

Mobile phone VK
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V
K
o
n
ta
k
te

Website Ln
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Detail about Fb

Site Tw

Biography Tw
Biography In

Date of Birth VK

City VK

Studied at VK

Place of Birth VK

Languages VK
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Telephone VK

Skype VK

College or university VK

Status VK

School VK

Groups VK

Company VK

Interests VK

Tabella 4.2: Cross social features extrapolation.
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Description

Full name Name and Surname of the user.

Mobile phone Mobile number of the person.

Telephone Landline number.

Website Personal or company website.

Email Personal email.

Birthday Date of birth.

City of Birth Place of birth, can be the same as current place of residence.

Employment Job position.

Placed Lives Current place of residence, can be the same as place of birth.

Gender Gender of the individual.

Skype Skype nickname.

College Name of the college or university attended.

Status Professional status or highest level of education.

School Attended schools.

Groups Names of groups to which the user is subscribed.

Interests Interests of the user.

Company Company name the employee belongs

Biography Biography written by the user.

Languages Languages of the user.

Tabella 4.3: User’s profile information obtained after cross-social
analysis.

sure of personal data in the context of scientific research purposes”
(recital 159). The GDPR defines some other bases, for the pro-
cessing of the personal data to be lawful. When the processing
is necessary to protect the vital interests of the data subject or
another natural person (Article 6(1)(d)); or when the processing
is necessary for the performance of a task carried out in the pu-
blic interest (Article 6(1)(e)). Moreover, recital 157 identifies the
benefits of personal data research, subject to appropriate condi-
tions and safeguards. These benefits include the potential for new
knowledge when researchers “ obtain essential knowledge about
the long-term correlation of a number of social conditions”. The
results of the research “obtained through registries provide solid,
high-quality knowledge which can provide the basis for the formu-
lation and implementation of knowledge-based policy, improve the
quality of life for a number of people, and improve the efficiency
of social services” (recital 157).

According to the claims described above, social network users
data have been collected to perform a specific analysis, with the
only aim to improve user’s awareness concerning privacy threats
over different social networks. The analysis has shown that users
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are not really aware of privacy threats linked to the dissemination
of their data over different social platforms.

To comply with GDPR, only the statistics retrieved from the
collected social network data will be made public, without publi-
shing the data itself. From the ethical point of view, user’s privacy
has not been violated, because this was not the target; data has
been collected with the only purpose to emphasise privacy issues
related to social network data dissemination.

It is possible to justify the ethical aspects of the proposed work
by referring to articles 6(1)(d) and 6(1)(e) defined in the GDPR.
This research could be the baseline to improve the user’s awareness
in terms of data privacy and also help to determine new strategies
to privatise social network user’s data.

4.3 Malicious Account Identification

in Social Networks

Currently, platforms for social interactions on the Web are utili-
sed by people of all ages. In fact, many tasks are being trans-
ferred over social networks, like advertisements, political commu-
nications, and so on, yielding huge volumes of data disseminated
over the network. However, this produces several concerns regar-
ding the truthfulness of such data and of the accounts generating
them.

Data are often manipulated by malicious users in order to ob-
tain profit. As an example, malicious users create fake accounts
and fake followers to increase their popularity and attract mo-
re sponsors, followers, and so on., potentially producing several
negative implications that impact society.

The number of strategies for detecting and deleting fake ac-
counts has grown proportionally to the number of new algorithms
developed for harmful purposes. As described in Section 2.1, such
strategies typically exploit machine learning techniques to classify
data patterns that characterize fake accounts. To this end, a new
approach has been defined aiming to enhance machine learning
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techniques in discriminating fake accounts. It exploits algorithms
to extract RFDs from the data stored in the social networks and
a new heuristic to derive their application in order for discrimina-
ting fake accounts. In addition, according to the defined heuristic,
a feature selection strategy has been proposed in order to improve
classification results. Experimental results highlight the effective-
ness of the proposed technique in distinguishing fake accounts over
the Twitter platform, and in improving existing machine learning
based techniques. The Twitter platform has been chosen because
it is the only social network platform providing publicly available
data, due to strict privacy laws.

4.3.1 RFD-based Fake account discrimination

Fake account identification is a hot topic, since the massive usage
of social networks has contributed to quickly spread harmful infor-
mation. However, the manual detection of such accounts requires
a big effort by humans to analyse vast volumes of accounts data.
To this end, the technique proposed in this paper supports the
automatic identification of fake accounts in big social networks,
by exploiting the concept of RFD (explained in Section 3.2.1) to
emphasize data correlations that are typical of fake accounts.

The RFD formalism is suitable for detecting fake accounts,
since it captures similarities among data that are typical of au-
tomatic procedures used to create fake accounts. Fake accounts
generators usually introduce small differences during the genera-
tion of account properties, such as screen name, user data, and
account creation time-stamp. Key dependencies have been exclu-
ded, since they do not involve pairwise tuple comparisons; hence
they do not provide meaningful patterns to discriminate between
Fake and Real accounts.

Given a relation SetREAL containing real account data, and
a relation SetFAKE containing fake account data. Thanks to the
availability of RFDs extraction algorithms [70], it is possible to
automatically extract RFDs holding on each dataset. Therefo-
re, by analysing differences between the two sets of RFDs, it is
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possible to extract meaningful patterns concerning fake accounts.
To this end, the goal is to detect the RFDs highlighted in Figure
4.27, that is, those holding on fake but not on real accounts, as
described by the following formula:

∆SetFAKE,SetREAL
= PSetFAKE

\ PSetREAL

Where PSetFAKE
and PSetREAL

represent the RFDs holding on Fake
and Real datasets, respectively.

RFDs that are common to the two sets can be ignored, sin-
ce they do not permit to discriminate between the two types of
accounts.

Analogously, given the relation SetVERIFIED, which contains da-
ta of accounts named real accounts, since their genuineness has
been certified by Twitter, for which it would be useful to analy-
se the human behaviour. This can be done by considering RFDs
holding on real accounts but not on fake ones. More specifically,
the attention has been focused on a subset of RFDs identified in
SetREAL (the grey part of Figure 4.28), which corresponds to the

Figura 4.27: Intersection of RFD sets holding on Real and Fake
accounts, respectively.
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Figura 4.28: Intersection of all RFD sets holding on Real, Verified,
and Fake account, respectively.

set of RFDs defined by the following formula:

∆SetREAL,SetFAKE,SetVERIFIED
= PSetREAL

\ (PSetVerified
∪ PSetFAKE

)

Where PSetFAKE
, PSetREAL

, and PSetVerified
represent the RFDs

holding on Fake, Real, and Verified datasets, respectively.
∆SetREAL,SetFAKE,SetVERIFIED

contains the RFDs that are only in
SetREAL, without considering those that are in SetFAKE and
SetVERIFIED. In other words, the purpose is to find human be-
havioural patterns that are not replicable by algorithms or bots.
Thus, it is possible to ignore RFDs holding on either SetFAKE or
SetVERIFIED. In particular, have been overlooked the RFDs hol-
ding on SetVERIFIED, since this set includes Cyborgs, which mix hu-
man and bot behaviours, hence they are not useful to characterize
typical human behaviour.

At this point, the selected RFDs can be used to discriminate
fake accounts from real and verified ones. However, there could be
scenarios in which a vast number of RFDs are generated, which
would require a significant effort from an expert to exploit them for
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discriminating fake accounts. For this reason, in the following, an
RFD ranking technique has been introduced, which relies on the
concept of support to sort RFDs and highlights the most meaning-
ful ones. To this end, the ranking technique exploits the concept
of support, which represents a well known metric in the context of
association rule mining [83].

In this context, the support of an RFD XΦ1

Ψ≥ε
−−→ Aφ indicates

how frequently tuple pairs are similar according to the comparison
thresholds defined for the LHS X, over the total number of tuple
pairs of a dataset. More formally, let r be a relation instance, S
be the set of all possible tuple pairs that can be generated from

the tuples of r, and XΦ1

Ψ≥ε
−−→ Aφ be a discovered RFD, then the

support supp(X) can be defined as:

supp(X) =
|{(t1, t2) ∈ S s.t. (t1, t2) satisfies Φ1}|

|S|

where t1 and t2 are tuples of r, and Φ1 is the sets of similarity
constraints on attributes B ∈ X.

In order to use the concept of support within the proposed
ranking technique, a weighted version of the definition above has
been considered. In particular, supp(X) has been weighed by con-
sidering the domain cardinality of each attribute in X. In this
way, it is possible to emphasize RFDs involving LHS attributes
with higher domain cardinalities.

4.3.2 Experimental Evaluation

In the evaluation of the proposed technique some difficulties have
been encountered, due to the fact that some social networks do not
make their data publicly available. In fact, the only social network
sharing some of its data is Twitter Inc, hence experiments have
been performed on this social network.

4.3.2.1 Experimental Settings

Datasets. The datasets on which experiments have been perfor-
med are shown in Table 4.4, together with some profiling data
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about them. They contain 9019 accounts, each annotated with
one of the following labels: Real, Verified and Fake. Twitter plat-
form has been used for the proposed experiment. Concerning Real
and Fake accounts, the available datasets provided by [84] have
been used. Concerning Verified accounts, only user profiles valida-
ted by Twitter have been considered. In other words, all Twitter
profiles with ”blue tick” on their Twitter page.

Datasets # Columns # Rows Size [KB]

Verified accounts 15 3949 400
Real accounts 15 1757 168
Fake Accounts 15 3313 316

Tabella 4.4: Profiles of the datasets considered in the evaluation.

Although the Twitter APIs enable to retrieve more than 15
attributes from Twitter accounts, the proposed analysis has been
focused only on the 15 most relevant attributes of each considered
dataset, since the remaining ones have some correlation with them.
The selected attributes are shown in Table 4.5.

Process. The first step has been to automatically extract
RFDs from the datasets shown in Table 4.4 by means of the algo-
rithm described [69]. Although the latter is capable of extracting
hybrid RFDs, for the purposes of this study is possible to consi-
der only those using relaxation on the comparison method. Such
RFDs have been used to discriminate Fake (FK) accounts from
Real (RL) and Verified accounts (VRF). Furthermore, according
to the technique described in Section 4.3.1, the following parame-
ters have been computed: (i) the cardinality domains of attributes
involved in the datasets; (ii) the weights linked to such attributes,
using them for computing the support of the discovered RFDs.

4.3.2.2 Results

In order to discriminate fake accounts, the goal of the proposed
methodology is to derive the following sets of RFDs:

∆SetFAKE,SetREAL
= PSetFAKE

\ PSetREAL
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Attribute Description
name Name chosen by the account owner. It consists of a maximum of 20 characters.

screen name Identifier associated with the account owner. It consists of a maximum of 15 characters.
location Location defined by the account owner.

url Boolean value representing the absence or not of the URL set by the account owner.
description Boolean value representing the absence or not of the description set by the account owner.

followers count Number of current followers associated with the account owner.
friends count The number of users followed by the account owner profile.
listed count Number of public list in which the account owner appears.
created at Data and time representing the creation of the account on Twitter.

favourites count Number of Tweet generating by the account owner during his/her activities on Twitter.
geo enabled Boolean value representing the geotagging of the Tweets related to the account owner.

statuses count Number of tweets/retweets that the account owner made.
lang Code associated with the language specified by the account owner.

default profile Boolean value representing changes related to the theme or background of the account owner.
default profile image Boolean value revealing whether the default image of Twitter has been changed by the account owner.

Tabella 4.5: Attributes concerning Twitter user objects.

∆SetFAKE,SetVERIFIED
= PSetFAKE

\ PSetVERIFIED

Table 4.6 describes the numbers |PSetVERIFIED
|, |PSetFAKE

|, and
|PSetVERIFIED

∩ PSetFAKE
|, of RFDs extracted from the datasets

Verified, Fake, and Verified ∩ Fake accounts, respectively.

Table 4.7 describes the number |PSetREAL
|, |PSetFAKE

|, and
|PSetREAL

∩ PSetFAKE
| of RFDs extracted from the Real, Fake, and

Real ∩ Fake accounts, respectively.

The column Thrs shows the thresholds used by the RFD di-
scovery algorithm to compute distances between tuples. A Thrs
value 0 corresponds to a traditional fd. From what said above,
key dependencies have been discarded, since they are not useful
to discriminate fake accounts.

Thrs |PSetVERIFIED
| |PSetVERIFIED

∩ PSetFAKE
| |PSetFAKE

|

0 79 3 65
1 19 8 20
2 31 6 24
3 52 5 44
4 76 5 47
8 85 6 26
12 13 6 13

Tabella 4.6: Number of RFDs extracted from Verified vs Fake
datasets.
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Thrs |PSetREAL
| |PSetREAL

∩ PSetFAKE
| |PSetFAKE

|

0 62 4 65
1 17 8 20
2 17 6 24
3 36 11 44
4 30 13 47
8 41 8 26
12 8 6 13

Tabella 4.7: Number of RFDs extracted from Real vs Fake data-
sets.

As prescribed by the proposed technique, experiments were
accomplished by discarding key dependency and by considering
different thresholds.

As Tables 4.6 and 4.7 show, the considered datasets share a
reduced number of RFDs. Thus, it is possible to test the genuine-
ness of newly generated accounts by checking whether the number
of RFDs shared among the considered datasets keeps low also after
their creation. Figure 4.29 groups the extracted RFDs according
to the cardinality of their LHSs. Obviously, it is simpler to ex-
plain the discriminating property related to RFDs with only one
attribute on the LHS. To this end, Figure 4.29(a) shows that the
number of RFDs with LHS cardinality 1 that hold on fake but not
on real accounts drops to 0 for thresholds values above 4. Similar
considerations apply for the RFDs with LHS cardinality 1 that
hold on Fake but non on Verified accounts (Figure 4.29(b)). On
the other hand, taking into consideration the number of RFDs hol-
ding on real accounts but not on the union of fake and verified ones
(Figure 4.29(c)), it is possible to notice that in most cases, there
are no attributes on the LHS. The only two exceptions occurred
when the relaxation threshold was set to 2 and 3.

Furthermore, it has been highlighted the impact of each attri-
bute on the LHS (respectively RHS) by counting the number of
times an attribute appears on the LHSs (respectively RHSs) of all
discovered RFDs. Results in terms of percentages are shown in
Figure 4.30. In particular, by considering RFDs of fake accounts
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(a) Number of RFDs holding on Fake vs Real accounts.

(b) Number of RFDs holding on Fake vs Verified accounts.

(c) Number of RFDs holding on Real vs Verified and Fake accounts.

Figura 4.29: Experimental results of the proposed technique by
varying thresholds.
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(a) Percentage of LHSs
for holding RFDs on Fa-
ke vs Real accounts.

(b) Percentage of RHSs for holding
RFDs on Fake vs Real accounts.

(c) Percentage of LHSs
for holding RFDs on Fa-
ke vs Verified accounts.

(d) Percentage of RHSs for holding
RFDs on Fake vs Verified accounts.

(e) Percentage of LHSs
for holding RFDs on
Real vs Fake and Veri-
fied accounts.

(f) Percentage of RHSs for holding
RFDs on Real vs Fake and Verified
accounts.

Figura 4.30: Percentage of incidence of LHSs (left) and RHSs
(right) for RFDs holding on the different datasets.
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but not of real ones, it is possible to notice that the attributes
statuses count and friends count represent the ones that have
the greatest impact when they appear on LHSs (Figure 4.30(a)).
Instead, as shown in Figure 4.30(b), the most determined attribute
(RHSs) is listed count, even if also favourites count appears
many time as RHS. In general, by comparing Figures 4.30(a) and
4.30(b), it is possible to notice that the impact on the LHSs is si-
milar for several attributes; instead, a wider difference appears for
attributes on the RHSs. Similar considerations can be provided
referring to RFDs holding on fake accounts, but not on verified
ones, for both LHSs and RHSs, respectively (Figure 4.30(c) and
Figure 4.30(d)). Finally, taking into consideration RFDs holding
on real accounts, but not on the union of fake and verified ones,
it is possible to notice that the attributes followers count and
statuses count present the greatest impact w.r.t. other attri-
butes, in the case of LHSs (Figure 4.30(e)). Instead, as shown
in Figure 4.30(f), the greatest impact for RHSs is obtained by
the attribute listed count. In this case, also friends count is
determined many times, whereas all other attributes have little
impact on percentage.

As a further evaluation, three statistical measures have been
analysed, such as max, min, and average support of RFDs, when
thresholds change. This analysis is shown in Figure 4.31, where
Max indicates the distribution of maximum values, Min the one
of minimum values, and AVG the one of average values by varying
thresholds. In detail, referring to the variation of RFDs’ support
on fake accounts, but not on real ones (Figure 4.31(a)), it is pos-
sible to notice that the trend for Max exhibits a linear growth,
except for the threshold 1, whereas for Min and AVG it follows
a sub-linear growth. Furthermore, referring to the variation of
RFDs’ support on fake accounts, but not on verified ones (Figure
4.31(b)), it is possible to notice that the trend for Max exhibits a
linear growth except for the threshold 1, 8, and 12, but it remains
sub-linear for Min and AVG. Finally, taking into consideration the
variation of RFDs’ support on real accounts, but not on the union
of fake and verified ones (Figure 4.31(c)), it is possible to notice
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that the trend for Max exhibits a linear growth except for the
threshold 1, 8, and 12, whereas for AVG alternates growth and
degrowth, and for Min, it follows a sub-linear growth.

In what follows, some meaningful RFDs selected by applying
the proposed technique on the fake accounts dataset are shown.
In particular, according to the proposed RFD ranking technique,
RFDs with higher LHS support have been initially considered:

• followers count, statuses count, default profile →
default profile image

• created at → listed count

• followers count, statuses count → listed count

The first RFD highlights the fact that the goal of several bots
has only been to spread malicious advertising. Consequently, they
do not care about the Twitter profile; instead, they use it without a
profile image, and without applying changes to the default profile.
By examining the second RFD, it is possible to conclude that
often scripts automatically generate and manage fake accounts,
and when registering them, they do not randomize the number
of groups. Finally, the third RFD emphasizes this aspect further,
since it reveals more characteristics of fake accounts based on the
“followers count” and “statuses count”.

Similar considerations apply for the real account dataset de-
fined in Section 4.3.1. In particular, the RFDs holding on this
dataset reveal that automatic procedures cannot emulate human
behaviour. The following RFDs are the most relevant ones among
those holding on this dataset:

• name, description, default profile → lang

• name, favourites count → listed count

• name, followers count → listed count

The first RFD is helpful to discriminate humans, since the lan-
guage is a typical characteristic of a person, implying his/her way
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(a) Variation of the support for thre-
sholds on Fake vs Real accounts.
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(b) Variation of the support for thre-
sholds on Fake vs Verified accounts.
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(c) Variation of the support for thre-
sholds on Real vs Verified and Fake
accounts.

Figura 4.31: Experimental results of the support metric by varying
thresholds.

of writing. Analogously, by examining the second RFD it is pos-
sible to conclude that the number of likes that a person assigns
to Twitter posts implies his/her listed count. Finally, the third
RFD reveals that attributes name and followers count imply the
list of friends of a person. Such RFDs only hold on the real ac-
count dataset, hence from their analysis it is possible to conclude
that automatic procedures can hardly emulate the different human
behaviours.
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4.3.3 Fake account classification by using
RFDs

This section describes how the application of RFDs can repre-
sent a useful mean to select features for classifying fake accounts,
outperforming machine learning models in terms of accuracy score.

Settings. A dataset in which fake and real accounts are ran-
domly merged has been composed, by also adding an additional
feature, i.e., “the class label”, labeling fake and real accounts. In
particular, the “the class label” is added to the list of features
presented in Table 4.5. In this way, it is possible to analyse the
dataset in terms of classification purposes.

To use RFDs as a feature selection strategy, it is possible to
consider the RFDs automatically extracted from data, by using
several attribute comparison thresholds Thrs: 0, 1, 2, 3, 4, 8, and
12. In detail, all attributes appearing on the RHS of each RFD ha-
ve been collected, i.e. all the attributes determined by some other
ones at least one time. According to the collected attributes, for a
specific threshold it is possible to consider one attribute at a time,
delete it from the dataset, and compute the accuracy scores by ap-
plying different supervised classification models. In this way, it is
possible to analyse how the classification scores vary between the
complete dataset (i.e., without removing any attribute, named Ba-
seline) and the dataset with one of the selected attributes filtered
out (i.e., by performing the classification task with n− 1 features,
where n is the number of features of the complete dataset).

More specifically, Decision Tree [85], Random Forest [86], Nai-
ve Bayes [87], Support-vector Machine (SVM) [88], and Linear
Model [89] have been used as supervised classification models, and
have been implemented in the well known scikit-learn5 python li-
brary. Finally, the classification scores have been computed by
using a 10-fold cross-validation strategy.

Results. Figure 4.32 shows experimental results in terms of
accuracy scores per classifier, obtained over the complete dataset
(Baseline), or by removing one attribute from it as described abo-

5https://scikit-learn.org/stable/#
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Figura 4.32: Classification score by varying thresholds.

ve, and in accordance with RFDs extracted from data, for each
considered Thrs. More specifically, for each threshold, the be-
st accuracy reached is reported. Instead, each line in the graph
represents a classifier, ID3 (Decision Tree), RF (Random Fore-
st), NB (Naive Bayes), SVM (Support-vector Machine), and LR
(Linear Model).

It is possible to notice that threshold Thrs0 performs better
than the other ones. This is probably due to the fact that the
selected attributes were almost always boolean, and Thrs0 can
better characterise this type of attributes. In general, it is worth
to notice that the usage of RFDs registered an improvement of
the accuracy score w.r.t. the Baseline for all thresholds. Thus,
it is possible to state that RFDs can offer promising results in
fake accounts discrimination and are able to well characterise cor-
relations among data, yielding the possibility to apply them for
classification activities as feature selection strategy.
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Capitolo 5

A Methodology for GDPR
compliant information
confidentiality preservation

Nowadays, new laws and regulations, such as the European Gene-
ral Data Protection Regulation (GDPR) [90], require companies
to define privacy policies complying with the preferences of their
users. The regulation prescribes expensive penalties for those com-
panies causing the disclosure of sensitive data of their users, even
if this occurs accidentally. Thus, it is necessary to devise methods
supporting companies in the identification of privacy threats du-
ring advanced data manipulation activities. Cryptographic and
anonymization techniques can be useful to mask the data but in
the most cases they are or not applicable in practice (i.e., they
are computationally expensive) or they do not permit to expoilt
data for business activities, such as analytic ones. To this end, in
this chapter, a methodology exploiting relaxed functional depen-
dencies (RFDs) to automatically identify data that could imply
the values of sensitive ones is described [9]. With respect to the
literature proposals (see Section 2.2), the proposed methodology
preserves the information confidentiality by reducing the amount
of data to be encrypted, hence increasing data usage. In particu-
lar, it permits to partially encrypt data according to the different
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privacy preservation requirements that a user could specify. An
experimental evaluation demonstrates the effectiveness of the pro-
posed methodology in increasing compliance to GDPR data priva-
cy, while reducing the set of values to be partially masked, hence
enhancing data usage.

5.1 General Data Protection Regula-

tion

The General Data Protection Regulation (GDPR) prescribes how
companies must process and manage private data [91] of their
users, aiming to offer significant improvements to the regulatory
environment of companies and institutions. In particular, GDPR
establishes a uniform framework for data protection legislation
across nations belonging to the European Community, without
having to comply with the regulations of the single governments.
This represents a significant advantage for companies operating
across multiple countries of the European Community. Further-
more, even companies located outside the European Community
must abide by the GDPR if they manage data of European users.

GDPR classifies any information related to individuals as per-
sonal data, without prescribing the usage of specific methodolo-
gies/technologies. Even if personal data are obscured and/or par-
tially encrypted, the organization managing them still incurs into
violations if it is possible to disclose users’ sensitive data during
some big data processing activities, such as data integration, en-
tity resolution, and so on. The central concept underlying GDPR
concerns the “user agreement”, i.e. the specification of how users’
data should be processed through an explicit declaration, which
should be freely given, specifically informed, and unambiguous.

More specifically, GDPR prescribes the following two activi-
ties: (i) the adoption of a privacy preservation methodology, and
(ii) the definition of default policies to preserve the privacy of any
user. Thus, according to the first activity, organizations need to
employ a privacy preservation methodology from the design to
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Name Surname SSN Age Street Native-Country Occupation Sex City ZipCode
Katherine Swavely 029-32-6730 35 ALOHA AVE United-States Employee F Pearl City 96782
Matthew Costabile 475-96-3980 58 SARGENT ST United-States Unemployed M San Francisco City 94132
Jarrett Albarado 214-20-7035 49 MARNE AVE England Worker M Newburgh 12550
Rowena Hemeyer 481-98-9042 79 ESQUINA DR United-States Retired F San francisco 94134
Corina Torris 490-03-6515 34 ALOHA AVE United-States Employee F Pearl City 96782
Carlotta Bracker 659-05-8786 32 ALOHA AVE United-States Unemployed F Pearl City 96782
Zane Bracker 678-14-8279 32 PALOS PL United-States Teacher M Illinois 60464
Joselyn Bracker 004-03-6265 32 PALOS PL United-States Teacher M Illinois 60464
Sherry Swavely 400-20-9834 80 ALOHA AVE United-States Retired F Pearl City 96782
Matthew Costabile 255-73-7429 24 SARGENT ST England Unemployed M San Francisco City 94132

Tabella 5.1: A database storing customers’ information.

the development of their services. Instead, the second activity
prescribes the implementation of proper default methodologies/-
technologies to guarantee data processing in a trusted way. These
prescriptions aim to provide a friendly privacy setting, by also
exploiting the possibility to adopt default settings.

Concerning the possibility to share personal data, the GD-
PR is not limited to the European Economic Area (EEA)1, since
when data are transferred outside the EEA, all privacy preserva-
tion policies defined on data are transmitted along with the data
themselves. Moreover, GDPR is composed of several recitals ad-
dressing the privacy preservation issues to specific activities, such
as marketing, user profiling, data integration, and so on. Among
all recitals defined in the GDPR, the recital 71 expresses, in a
summarised way, the fact that a company performing analytical
activities should use appropriate mathematical or statistical pro-
cedures, and implement technical and organizational measures to
ensure the privacy of data related to a physical person [92].

GDPR has become effective since May 25th, 2018. To this
end, by offering the possibility to manage different policy requi-
rements concerning single users, the proposed methodology turns
out to be particularly useful in pursuing GDPR compliant privacy
preservation.

1European Economic Area (EEA), includes all European Community
countries, and Island, Liechtenstein, and Norway
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confidentiality preservation

5.2 Problem description

According to the GDPR, companies and organizations can use sen-
sitive data only for business application purposes, avoiding their
exposure to third parties, or their transfer to commercial activities,
such as user profiling. All activities affecting the confidentiality of
data have to be considered as data privacy violations. To this end,
there is always the need to pay attention to data representations
that might refer to users.

Example 2. Considering the database shown in Table 5.1, which
represents a portion of the census income dataset, containing the
following data of citizens: Name, Surname, SSN, Age, Address,
Native-Country, Occupation, and Sex. It represents a sam-
ple dataset in which data, especially those referring to individuals,
need to be managed by preserving their privacy.

In a scenario where companies manipulate and store indivi-
duals’ data, defining new privatization methodologies is important
to help them comply with the GDPR.

Data privacy concerns several aspects, among which the focus
of this dissertation is on Information Confidentiality (IC). The lat-
ter is a general privacy preservation concept by which users request
to preserve the confidentiality of their specific data, also referred
to as sensitive data, aiming to protect them against unauthorized
accesses [47].

In what follows, the concept of information confidentiality in
the context of relational databases is formalized.

Definition 7. (Information confidentiality). Given a relatio-
nal database schema R, defined on a set of attributes attr(R =
{A1, . . . An}), an instance r of it, where each tuple t over r repre-
sents a single user, and its projection t[Y ] onto Y ⊆ attr(R) the
data s/he defines as sensitive, then ensuring the information con-
fidentiality for t requires that i) t[Y ] is masked, and ii) no subset
of data t′[Y ′] permits to disclose any value in t[Y ].

Starting from Definition 7, it is possible to derive the concept
of data usage for the specific context, that is: a data can be used
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without jeopardising the privacy of any user if and only if i) it has
not been declared as sensitive by its owner, and ii) it cannot be
used to disclose any other data declared as sensitive.

In what follows, the information confidentiality problem issues
are formalized in terms of attribute correlations expressed through
RFDs, yielding the concept of confidentiality-violating attribute
set.

Definition 8. (Confidentiality-violating attribute set). Gi-
ven a relational database schema R, an instance r of it, and two
attribute sets X, Y ⊆ attr(R), where Y = {Y1, . . . , Yh} is the set
of data defined as sensitive, then X is a confidentiality-violating
attribute set if and only if it is not a key, and there exists Yi ∈ Y
that is the RHS of an RFD holding on r and having X as LHS.

According to Definition 8, a relational database schema R pre-
serves the information confidentiality if and only if: (i) R contains
all the user-specified sensitive attributes in a masked form, and
(ii) R does not contain confidentiality-violating attribute sets. In
other words, if the user specifies a set of sensitive attributes, other
than obscuring them, there is also the need to prevent the possibi-
lity to derive their values from other attribute values. For instance,
a sensitive attribute might be derived by the LHS of an RFD φ in
which it appears as RHS. In this case, it is possible to say that the
LHS of φ determines the RHS. Thus, given a sensitive attribute
A, knowing the values of attributes determining A, a third party
could infer the values of A with high certainty and accuracy de-
grees according to the thresholds of φ. As a consequence, there is
the need to identify all the confidentiality violating attribute se-
ts, that is, all the attribute sets functionally determining sensitive
attributes.

5.3 The Methodology

From the discussion above, it is clear that the GDPR might be
a serious burden, especially for big companies managing huge vo-
lumes of data concerning their customers. By referring to the
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scenario shown in Table 5.1, a solution could be to obscure all
data, by means of cryptographic techniques. However, in this way
a company could never use such data, even those that are not
sensitive, and would have to deal with computationally expensive
encryption processes, e.g. not all the data shown in Table 5.1 can
be considered as sensitive. Moreover, by manually specifying both
sensitive data and those from which they can be derived could
require a huge effort when managing big data collections. To this
end, a new methodology has been proposed, aiming to reduce the
number of attributes to be encrypted while pursuing information
confidentiality, hence maximizing data usage. In particular, the
methodology exploits attribute correlations expressed in terms of
Relaxed Functional Dependencies (RFDs) [70] to identify attribute
sets from which sensitive data can be derived.

More specifically, the proposed methodology exploits algori-
thms to automatically discover RFDs from data [69, 93], toge-
ther with ranking techniques to decide their application order, ai-
ming to derive a minimal set of attributes to encrypt for pursuing
information confidentiality.

Given a relational database schema R, and an instance r of it,
there is the need to identify the set XΞ = {Xζ1 , . . . , Xζn} of all
confidentiality violating attribute sets Xζi within R, and define a
way to make each of them not accessible. To this end, the following
types of RFDs holding on r have been considered:

[

XΦ1

Ψ≥ε
−−→ AΦ2

]

Dtrue

(5.1)

where A ∈ attr(R), aiming to search for the LHSs of RFDs having
a sensitive attribute on their RHS.

More formally, in order to preserve the confidentiality of R, the-
re is the need to identify the minimal set of attributes Z ⊆ attr(R)
such that there exists no valid RFD Xζi\Z → A, with A sensitive
attribute of R. In other words, it is necessary to invalidate all the
RFDs having a user-specified sensitive attribute as RHS. The set
of user-specified sensitive attributes is also named IC-attribute set.
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In order to automatically derive the minimal set Z of attribu-
tes to be removed, there is the need to use a heuristic. This is
due to the fact that this problem is NP-complete, since the Mini-
mum Feedback Vertex Set [94], which is the problem of finding the
smallest set of vertices to be removed from an undirected cyclic
graph to make it acyclic, can be reduced to it. In particular, each
Xζi ∈ XΞ can be modeled as a cycle in an undirected graph, where
the vertices of the cycle are the attributes in Xζi . Thus, given an
undirected graph G with one or more cycles, the vertices of a cycle
can be seen as a confidentiality-violating attribute set Xζi . Thus,
solving the problem of finding the minimal set Z defined above
would also solve the MFVS one.

Heuristics. Three heuristics have been defined: (i) the coun-
ting heuristic, scoring the number of Xζi containing a given attri-
bute; (ii) the weighted counting, similar to the counting heuristic,
but instead of adding a 1 for each Xζi in which an attribute ap-
pears, it adds 1/|Xζi |, which represents the weight of the attribute
over Xζi ; and (iii) the MFVS heuristic, derived from an approxi-
mate solution for the MFVS problem, which is based on the Depth
First Search (DFS) visit to approximately evaluate the number of
times a node is involved in a cycle.

In particular, the first two heuristics associate scores to the
attributes belonging to the confidentiality-violating attribute sets
in XΞ, eliminating them in descendant order of their score, until
all the RFDs associated to XΞ are invalidated. Instead, as men-
tioned above, by using the third heuristic an undirected graph is
produced. In particular, the heuristic scores each node with the
number of backward edges encountered during a DFS visit. More
specifically, the well-known DFS visit has been adapted to count
backward edges. Then, the heuristic removes nodes in descen-
dant order of their score, until no more cycles exist in the graph.
For all the three presented heuristics, a basic case is represented
by RFDs with one attribute on the LHS, since it is possible to
remove it without considering any score.

As an example, given the following two RFDs:
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A
B

C

D

E

Figura 5.1: MFVS problem associated to (4) and (5).

A B C → F (5.2)

A E D → F (5.3)

where F is a confidential attribute. If they are the only RFDs with
F on the RHS, there is the need to encrypt some of the attributes
on their LHSs together with F , in order to guarantee the infor-
mation confidentiality of F . By applying the counting heuristic
defined above, attribute A has a score of 2, whereas each of the
remaining attributes has a score of 1. Thus, it is first removed
A, which already invalidates both RFDs (4) and (5). A similar
action is decided upon applying the weighted counting heuristic,
since attribute A has a score of 2/3, whereas the remaining ones
have a score of 1/3 each. Finally, the MFVS heuristic could be
used to solve the MFVS problem of the graph in Figure 5.1, yiel-
ding the deletion of the vertex A only, since it is the node with the
maximum number of backward edges derived from the DFS visit.
Moreover, upon removing A, the resulting graph is acyclic. Thus,
in all three cases, A will be the only attribute to be encrypted
together with F .

Example 3. Given the database of customers shown in Table 5.1,
and supposing that a user wants to “obscure” the Occupation at-
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tribute in order to preserve his/her privacy. In this case, the-
re are three attribute sets determining Occupation, i.e. Name,
{Age, Sex}, and {Age, Street}, since they are the LHSs of all
the RFDs holding on the considered relation, and having attribu-
te Occupation as RHS. To guarantee information confidentiality,
besides “obscuring” the attribute Occupation, also attribute Name
should be “obscured”, since it determines attributes Occupation

and Age, based on the defined heuristics.

Partial encryption. The cryptographic technique used in
the proposed methodology is block cipher [95]. The latter is a
method using a secret key to encrypt text (to produce cipher-
text). In particular, it applies encryption to blocks of data (e.g.,
64 contiguous bits) rather than to one bit at a time. Formally, a
block cipher is a permutation with a key that can be efficiently
computed, i.e. F : {0, 1}n × {0, 1}l → {0, 1}l, such that, given a
key k and a block of data x to be encrypted

Fk(x)
def
= F (k, x) is a permutation (5.4)

where n is the length of k, l the length of x, and Fk, Fk
−1 must

be efficiently computed.
In particular, given the set X i = X i

1, . . . X
i
m of user-specified

“sensitive” attributes, together with those derived through RFDs,
the block cipher has been applied to all X i. It is worth to no-
tice that each X i is encrypted with a different secret parameter
k, which is the user’s secret parameter that permits to decrypt
his/her sensitive data. This implies that it is possible to have
a database containing both visible and encrypted data, that is
still privacy-preserving. The block cipher guarantees security with
respect to the Chosen Plaintext Attacks (CPA-security) [96].

Example 4. Given the database of customers shown in Table
5.1, and supposing that the last five of them required attribute
Occupation to be confidential. As shown in Table 5.2, by applying
the proposed methodology it is possible to obtain partial encryption,
where the values denoted as “*****” are encrypted, as explained
in the previous examples.
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Name Surname SSN Age Street Native-Country Occupation Sex City ZipCode
Katherine Swavely 029-32-6730 35 ALOHA AVE United-States Employee F Pearl City 96782
Matthew Costabile 475-96-3980 58 SARGENT ST United-States Unemployed M San Francisco City 94132
Jarrett Albarado 214-20-7035 49 MARNE AVE England Worker M Newburgh 12550
Rowena Hemeyer 481-98-9042 79 ESQUINA DR United-States Retired F San francisco 94134
Corina Torris 490-03-6515 34 ALOHA AVE United-States Employee F Pearl City 96782
***** Bracker 659-05-8786 ***** ALOHA AVE United-States ***** F Pearl City 96782
***** Bracker 678-14-8279 ***** PALOS PL United-States ***** M Illinois 60464
***** Bracker 004-03-6265 ***** PALOS PL United-States ***** M Illinois 60464
***** Swavely 400-20-9834 ***** ALOHA AVE United-States ***** F Pearl City 96782
***** Costabile 255-73-7429 **** SARGENT ST England ***** M San Francisco City 94132

Tabella 5.2: A privacy-preserving database of customers’
information.

Overview of third parties. In what follows, the robust-
ness of the proposed methodology is analyzed, by considering the
power of third parties in disclosing values of attributes specified
as confidential. In particular, it is possible to prove how RFDs
can help identify confidentiality threats, by also analyzing several
critical scenarios.

One of the main properties of RFDs is minimality [69], which
concerns both the number of attributes on their LHS and the as-
sociated similarity thresholds. For the critical scenarios analyzed
below, the only concern is on how the minimality property is re-
lated to the LHS attributes. Let r be an instance of a relational
database schema R, and φ : X → Y a minimal RFD holding on
r, then for each A ∈ X, φ′ : X\A → Y does not correspond to a
RFD holding on r. In general, RFD discovery algorithms aim at
finding the set of all minimal RFDs holding on a given dataset.

Before detailing the sample scenario, the preliminaries of
the third parties considered for the proposed threat model are
introduced. Supposing that a third party can access:

• the dataset structure together with metadata concerning the
value distribution of each attribute;

• the set of all minimal RFDs holding on the dataset;

• the dataset partially encrypted according to the proposed
methodology.

Moreover, assume it is possible that the third party can ask an
oracle all the information defined above by simply providing the
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name of the dataset. In particular, the value distributions enable
the third party to know all possible values that an attribute can
assume, whereas the set of minimal RFDs holding on the unen-
crypted dataset enables the third party to catch the data valida-
ting possible RFDs. Notice that, the term dataset has also been
used referring to the ones obtained as a result of data integration,
data augmentation, or any other big data processing task.

By considering the characteristics of this threat model, it is
possible to reduce the likelihood of success for a third party to
the safest scenario, i.e. a totally encrypted dataset. Thus, the
likelihood of success for a third party in disclosing a target value
can be reduced to a random guess on the value distribution it
belongs to. In other words, even when a dataset is completely
encrypted, the third party can try to disclose the target value by
only choosing one of the values of its distribution. To this end, in
what follows, it is possible to show that the target is to reduce the
likelihood of success of the third party to a random guess on the
value distribution of each IC attribute.

Example 5. Given the sample dataset 1 shown in Table 5.2(a),
for which it is possible to assume that there is only one IC attri-
bute for the tuple t1, e.g. attribute D. This means that the owner
of t1 requires confidentiality for the value t1[D]. According to the
proposed methodology, RFDs implying attribute D have been con-
sidered. Thus, the only RFD to be considered among those holding
on the given dataset is φ : AB → D. Then, if only the value t1[D]
is obscured, it could still be derived from the correlation expres-
sed by φ. In fact, by looking at tuple t2, a third party could infer
the value on t1[D] through the similarity between t1 and t2 on the
combination of values for attributes A and B.

Example 5 shows how minimal RFDs can be used to solve
some issues concerning the third parties’ derivation process. In
fact, since φ : AB → D is minimal on the dataset shown in Table
5.2(a), then by masking t1[A] or t1[B] would guarantee that a third
party could not derive the value t1[D], since both φ′ : A→ D and
φ′′ : B → D do not hold on the considered dataset. For this
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(a) Sample dataset 1

A B C D
t1 1 2 7 True
t2 1 2 8 True
t3 3 2 6 False
t4 1 3 9 True

(b) Masked dataset 1

A B C D
t1 *** 2 7 ***
t2 1 2 8 True
t3 3 2 6 False
t4 1 3 9 True

(c) Sample dataset 2

A B C D
t1 1 2 7 True
t2 3 2 8 False
t3 3 2 6 False
t4 1 4 9 False

(d) Masked dataset 2

A B C D
t1 *** 2 7 ***
t2 3 2 8 False
t3 3 2 6 False
t4 1 4 9 False

Tabella 5.3: A sample scenario.

reason, by simply observing the values of A (or B), a third party
could not derive the value t1[D], since φ′ (φ′′) is not valid.

Example 6. Starting from the scenario described in example 5,
and assuming that the methodology prescribes to mask attribute
A to break the attribute correlation expressed by φ : AB → D,
as shown in Table 5.2(b), the third party can only observe the
free values of attribute B and consider the tuples that are similar
to t1[B] = 2, which means all tuples. In particular, the dataset
contains the value ′True′ for t2[D] and the value ′False′ for t3[D].
Thus, the third party can only try a random guess, which in this
case is equivalent to a coin toss. Similar considerations apply when
the value t1[B] is masked and t1[A] is not.

In what follows, a borderline case of the aforesaid scenario
is analyzed, which is the only one jeopardising the proposed
methodology to the risk of value disclosures.

Example 7. Given the sample dataset shown in Table 5.2(c), and
suppose that there is only one IC attribute for the tuple t1, e.g.
attribute D. Consequently, the only RFD to be considered, among
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those holding on the given dataset, is φ : AB → D. Suppose that
the methodology prescribes to mask attribute A in order to break the
attribute correlation expressed by φ, as shown in Table 5.2(d). If a
third party knew that φ is a minimal RFD holding on the dataset,
then s/he would be aware that φ′ : B → D did not hold on the
dataset. Furthermore, since the value distribution of attribute D
is limited to {True, False}, and the tuples similar to t1 on B are
t2 and t3, which have the value False, a third party could exactly
infer the value of t1[D], since the only violation invalidating the
RFD φ′ can be generated from the value ′True′.

In general, this case can occur only when the RFD violation is
caused by the attribute value declared as confidential, which has
been obviously masked. However, although this borderline case
occurs rarely, there is the need to undertake additional actions in
order to guarantee the requested confidentiality.

More formally, let A be an attribute, and t be a tuple for
which t[A] is declared as confidential, then a third party can infer
the masked value t[A] with higher likelihood than a random guess,
if and only if:

1. A third party knows the minimal RFDs holding on the unen-
crypted dataset, hence s/he can also infer the non-holding
RFDs by looking at the partially encrypted dataset;

2. There exists a set of attributes X such that φ′ : X → A
does not hold on r, but it holds on r\t, and there exists a
non-empty set of tuples s whose projection on X is similar
to t[X], and all tuples in r\t share the same value of A.

In fact, in this case, the reason why φ′ does not hold on r can only
be that the masked value t[A] is different from that of the tuples
in s, hence the third party can discard that value from his/her
guesses. To tackle this borderline case, the value of a further
attribute on the LHS of the minimal RFD is encrypted.

Example 8. By considering the scenario described in the example
7, where for the RFD φ : AB → D a borderline case is highlighted
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Figura 5.2: The general process for masking data according to
users’ policies.

(see Table 5.2(d)). According to the proposed methodology, also
attribute B is encrypted. In this way, also the violation induced
by tuple t1 is masked, so that a third party could only give a random
guess on the value distribution for attribute D.

5.4 The general Process

This section describes the general process of the proposed
methodology and it provides a sample scenario.

Figure 5.2 shows how the proposed methodology can be ap-
plied to a generic scenario. The process starts by considering a
given dataset, the set of RFDs holding on it, and a file containing
several IC attribute sets, i.e. users’ policies concerning attributes
specified as confidential. The first step (RFD parsing) aims to
filter out only non-key RFDs from the set of RFDs holding on the
given dataset, since key RFDs cannot permit to determine any va-
lues, because all tuples differ on the attributes of their LHS, and
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hence they are not a threat to confidentiality. Moreover, users are
grouped according to the specified policies through an aggregator
module. Then, for each specified policy, RFDs are filtered out by
selecting those having one of the confidential attributes on their
RHS (filter by IC attributes). All of their LHSs will represent the
collection of confidentiality-violating attribute sets for the speci-
fic policy. Thus, one of the three heuristics defined above can be
applied to retrieve the minimal set of attributes to be encrypted.
Moreover, to verify whether the borderline case described in Sec-
tion 5.3 occurs, it is necessary to check whether its two conditions
are satisfied. To this end, there is the need to compute the set
of non-holding RFDs, which is accomplished by removing attribu-
tes to be masked from the LHSs of the RFDs in which they are
involved. If a resulting RFD reveals a borderline case, then its
LHS will be added as confidentiality-violating attribute set. Once
all borderline cases have been detected, the process iterates the
application of a heuristic to derive the additional attributes to be
encrypted. At the end of this process, a de-aggregator module
permits to obtain the attributes to be encrypted for each user, ac-
cording to his/her specified policy. Finally, the prescribed masking
is applied to the entire dataset.

The pseudo-code of the proposed methodology is provided in
Algorithm 1. It takes as input the dataset D to be masked, the
set Σ of RFDs holding on D, and the set Λ of users specified po-
licies, each defined in terms of IC attribute sets, and it returns
as output the masked dataset D∗. At Lines 1 − 2, the algorithm
invokes the functions REMOVE KEY RFDs and POLICY AGGREGATOR

to remove key RFDs and group equal policies specified by diffe-
rent users. Then, for each specified policy, the algorithm performs
the following steps: (i) it computes its associated confidentiality-
violating attribute set (Line 4), (ii) it applies one of the three
proposed heuristics to identify the additional attributes to be en-
crypted (Line 5); (iii) it verifies whether there exist borderline
cases, by updating the confidentiality-violating attribute sets (Li-
ne 6), and iteratively repeating the application of heuristics until
no more borderline cases exist (Lines 7− 10); and (iv) it runs the
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Algorithm 1 The main algorithm

INPUT: A dataset D, a set of rfds Σ, a set of policies Ψ
OUTPUT: A dataset partially encrypted D∗

1: Σ′ ←REMOVE KEY RFDs(Σ)
2: Λ←POLICY AGGREGATOR(Σ′,Ψ)
3: for each pi ∈ Λ do
4: Xζ ← FILTER BY IC ATTRIBUTES(Σ′,pi)
5: Z ←GET IC ATTRIBUTES(Xζ)

6: Xζ ← UPDATE X SET(Z)
7: while BORDERLINE CASE(Xζ,D) do
8: Z ← ADD IC ATTRIBUTES(Xζ)

9: Xζ ← UPDATE X SET(Z)
10: end while
11: Ψ′ ←DEAGGREGATOR FOR POLICY(Λ,Z,pi)
12: end for
13: D∗ ←DATASET ENCRYPTION(D,Ψ′)

DEAGGREGATOR FOR POLICY function for mapping attributes to be
encrypted to the data of users (Line 11). Finally, the encryption
step is performed (Line 13).

Figure 5.3 shows a masked dataset resulting from the applica-
tion of Algorithm 1 to the CreditClient dataset. In particular, to
simulate the definition of users’ policies, a module that randomly
assigns confidential attributes to each user tuple has been imple-
mented. It is possible to notice that at the end of the application
of the proposed methodology, only few values are encrypted, whe-
reas many others remain free. Moreover, it is worth to notice that
many differences among the encrypted values are obtained. More
specifically, the number of values encrypted for each tuple depends
on (i) its associated policy, and (ii) the RFDs holding on the consi-
dered dataset. In this way, data declared as confidential can never
be derived from free data. Thus, this strategy permits to limit
the number of values to be encrypted in order to preserve infor-
mation confidentiality, by increasing the possibilities to perform
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data analytic processes.

Proof of correctness. In the following, the correctness of the
proposed methodology is proved.

Theorem 5.4.1. Each attribute value t[Ai] defined as sensiti-
ve by user t is preserved after the application of the proposed
methodology.

Dimostrazione. It is possible to proceed by contradiction. Assume
that the user t defines a sensitive value on the attribute Ai and
a third party is able to disclose t[Ai] after the application of the
proposed methodology. To this end, according to the threat model
described in Section 5.3.c, the third party can access i) the value
distribution of each attribute d(Ai), ii) the set Σ of all minimal
RFDs holding on the dataset D, and iii) the partially encrypted
dataset D∗ resulting upon the application of the proposed metho-
dology. The latter says that t[Ai] is encrypted, together with other
values on t. Thus, since t[Ai] is encrypted on D∗, the third party
has been able to disclose t[Ai] by only using some free values on

Figura 5.3: Masked dataset after the application of the proposed
methodologies.
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D∗ and some of the RFDs in Σ. This could occur if and only if at
least one of the two following cases occurs:

1. there exists a tuple t′ containing a combination of free values,
such that t′[X] is similar to t[X], and there exists an RFD
φ : X → Ai. This means that whenever two tuples (t, t′)
are similar on X, then almost always they are similar on
Ai, yielding the possibility of determining t[Ai] by looking
at t′[Ai];

2. there exists a combination of free values on all the tuples
of D∗, such that t[Z] is similar to any t′[Z] on D∗, then all
tuples in D∗ \ t are free and have a similar value on Ai, and
it does not exist an RFD φ′ : Z → Ai in Σ, but there exists
at least one RFD φ : X → Ai in Σ such that Z is a direct
subset ofX, i.e. ZB = X for at least an attribute B /∈ Z and
B ̸= Ai. This means that, since all tuples of D∗ are similar
on Z, and all tuples of D∗ \ t are similar on Ai, then only
the tuple t represents a violation making φ′ : Z → Ai not
holding on D, yielding the possibility of determining t[Ai]
with a higher likelihood than a random guess, by looking
at the value distribution of d(Ai) and by excluding all the
values similar to at least one t′[Ai] on D∗ \ t. This becomes
a certainty for |Ai| = 2.

However, the third party is unable to exploit case 1), since the
proposed methodology considers the LHS of each RFD in Σ that
determines Ai as a confidentiality-violating attribute set, and it
encrypts at least one attribute for each of them. Thus, no com-
bination of free values can satisfy the LHS of any RFD in Σ that
determines Ai. Moreover, the third party is unable to exploit case
2), since the proposed methodology considers it as borderline case
and it forces the encryption of at least another attribute on the
confidentiality-violating attribute set representing the LHS of an
RFD revealing such borderline case. This implies that neither case
1) nor case 2) occurs, and a third party cannot exploit attribute
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correlations and free values to disclose values declared as sensitive,
contradicting the original assumption.

■

5.5 Experimental Evaluation

This section presents the experiments performed for evaluating
the proposed methodology on several public datasets. The goal
is to evaluate the performances of the three defined heuristics on
different real-world datasets. This is due to the fact that they
represent approximate solutions to the problem of finding the mi-
nimum number of attributes to be encrypted. For this reason, it
is reasonable to expect that heuristics produce different results in
terms of the number of attributes.

5.5.1 Experimental Settings

Implementation details. Several tools have been implemented
in Java language to support the proposed methodology. In particu-
lar, to discover the RFDs holding on a given dataset the discovery
algorithm defined in [69] has been used, and have been analyzed
through the algorithm described in Section 5.4. The latter also
implements the three heuristics counting, weighted counting, and
MFVS, in order to select values to be partially encrypted. In par-
ticular, the values of selected attributes are encrypted with AES
in Cipher-Block-Chaining (CBC) mode [96].

Datasets. Three public datasets have been considered [97],
and have been augmented by artificially introducing some con-
fidential data. In particular, attributes Name, Surname, and
StreetAddress have been added by randomly selecting their
values for all tuples. Statistics on the characteristics of the
considered datasets are reported in Table 5.4.
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Datasets # Columns # Rows # FD Size [KB]

CreditClient 10 30000 152 1730
Health 10 45250 72 4650
London 13 17414 514 1500

Tabella 5.4: Statistics on the datasets used in the evaluation.

5.5.2 Results

Evaluation session on individual datasets. A privacy preser-
vation scenario has been defined, supposing that each user speci-
fied one attribute to be confidential. Moreover, for each of them,
the proposed methodology has been used to derive the minimum
number of attributes to be encrypted for guaranteeing users’ pri-
vacy. This scenario has been evaluated through four experimental
sessions, in which different sets of RFDs have been considered,
according to several threshold settings. In particular, canonical
FDs, RFDs relaxing on the extent only (total accuracy degree),
on the attribute comparison method only (total certainty degree),
and on both relaxation criteria have been considered.

In the first session, total certainty and total accuracy degree
have been considered. In the second session, the certainty degree
has been reduced by also considering RFDs relaxing on the extent
only, i.e., by admitting a g3-error of 10%. In the third session,
the accuracy degree has been reduced, by considering RFDs re-
laxing on the attribute comparison method only, and by setting
a distance threshold equal to 1 for each attribute in the dataset.
Finally, in the last session, RFDs relaxing on both criteria have
been considered.

Figure 5.4 shows evaluation results for each considered data-
set, grouping bars according to the used heuristics: counting (IC-
Count), weighted counting (IC-Feq), and MFVS (IC-MFVS). Mo-
re specifically, it shows the number of attributes to be encrypted
for each used heuristic, and each of the sessions specified above. In
detail, the following labels have been used: Full to denote no re-
laxation, Cer Rel to denote relaxation on the extent only, Acc Rel
to denote relaxation on the attribute comparison method only, and
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Figura 5.4: Evaluation results of the proposed methodology for
Information Confidentiality.

Cer Acc Rel to denote relaxation on both.

In Figure 5.4(a) it is possible to notice that although the num-
ber of attributes to be encrypted for the CreditClient dataset
is quite different across several configurations, it is quite similar
across the three heuristics on the same configuration. Among the
three heuristics, IC-MFVS is the best-performing one with the
Cer Acc Rel configuration. On the contrary, IC-Count and IC-
Freq heuristics achieve better performances than IC-MFVS with
the Cer Rel configuration. In Figure 5.4(b) it is possible notice
that on the Health dataset IC-Count and IC-Freq achieve better
performances than IC-MFVS in all configuration settings, except
for the Cer Acc Rel configuration, where the number of attributes
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to be encrypted is the same as the other two heuristics. Simi-
lar considerations apply for the London dataset (Figure 5.4(c)),
where IC-MFVS results are worse than those of IC-Count and IC-
Freq. Moreover, for this dataset, it is possible to notice that no
variability is encountered across several configuration settings.

It is possible to conclude that relaxation settings can affect
the number of attributes to be encrypted. As expected, the RFD
relaxation usually increases the number of attributes to be encryp-
ted, since more attribute correlations are generated, but this also
yields stronger confidentiality preservation. In particular, results
highlight the trade-off between the amount of encryption and the
degree of confidentiality preservation that could be achieved with
the proposed methodology.

General evaluation session on integrated datasets. Sin-
ce the proposed methodology aims to highlight the information
confidentiality risks arising during several big data processing ac-
tivities, like for instance data integration, a further evaluation ses-
sion has been performed, by considering datasets derived through
data integration processes. In particular, the general evaluation
sessions defined above have been repeated for each of the following
integrated datasets:

(i) CreditHealth, integrating CreditClient and Health;

(ii) CreditLondon, integrating CreditClient and London;

(iii) HealthLondon, integrating Health and London;

Table 5.5 reports the statistics on the characteristics of the in-
tegrated datasets. The data integration process has been accom-
plished based on the following attributes that are shared among
the three datasets: Name, Surname, and StreetAddress.

Figure 5.5 shows the obtained results. In detail, in Figure
5.5(a) it is possible to notice that for the CreditHealth dataset the
IC-Freq heuristic performs better than the other two. In parti-
cular, this arose in both Cer Rel and Cer Acc Rel settings. Fi-
gure 5.5(b) shows that the IC-Count and IC-Freq heuristics per-
form better than the IC-MFVS on the CreditLondon dataset, in
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Datasets # Columns # Rows # FD Size [KB]

CreditHealth 16 30000 1518 368000
CreditLondon 20 17414 11364 193000
HealthLondon 20 17414 6816 272000

Tabella 5.5: Statistics of the integrated datasets.
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Figura 5.5: Evaluation results of the proposed methodology for
Information Confidentiality on the integrated datasets.

all configuration settings. A similar behaviour occurred for the
HealthLondon dataset (Figure 5.5(c)).

Although it is expected that the number of attributes to be
encrypted would increase when integrating datasets with respect
to the single datasets, by comparing results in Figure 5.4 and
Figure 5.5, it is possible to notice that this happens only when
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Attributes Length Description
AGE 1 User’s age.
PAY 0 2 User’s amount paid added.
FIRSTNAME 3 User’s first name added.
BILL AMT1 4 User’s bill in September 2005 added.
STREETADDRESS 5 User’s street address added.

Tabella 5.6: Attributes selected for evaluating IC variability on
the CreditClient dataset.

Attributes Length Description
BirthYear 1 User’s year of birth.
CEDueDate 2 User’s CE due date posted added.
FirstName 3 User’s first name added.
Status 4 User’s status added.
CredentialType 5 User’s credential type added.

Tabella 5.7: Attributes selected for evaluating IC variability on
the Health dataset.

RFD relaxation is introduced. This might be due to the fact that
RFD relaxation potentially increases the possibility to catch inter-
schema relationships between attributes.

IC variability evaluation session on individual datase-
ts. As a further experiment, a IC variability evaluation has been
performed, in which the number of attributes to be encrypted as
the number of IC attributes grows is monitored.

Table 5.6 shows the attributes used for the IC variability eva-
luation on the dataset CreditClient, Table 5.7 attributes used for
the Health dataset, and Table 5.8 attributes used for the London
dataset. The IC attributes have been varied in the range [1, 5], by
adding an attribute concerning personal or non-personal user’s da-
ta at a time. Furthermore, in order to compare results concerning
all three defined heuristics, for each of them an analysis has been
performed to verify how the number of attributes to be encrypted
changes as the number of IC attributes increases.

Figure 5.6 shows the results achieved on the CreditClient data-
set. In particular, the x-axis represents the number of IC attribu-
tes, whereas the y-axis represents the number of attributes to be
encrypted in order to guarantee requirements on IC attributes for
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Attributes Length Description
is holiday 1 User’s boolean value.
is weekend 2 User’s boolean value added.
firstname 3 User’s first name added.
lastname 4 User’s last name added.
streetAddress 5 User’s street address added.

Tabella 5.8: Attributes selected for evaluating IC variability on
the London dataset.

each defined heuristic. More specifically, for the CreditClient da-
taset, all the defined heuristics show a linear growth of the number
of attributes to be encrypted w.r.t the number of IC attributes,
for both Full and Acc Rel configurations, and a sub-linear growth
for both Cer Rel and Cer Acc Rel configurations. However, al-
though it is possible to notice an increasing trend for all the three
heuristics, sometimes the number of attributes to be encrypted
decreases as the number of IC attributes increases (Cerr Acc Rel
configuration).

Figure 5.7 shows the results achieved on the Health dataset. In
particular, IC-Count in Figure 5.7(a) and IC-Freq in Figure 5.7(b)
exhibit a linear growth for all the configurations. Instead, IC-
MFVS in Figure 5.7(c) shows more variability in the growing trend
for all configurations. In particular, for the Cer Rel configuration,
results exhibit a strong growth in the range [1−2], and a constant
trend in the range [2−4]. Similarly, for the Acc Rel configuration,
a strong growth is registered in the range [1 − 3] and a constant
trend in the range [3− 5].

Figure 5.8 shows results achieved on the London dataset. In
particular, IC-Count and IC-Freq heuristics (Figure 5.8(a)-Figure
5.8(b)) follow a similar trend for each considered configuration,
i.e. a linear growth for both Full and Acc Rel configurations,
and a sub-linear growth for both Cer Rel and Cer Acc Rel con-
figurations. However, the number of attributes to be encrypted
is greater for IC-Count than for IC-Freq. For IC-MFVS (Figure
5.8(c)) the trends are similar to those described above for Full,
Cer Rel, and Acc Rel configurations, but not for Cer Acc Rel, due
to the strong growth registered in the range [2− 3]. Moreover, it
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Figura 5.6: Evaluation results of the proposed methodology on IC
variation for the CreditClient dataset.

is also registered a decrease in the range [3− 4]. Generally, results
of IC-MFVS are worse in terms of the number of attributes to be
encrypted w.r.t. the other two heuristics.

In general, it is not obvious that the number of attributes to
be encrypted decreases when the number of confidential attributes
increases. However, when a new confidential attribute is added,
the process typically considers many more RFDs. Thus, the inci-
dence of each attribute w.r.t. the selection criteria of a heuristic
could change. Consequently, a heuristic could converge towards a
more optimal solution, i.e. fewer attributes to be encrypted.

IC variability evaluation session on integrated datase-
ts. A further IC variability evaluation session has been accompli-
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Figura 5.7: Evaluation results of the proposed methodology on IC
variation for the Health dataset.

shed by considering the previously described integrated datasets
(Table 5.5). In particular, also in this case the evaluation started
by specifying one confidential attribute, and adding new ones up
to 5. More precisely, Table 5.9 shows the attributes used for the
CreditHealth dataset, Table 5.10 those used for the CreditLondon
dataset, and Table 5.11 those used for the HealthLondon dataset.

Figure 5.9 shows the results achieved on the CreditHealth data-
set. In general, all three heuristics mainly show an increasing trend
for all considered configurations. More specifically, the trend is
exactly the same for Full and Acc rel configurations with IC-Freq.
Moreover, in these two configurations the number of attributes to
be encrypted remains sufficiently low. Instead, a remarkable gro-
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Figura 5.8: Evaluation results of the proposed methodology on IC
variation for the London dataset.

Attributes Length Description
LIMIT BAL 1 User’s balance.
ExpirationDate 2 User’s expiration date added.
AGE 3 User’s age added.
Status 4 User’s status added.
EDUCATION 5 User’s education added.

Tabella 5.9: Attributes selected for evaluating IC variability on
the CreditHealth dataset.

wth occurs with IC-MFVS for Full and Acc Rel configurations in
the variability range [1− 2].

Figure 5.10 shows the results achieved on the CreditLondon
dataset. In particular, also for this dataset IC-MFVS exhibited
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Attributes Length Description
LASTNAME 1 User’s last name.
t1 2 User’s temperature added.
AGE 3 User’s age added.
is holiday 4 User’s boolean value added.
MARRIAGE 5 User’s boolean added.

Tabella 5.10: Attributes selected for evaluating IC variability on
the CreditLondon dataset.

Attributes Length Description
CredentialType 1 User’s credential type.
hum 2 User’s humidity added.
BirthYear 3 User’s birth year added.
weather code 4 User’s weather code added.
StreetAddress 5 User’s street address added.

Tabella 5.11: Attributes selected for evaluating IC variability on
the HealthLondon dataset.

a similar behaviour for Full and Acc Rel configurations, and for
Cer Rel and Cer Acc Rel configurations. Better performances are
achieved with IC-Count and IC-Freq, where the latter follows a
non-monotonic trend for the Cerr Acc Rel configuration.

Figure 5.11 shows the results obtained on the HealthLondon
dataset. In particular, IC-Count and IC-Freq heuristics (Figure
5.11(a)-Figure 5.11(b)) did not require to encrypt many attributes
for Full and Acc Rel configurations. This does not occur with IC-
MFVS for the same configurations (Figure 5.11(c)). Moreover, it
is possible to notice that although the Cerr Acc Rel configuration
requires the maximum number of attributes to be encrypted, it
follows a quasi-constant trend with all three defined heuristics.

By comparing results achieved in this evaluation w.r.t. the
previous one, it is possible to notice that there are no relation-
ships between the trends on the integrated datasets and those on
the single datasets from which they are derived. Often, Full and
Acc Rel configurations required less attributes to be encrypted
than Cer Rel and Cer Acc Rel configurations.

Information gain evaluation session. This section descri-
bes another evaluation session that aim to analyze the effectiveness
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Figura 5.9: Evaluation results of the proposed methodology on IC
variation for the CreditHealth dataset.

of the proposed methodology in preserving the quality of data af-
ter the privatization process. In particular, it has been considered
a classification scenario in which it is important to guarantee the
quality of data even if the privacy preservation must be ensured.
Thus, the data quality in terms of information gain has been mea-
sured on the unencrypted dataset, and compared it to the partially
encrypted dataset obtained by applying of the proposed methodo-
logy. More specifically, the aim is to understand the dispersion
of the data in terms of information gain [98], which exploits the
concept of entropy. The latter is defined in equation (5.5), and
characterizes the purity of an arbitrary collection of examples.
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Figura 5.10: Evaluation results of the proposed methodology on
IC variation for the CreditLondon dataset.

Entropy = H(X) = −
∑

p(X) log p(X) (5.5)

where

• X is an attribute of the dataset;

• H(X) is the entropy of X;

• p(X) is the probability of getting a value of X when
randomly selecting one from the set.

Instead, the Information Gain is the expected reduction in the
entropy caused by partitioning the examples according to a gi-
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Figura 5.11: Evaluation results of the proposed methodology on
IC variation for the HealthLondon dataset.

ven attribute. The formal definition of the information gain is
expressed in (5.6).

Information Gain = I(X, Y ) = H(X)−H(X|Y ) (5.6)

where

• X and Y are attributes of the dataset;

• I(X, Y ) is the information gain on the attribute Y ;

• H(X) is the entropy on X;

• H(X|Y ) is the entropy of X given Y .
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The analysis evaluated the variation of information gain for each
attribute in the Health dataset, and used Status as the target
attribute of the classification scenario. In other words, the infor-
mation gain of each attribute has been evaluated w.r.t. the Status
attribute. Moreover, the information gain has been computed by
considering every encrypted value belonging to the same class, like
in the case of null values.

Figure 5.12 shows the obtained results, where the blue bar is re-
lated to the information gain computed on the attributes without
encryption (e.g. exposed to privacy threats), and the red one is
related to the information gain computed after the application of
the proposed methodology, i.e. the partially encrypted dataset.
According to Figure 5.12, it is possible to notice that the varia-
tion of information gain is almost always small. This highlights
the fact that the proposed methodology is a useful means to gua-
rantee privacy preservation without heavily affecting the quality of
data. More specifically, some exceptions have been encountered.
A slightly worse behavior is obtained for IG-Attr1, i.e. LastName,
due to the many encryptions on an attribute whose distribution
contains many values. Instead, for IG-Attr3 the information gain
remains unchanged.

This evaluation represents a specific analysis scenario, which
permitted to verify how in a real-world scenario it is possible to
work with partially encrypted data, aiming to ensure both privacy
preservation and data usage.
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Figura 5.12: Evaluation results of the information gain on the
Health dataset.



Capitolo 6

A Methodology for Privacy
Preserving Machine
Learning

Machine learning (ML) is being increasingly exploited in va-
rious application domains, yielding to the proliferation of systems
ranging from intrusion detection to recommendation systems.

The input data of an ML algorithm are usually represented as
a set of samples. Each sample contains a set of feature values.
An ML algorithm uses a training set formed of multiple feature
vectors and their associated labels. The analysis of such data by
a ML algorithm is called the training or learning phase, thorugh
which a predictive model is derived. Thus, when a new test sample
is tested, this model should predict the label (person’s name or
identification data in face-recognition applications). The ability
of such a model to accurately predict the label is a measure of
how well it generalizes in order to predict unseen data. This is
empirically measured through the test error (generalization error),
and it can depend on the quality and quantity of the data used
for training the model, the setting of hyperparameters (e.g., using
cross-validation), and even the feature extraction method used (if
any required).

Supervised learning utilizes labelled data, where each feature
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vector is associated with an output value, which might be a class
label (classification) or a continuous value (regression). For exam-
ple, with classification, the samples (feature vectors) belong to two
or more classes, and the objective of a ML algorithm is to deter-
mine the class to which the new sample belongs. Instead, in un-
supervised learning, the target is to find the underlying structure
or distribution of the data in order to learn more about them.

Although it is widely recognized that the data and their quality
can affect ML model performances, when ML applications requi-
re to base their learning phase over private individuals’ data, the
latter are uploaded to centralized locations in clear text, enabling
ML algorithms to extract patterns and build models from them. In
this context, the privacy-preserving problem is not limited to the
threats associated to the possible exposure of such data to hacking
attacks, but it is possible to glean extra information about the pri-
vate datasets by analysing the results provided by the application
of ML models, even though the data have previously been anony-
mized [99]. In fact, the application of machine learning techniques
to large and distributed data archives might yield the disclosure
of sensitive and confidential data, due to the excessive processing
capabilities reached by these techniques. With this in mind, in
the next section, a novel solution to anonymize data is presented,
which guarantees the possibility to use ML techniques for classi-
fication tasks. In particular, it exploits RFDs to directly evaluate
combinations of attributes together with possible generalizations
over the data, and it defines suitable generalization configurations
for data anonymization. This also permits to overcome the main
limitation of related proposals (see Section 2.3), which typically
perform generalization steps over a single attribute, hence neglec-
ting possible correlations in the data. Moreover, the proposed
approach also leverages the Pareto principles to filter such con-
figurations by means of both privacy and quality measures (e.g.,
information gain, accuracy and privacy).
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6.1 Data Anonymization

The exponential growth of data volumes and the need to ana-
lyze them using various techniques, including machine learning,
have led the research community to address anonymization issues
in data sharing. However, data can univocally refer to persons
whose anonymity must be guaranteed when information is shared
for different reasons, such as for data analytics activities. In the
following, a methodology for identifying data anonymization stra-
tegies is presented; it exploits data correlations expressed in terms
of relaxed functional dependencies (RFDs) automatically extrac-
ted from data. To this end, generalization rules to anonymize data
are identified and validated by using the well-known k-anonymity
model. Furthermore, a decision tree classifier has been used in
order to compute several data utility measures, such as accuracy
and information gain over anonymized data. Experimental re-
sults over real-world datasets show that the proposed approach
achieves promising results in data utility, while maintaining a high
anonymization level for data sharing activities.

6.1.1 Problem statement

Classification models capture correlations between the attributes
of individuals and a class value, and are often used to predict
the class value for any unseen new observation. Classification
models are built from a training dataset, which might contain
sensitive information. This information could be inferred from
the classification model, by exploiting the correlations encoded
in it [100]. To this end, training data are usually anonymized by
removing identifiable information before the classifier is trained.
However, data can be still re-identified by using quasi-identifiers
[101]. Quasi-identifiers are sets of attributes not identifiable when
considered singularly, but their combination could yield a unique
identifier. For instance, it has been shown that the combination
of zip code, gender, and date of birth permits to uniquely identify
around 87 percent of the US population [102].
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age workclass fnlwgt education maritial-status occupation relationship sex capital-gain classes
t1 39 State-gov 77516 Bachelors Never-married Adm-clerical Not-in-family Male 2174 >50K
t2 50 Self-emp-not-inc 83311 Bachelors Married-civ-spouse Exec-managerial Husband Male 0 >50K
t3 38 Private 215646 HS-grad Divorced Handlers-cleaners Not-in-family Male 0 <=50K
t4 53 Private 234721 11th Married-civ-spouse Handlers-cleaners Husband Male 0 <=50K
t5 37 Private 159449 Bachelors Married-civ-spouse Prof-specialty Wife Female 0 >50K
t6 37 Private 284582 Masters Married-civ-spouse Exec-managerial Wife Female 0 <=50K
t7 49 Private 160187 9th Married-spouse-absent Other-service Not-in-family Female 0 >50K
t8 52 Self-emp-not-inc 209642 HS-grad Married-civ-spouse Exec-managerial Husband Male 0 <=50K
t9 38 Private 45781 Masters Never-married Prof-specialty Not-in-family Female 14084 >50K
t10 49 Private 159449 Bachelors Married-civ-spouse Exec-managerial Husband Male 5178 >50K

Tabella 6.1: Example dataset containing users’ information.

Example 9. Considering the dataset in Table 6.1, extracted from
the Adult dataset1, in which each tuple describes an individual,
where age, workclass, fnlwgt, education, maritial-status,
occupation, relationship, sex, and capital gain are at-
tributes characterizing the individual, and the attribute classes

indicates whether his/her annual income is greater than 50K or
not. From this dataset is possible to narrow down tuple t1 to a
specific individual by looking, for instance, at the age attribute,
as this is the only tuple for which age is equal to 39.

This simple example shows that only removing identifiable in-
formation from a dataset is not sufficient to guarantee anonymiza-
tion. Anonymized data can be re-identified by linking the data by
means of other data sources [103]. Therefore, before disclosing a
dataset containing highly sensitive information, data owners mu-
st often transform it to reduce the risk that its records can be
re-identified. An anonymization model largely used for this is
k-anonymity, which requires that at least k individuals in the da-
taset share the same set of attribute values (cf. Section 3.1.2.1 for
details).

A common way to achieve k-anonymity is through generaliza-
tion [10]. Intuitively, generalization is used to replace the values
in a dataset with more general ones. For example, numerical data
can be replaced by intervals, whereas categorical attributes can
be generalized into a set of distinct values. Therefore, the appli-
cation of generalization strategies aims at grouping different tu-
ples, in order to make them indistinguishable, especially for quasi-

1https://www.openml.org/d/179
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Figura 6.1: Taxonomy of the age attribute for the dataset in Ta-
ble 6.1.

identifier attributes, thus contributing to achieve the desired level
of k-anonymity.

The values of an attribute can be generalized at a different
granularity, providing different levels of generalization for the at-
tribute, yielding different levels of k-anonymity. Generalization
levels can be organized in a hierarchical structure (hereafter cal-
led attribute taxonomy), which can be used to regulate the level of
generalization to be applied for an attribute. In this work, every
attribute in the dataset is assumed to be associated with an at-
tribute taxonomy representing all generalization levels defined for
the attribute.

Example 10. Figure 6.1 shows the taxonomy of the age attribu-
te for the example dataset in Table 6.1. As shown in the figure,
the leaf nodes (level 0) represent the values in Table 6.1, which
can be generalized at different levels. For instance, value 39 can
be replaced with interval [35, 40) at level 1, with interval [35, 45)
at level 2, and so on. Based on the taxonomy for the attribute
age in Figure 6.1, it is possible to observe that by applying gene-
ralization at level 1 for the age attribute on (a projection of) the
dataset in Table 6.1, k-anonymity with k = 2 is obtained (cf. Ta-
ble 6.1(a)), whereas k-anonymity with k = 5 is reached by using
the generalization at level 2 (cf. Table 6.1(b)).

This example shows that by increasing the generalization le-
vel of an attribute, it is possible to achieve a higher anonymity
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(a) Level 1

age
t 1 [35,40)
t 2 [50,55)
t 3 [35,40)
t 4 [50,55)
t 5 [35,40)
t 6 [35,40)
t 7 [45,50)
t 8 [50,55)
t 9 [35,40)
t 10 [45,50)

(b) Level 2

age
t 1 [35,45)
t 2 [45,55)
t 3 [35,45)
t 4 [45,55)
t 5 [35,45)
t 6 [35,45)
t 7 [45,55)
t 8 [45,55)
t 9 [35,45)
t 10 [45,55)

Tabella 6.2: generalization of (a projection of) the dataset in Ta-
ble 6.1 over attribute age by considering two generalization levels
defined in Figure 6.1.

level (represented by the value of k). Nonetheless, the application
of generalization can have a negative impact on data utility. For
example, generalization can decrease the performance of a classi-
fier when trained on a generalized dataset, as generalization might
weaken the correlations in the data [104, 105, 106]. Finding sui-
table generalization strategies that preserve anonymity while not
affecting (too much) data utility is not trivial and it requires fin-
ding a trade-off between anonymity and data utility. This trade-off
boils down to determine suitable levels of generalization that gua-
rantee data anonymization while maintaining as much data utility
as possible.

In this work, a novel anonymization technique has been pro-
posed. It uses generalization and k-anonymity validation to ano-
nymize a dataset while minimizing the loss of data utility. To this
end, data correlations in the dataset, expressed in terms of relaxed
functional dependencies (RFDs), have been used as a guideline to
define suitable generalization strategies.

Starting from a dataset and the attribute taxonomies as in-
put, the methodology presented in the next section shows how
to extract RFDs suggesting generalization levels that ensure a gi-
ven level of data ananymization, while maintaining as much data
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Figura 6.2: Overview of the proposed methodology.

utility as possible.

6.1.2 The Proposed Methodology

This section presents the methodology and shows how data cor-
relations, expressed in terms of relaxed functional dependencies
(RFDs), can be used to define strategies for guaranteeing data
anonymization in classification activities. Intuitively, RFDs can
be used as guidelines to determine which subsets of attributes,
together with their generalization levels, are suitable for classifi-
cation tasks while guaranteeing, at the same time, a given level of
data anonymization.

6.1.2.1 Overview

Figure 6.2 shows an overview of the proposed methodology. Given
an input dataset and the taxonomy for the attributes occurring in
the dataset, generalization rules expressed in terms of RFDs (RFD
Extraction) can be extracted by means of the first step.

These generalization rules are used to determine which attribu-
tes should be generalized and at which level. To assess the quality
of generalization rules in terms of data anonymization and data
utility, the attribute values in the input dataset are replaced ac-
cording to the generalization rules, whereas the k-anonymity level,
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the classification accuracy, and the information gain are computed
on the generalized dataset (Generalization). In a second step, the
coverage of the RFDs that satisfy a given level of anonymization
are extended by joining generalization rules to increase data uti-
lity (Coverage). The data anonymization and utility provided by
the obtained extended RFDs are then assessed as in the previous
step (Generalization). The obtained generalization rules provide
data owners with a view of which generalization rules can be used
to anonymize their datasets, together with their effects in terms
of data utility and anonymization. The next section presents the
detailed steps of the proposed methodology.

6.1.2.2 Generalization rule extraction

The first step of the proposed methodology (represented by the two
blocks within the dashed line in Figure 6.2) aims to extract gene-
ralization rules in terms of RFDs, along with measures assessing
their data anonymization and utility.

RFDs are extracted along with the generalization levels (defi-
ned with respect to the given attribute taxonomies) from the input
dataset by using roll-up dependencies.

Definition 9. (Roll-up dependency) Let G be a genschema of
a relation schema R, X, Y ⊂ attr(R), a roll-up dependency RUD)
XΦ1

→ YΦ2
holds on an instance r of R, if and only if for each

tuple pair (t1, t2) of r, if t1 and t2 are α-equivalent on the attributes
in X, then they must also be α-equivalent on the attributes in Y .

In particular, this type of dependencies permits to retrieve not
only attribute correlations, but also the generalization level of the
attributes, according to a given attribute taxonomy.

During RFD extraction, only the RFDs involving the classifica-
tion attribute on the Right-Hand-Side (RHS) with a generalization
level equals to 0 have been considered (i.e., attribute classes in
the example dataset of Table 6.1). This is because this work fo-
cuses on the generation of anonymized datasets that can be used
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to train a classification model. Accordingly, the focus is on cor-
relations involving the classification attribute and preserving its
original values.

Example 11. The classification attribute classes of the dataset
in Table 6.1 can take two values, namely “>50K” and “<=50K”.
If this attribute is generalized to a single value, for example, [Any
classes], all tuples in the dataset will have the same value for it,
making the dataset ill-suited to train a classification model.

The obtained RFDs identify which attributes along with their
generalization level can allow performing classification activities
based on the data correlations within the dataset. Accordingly,
each RFD can be used to produce an anonymized version of the
dataset, in which only the attributes involved in the RFD are
selected and generalized at the level specified by the RFD. This
is done by replacing the value in the original dataset according to
the levels specified on the Left-Hand-Side (LHS) attributes of the
RFD, and the corresponding generalization levels defined in the
attribute taxonomy. All attributes that do not occur in the RFD
are mapped to the highest level defined in the attribute taxonomy,
since they are not involved in the correlation defined by the RFD.

Example 12. Suppose the following RFD is extracted from the
dataset of Table 6.1:

age≤3, fnlwgt≤2 → classes≤0

Its RHS contains the classification attribute classes, whereas
its LHS contains the subset of attributes age and fnlwgt to be
generalized. The generalization level is defined by the values after
the tag “≤”, representing the required generalization levels.

Table 6.3 shows the dataset resulting from the application of the
RFD to the dataset in Table 6.1. It can be observed that the values
of attributes age and fnlwgt have been generalized by replacing
their original values with those defined by the generalization levels
indicated by the RFD (as an example, the taxonomy for attribute
age is reported in Figure 6.1). The values of other attributes are
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age fnlwgt Classes
t1 [35,55) [0,100000) >50K
t2 [35,55) [0,100000) >50K
t3 [35,55) [200000,300000) <= 50K
t4 [35,55) [200000,300000) <= 50K
t5 [35,55) [100000,200000) >50K
t6 [35,55) [200000,300000) <= 50K
t7 [35,55) [100000,200000) >50K
t8 [35,55) [200000,300000) <= 50K
t9 [35,55) [0,100000) >50K
t10 [35,55) [100000,200000) >50K

Tabella 6.3: A sample application scenario of a single RFD.

generalized to the highest level. For the sake of clarity, they are
not shown in Table 6.3.

The extracted RFDs can provide different levels of data ano-
nymization and data utility. Therefore, the level of data anony-
mization and data utility offered by each RFD should be assessed
to determine which RFD(s) should be used for the generation of
the generalized dataset. Then, the anonymization level of the ge-
neralization strategy driven by an RFD is measured through the
k-anonymity model proposed in [55]. Accordingly, the anonymi-
zation level represents the minimum number of tuples in the data-
set (obtained by applying the generalization) with identical quasi-
identifiers, i.e., the value of k in the k-anonymity model. From
Table 6.3 it is possible to observe that the application of the ge-
neralization strategy driven by the RFD presented in Example 12
achieves k-anonymity level with k = 3.

On the other hand, the data utility of the generalized dataset
has been measured by computing the accuracy and the informa-
tion gain that a Decision Tree classifier can achieve on the dataset
generalized by using the RFD. In particular, in order to compute
the accuracy and the information gain for all generalizations de-
rived by the RFDs, a Decision Tree classifier has been used, i.e.,
the ID3 algorithm [107], since it is one of the most widely used
machine learning models, due to the fact that it works well with
noisy or missing data.
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In summary, this step of the methodology returns a list of
RFDs, which permits to define different generalization rules,
along with their anonymization level (measured in terms of k-
anonymity) and data utility (measured in terms of accuracy and
information gain).

Example 13. In what follows, several RFDs extracted from the
dataset in Table 6.1 are presented, together with the corresponding
data anonymization and data utility measures, computed for each
generalization rule derived from them:

r1: [age≤3
, fnlwgt≤2

→ Classes≤0]; k : 3;A : 65; IG : 0.011657;

r2: [age≤3
, gender≤1

→ Classes≤0]; k : 4;A : 66; IG : 0.043581;

r3: [workclass≤2, capital-gain≤3
, marital-status≤2 → Classes≤0];

k : 3;A : 67; IG : 0.072174;

r4: [workclass≤2, age≤4
, marital-status≤2 → Classes≤0]; k : 5;

A : 61; IG : 0.007948;

r5: [relationship≤1
, education≤2, capital-gain≤3

→ Classes≤0];

k : 2;A : 68; IG : 0.079399;

where, k, A, and IG represent the anonymization level, the ac-
curacy, and the information gain, respectively. Accordingly, it is
possible to observe that r4 achieves the best anonymization level
(k = 5), but the lowest accuracy (A = 61). On the other hand, r5
achieves the best accuracy (A = 68), but the lowest anonymization
level (k = 2).

As shown in the previous example, data owners are left with
the task to determine which generalization rules should be used
for the anonymization of their datasets. This can be a complex ta-
sk, since a large number of RFDs can be extracted from a dataset
[70, 69], and not all of them might satisfy the desired level of ano-
nymization. In addition, RFDs usually capture basic correlations
in the data, which involve a limited number of attributes, limiting
the data utility that can be achieved from their application. By
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extending the coverage of an RFD to capturing multiple corre-
lations will make it possible to consider more attributes for the
anonymization of the dataset, and hence increase its data utility
[105]. However, the use of more attributes could reduce the level of
anonymization guaranteed by the generalization rules. Therefore,
data utility can be improved only where, and to the extent that,
the minimum level of anonymization required by the data owner
is satisfied.

The next section presents the proposed approach to identify
those generalization rules that satisfy a given level of anonymiza-
tion while maximizing data utility. To this end, it is necessary to
devise an RFD join strategy to increase the coverage of RFDs, in
an attempt to increase the data utility provided by the baseline
generalization rules obtained from the RFDs.

6.1.3 Generalization rule selection and impro-
vement

This step of the methodology (represented by the two blocks wi-
thin the dotted line in Figure 6.2) aims to generate a set of candi-
date generalization rules that satisfy a minimum level of anonymi-
zation, while increasing the data utility from the RFDs obtained
in the previous step.

Some RFDs identified in the previous step might not guarantee
a level of anonymization that is acceptable for the data owner. In
particular, the data owner might define minimum anonymization
requirements for a dataset to be shared with other parties. Ac-
cording to the k-anonymity model, these requirements have been
represented as a threshold t, indicating the minimum value of k
that a generalization rule should satisfy. Thus, from the RFDs ob-
tained in the previous step, those for which the corresponding ge-
neralized dataset does not meet the requirement for k-anonymity,
i.e. k < t, have been filtered out.

The RFDs obtained in the previous step only capture basic
correlations in the data, hence limiting the data utility that can
be achieved through their application. To this end, the attribu-
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tes involved in all the RFDs have been analyzed, and a coverage
strategy has been defined to increase the number of attributes to
be used for the anonymization of the dataset. The strategy com-
pares the RFDs and determines which ones can be combined to
improve data utility. The intuition is that joining dependencies
allows to account for multiple data correlations simultaneously,
hence increasing the number of attributes that can be used. Since
combined RFDs need to hold on the considered dataset, not all
RFDs can be combined with each other.

Before presenting the procedure for generating the candida-
te generalization rules, it is necessary to introduce the notion of
compatible RFDs, which specifies when two RFDs can be joined.
Intuitively, two RFDs are compatible if and only if their LHS at-
tributes are disjoint or occur with the same generalization level.
Formally:

Definition 10 (RFD Compatibility). Let XΦ → C≤0 be an RFD,
X = {A1, . . . , An}, X ′ = {B1, . . . , Bm}, and each attribute Ai

(Bj) be associated with a generalization level ϕi (ϕ
′
j) in Φ (Φ′).

The two RFDs are said to be compatible if and only if:

• X ∩X ′ = ∅, or

• ∀Ai ∈ X and Bj ∈ X ′, such that Ai = Bj ∈ X ∩ X ′, then
ϕi = ϕ′

j.

Algorithm 2 presents the procedure used to generate the can-
didate generalization rules. The algorithm takes as input the list
of RFDs Z obtained in the previous step, the dataset D with the
corresponding attribute taxonomies T , and a threshold t repre-
senting the minimum level of anonymization to be satisfied, and
it returns a list of candidate generalization rules R that satisfy
the required level of anonymization. The algorithm starts by fil-
tering out those RFDs in Z that do not satisfy the minimum level
of anonymization t, by using the function FILTER BY T (line 1).
The algorithm is iterative and it uses a list W to keep track of
which RFDs should be considered at each iteration to create new
RFDs. List W is initialized to the set Z ′, which comprises the
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Algorithm 2 Join procedure

INPUT: Dataset D, taxonomy T , list of RFDs Z, threshold t

OUTPUT: List of generalization rules R

1: Z ′ ←FILTER BY T(Z,t)

2: W := Z ′

3: R := Z ′

4: while W ̸= ∅ do
5: L := ∅
6: for each (xi, yi ∈W ) do
7: Let xi = XΦ → C≤0

8: Let yi = YΦ′ → C≤0

9: if (X ∩ Y = ∅) ∨ (∀a ∈ X ∩ Y level(Y [a]) = level(X[a])) then
10: ci = XΦ, YΦ′ → C≤0

11: di ← COMPUTE generalization(ci,D,P)

12: L← L∪ FILTER BY T({di},t)
13: end if
14: end for
15: W ← L

16: R← R ∪W

17: end while
18: return R

RFDs in Z having anonymization level at least t (line 2). The
RFDs in W are considered pairwise (lines 6-14). If two RFDs xi
and yi are compatible (cf. Definition 10), a new RFD ci is created
by joining xi and yi (lines 9-10). The anonymization level and
the data utility of the new RFD are then computed by using the
function COMPUTE GENERALIZATION, which generalizes the dataset
D by using the RFD, and it assesses its level of k-anonymity, ac-
curacy, and information gain based on the generalized dataset, as
described in Section 6.1.2.2 (line 11). The function FILTER BY T

is then used to determine whether the RFD satisfies the minimum
level of anonymization t, in which case the RFD is added to L (li-
ne 12). After that, all rules in W have been considered, L contains
the generalization rules obtained by combining the RFDs inW and
that satisfy the minimum level of anonymization. These rules are
used in the next iteration. The algorithm terminates when no ge-



6.1. Data Anonymization 137

neralization rules satisfying the minimum level of anonymization
can be created, returning the new set of RFDs (which contains at
least the RFDs in Z ′) together with their anonymization and data
utility level. It is worth noting that the RFDs considered at the
beginning of an iteration are exactly the ones resulting from the
previous iteration (line 15). In this way, no candidate RFDs are
missed.

It is easy to observe that: (i) a set of RFDs can be com-
bined into a new RFD if and only if every RFD is compatible
with the others; and (ii) if the combination of two RFDs does
not meet the minimum anonymization level, any combination of
RFDs that includes those RFDs will also not satisfy the minimum
anonymization level property, hence it will be discarded.

Example 14. Consider the RFDs presented in Example 13 and
a minimum anonymization level t = 3. Algorithm 2 filters out the
RFDs that do not meet the minimum anonymization level, hence
it discards r4. Then, the remaining RFDs are analyzed pairwise,
and compatible ones are combined, obtaining:

r6: [age≤3, fnlwgt≤2, gender≤1 → Classes≤0]; k : 3;A : 67;
IG : 0.074251;

r7: [age≤3, fnlwgt≤2, workclass≤2, capital-gain≤3,

marital-status≤2 → Classes≤0]; k : 3;A : 70; IG : 0.098579;

r8: [age≤3, gender≤1, workclass≤2, capital-gain≤3,

marital-status≤2 → Classes≤0]; k : 3;A : 71; IG : 0.099719;

r9: [workclass≤2, capital-gain≤3, marital-status≤2,

age≤4 → Classes≤0]; k : 3;A : 69; IG : 0.096718

It can be observed that r6 is obtained by joining rules r1 and
r2, r7 by joining rules r1 and r3, r8 by joining rules r2 and r3,
and finally, r9 by joining rules r3 and r4. Notice that r4 is not
combined with r1 and r2 because they are incompatible: attribute
age occurs at generalization level 4 in r4 and at generalization level
3 in r1 and r2. Also, all rules satisfy the minimum anonymization
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level k = 3. Thus, the set of generalization rules resulting from
this process are used in the second iteration. In particular, by
combining rules r6 and r7 (but also r6 and r8, or r7 and r8) the
following rule is obtained:

r10: [age≤3, fnlwgt≤2, gender≤1, workclass≤2, capital-gain≤4,

marital-status≤2 → Classes≤0]; k : 3;A : 72; IG : 0.109829;

On the other hand, rule r9 cannot be merged with any other rule,
due to its incompatibility on attribute age. As no new RFD can be
created, the procedure returns the set of candidate generalization
rules {r1, r2, r3, r4, r6, r7, r8, r9, r10}, which represents the complete
set of generalization rules meeting the minimum anonymization
requirement to be satisfied.

Algorithm 2 returns a list of candidate generalization rules sa-
tisfying the given minimum level of anonymization. These rules
provide a different anonymization and data utility levels, allowing
the data owner to control the trade-off between these dimensions.
However, the large number of rules that can be potentially re-
turned might hamper the selection of the generalization rule to
be used. Identifying the optimal candidate rules can be seen as a
multi-objective optimization problem. Thus, the notion of Pareto-
optimality and Pareto frontier [108] have been used in order to
support the selection of optimal generalization rules.

In Pareto-optimality, the objective function comprises multi-
ple criteria, and the multi-objective optimization problem can be
formulated as follows:

max F (X), F = f1(X), f2(X), . . . , fm(X) (6.1)

A solution X is said to dominate a solution Y if ∀i =
{1, 2, . . . ,m}, fi(X) ≥ fi(Y ), and there exists j ∈ {1, 2, . . . ,m}
such that fj(X) > fj(Y ). Solution X is called Pareto optimal
if it is not dominated by any other solution. More than one
Pareto-optimal solution exists when no solution is optimal with
respect to every criterion. The curve or surface composed of the
Pareto-optimal solutions is known as the Pareto frontier [109].
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Rule Privacy Accuracy Information Gain
r1 3 65 0.011657
r2 4 66 0.043581
r3 3 67 0.072174
r4 5 61 0.007948
r6 3 67 0.074251
r7 3 70 0.098579
r8 3 71 0.099719
r9 3 69 0.096718
r10 3 72 0.109829

Tabella 6.4: Generalization ru-
les of the Example 14 together
with anonymization and data
utility levels.
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Figura 6.3: Visual representation
of the Pareto Frontier for the ge-
neralization rules in Table 6.4.

The Pareto frontier is used to identify which generalization ru-
les extracted from Algorithm 2 are (Pareto) optimal with respect
to anonymization and data utility. In this light, the objective
functions are represented by the k-anonymity level, accuracy, and
information gain, whereas the goal is to find the solutions for which
there is no other solution improving one criterion without redu-
cing any other criterion. Thus, the generalization rules on the
Pareto frontier represent the rules that provide the data analyst
with the best trade-off between anonymization and data utility
requirements.

Example 15. Consider the generalization rules returned in Exam-
ple 14, which are summarized in Table 6.4. The generalization
rules are highlighted in gray from the Pareto Frontier. A visual
representation of the Pareto frontier is shown in Figure 6.3, whe-
re the x-axis represents the accuracy level A, the y-axis represents
the anonymization level k, and the z-axis represents the informa-
tion gain IG. The blue points represent the Pareto Frontiers, i.e.,
the generalization rules that are not dominated by any other rule
(r2, r4 and r10).
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6.1.4 Experimental Evaluation

The methodology proposed in Section 6.1.2 has been evaluated to
understand the trade-off between anonymization and data utility
that can be achieved by using generalization rules, and to devise
strategies to select the generalization rules to be used for data
anonymization. More specifically, the goal here is to answer the
following research questions:

RQ1: What is the impact of combining generalization rules on
data utility?

RQ2: Which trade-off between anonymization and data utility
can be achieved using generalization rules?

RQ3: How much effort is required by a data owner to identify the
generalization rule to apply?

The first research question (RQ1) aims to provide insights in-
to the impact of combined generalization rules on the data utility.
In fact, an assumption underlying this work is that by combining
generalization rules allows achieving a higher information gain,
as it allows exploiting multiple data correlations simultaneously
(cf. Section 6.1.3). RQ2 aims to assess the trade-off between ano-
nymization and data utility that can be achieved by using genera-
lization rules. In particular, it is necessary to understand how the
enforcement of a given anonymization level impacts data utility.
A large number of generalization rules could potentially satisfy
both anonymization and data utility requirements. This could af-
fect the data owner, who has to decide which generalization rule
to apply on his/her dataset. To this end, RQ3 aims to evaluate
the effort required to a data owner to determine the generalization
rule to apply for the anonymization of his/her dataset, in terms of
the number of rules returned by the proposed methodology. The
remainder of this section presents the settings and the results of
the experiments.
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Datasets #Rows #Attributes Attribute types

Electricity 45312 8 Numeric
Adult 48842 14 Nominal, Numeric

Tabella 6.5: Statistics on the datasets used in the evaluation.

6.1.4.1 Experiment settings

Datasets. To evaluate the proposed approach, two real-world da-
tasets have been considered. An overview of the selected datasets
is are reported in Table 6.5.

Electricity:2 This dataset comprises records from the Australian
New South Wales Electricity Market from May 1996 to December
1998. Each record refers to a period of 30 minutes, and is
characterized by 8 numerical attributes, including the day of the
week, the timestamp, the South Wales electricity demand, and
the Victoria electricity demand. The class label identifies the
price change (UP or DOWN) in New South Wales relative to a
moving average of the last 24 hours.

Adult:3 This dataset describes 48842 individuals using a mix of
numeric and categorical attributes (14 attributes in total), such
as age, occupation, and education. The class attribute represents
individuals income, which has two possible values: ‘> 50K’ and
‘< 50K’.

Attribute Taxonomies. The methodology requires the at-
tribute taxonomies for the attributes in the given datasets to ena-
ble data generalization. The taxonomy for numerical attributes
has been computed by using a bottom-up approach, whereas for
categorical attributes a top-down approach based on k-Means clu-
stering is used [110]. More specifically, the generalization levels for
numeric attributes were created by ordering the attribute values
(i.e., the leaf nodes) in descending order and by grouping them
in sets of size five. Then, at each level, pairs of contiguous sets

2https://datahub.io/machine-learning/electricity
3https://archive.ics.uci.edu/ml/datasets/Adult?ref=datanews.

io
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Tabella 6.6: Overview of the attribute taxonomies for the consi-
dered datasets.

(a) Electricity

Attribute Type
Domain

size
#Taxonomy

levels
date numeric 934 5
day numeric 8 3

period numeric 47 4
nswprice numeric 4088 7

nswdemand numeric 5275 6
vicprice numeric 6203 10

vicdemand numeric 2845 6
transfer numeric 1877 10

(b) Adult

Attribute Type
Domain

size
#Taxonomy

levels
age numeric 73 6

workclass nominal 7 2
fnlwgt numeric 26740 6

education nominal 16 3
education-num numeric 16 4
marital-status nominal 7 4
occupation nominal 14 3
relationship nominal 6 2

race nominal 5 3
sex nominal 2 2

capitalgain numeric 120 6
capitalloss numeric 96 4

hoursperweek numeric 95 4
native-country nominal 40 4

were grouped to create a new level, until a single set representing
the taxonomy’s root was created. On the other hand, k-Means
was applied on categorical attributes to ensure that similar tuples
were grouped together to minimize accuracy loss. In particular,
k-Means was used to partition the set of all attribute values (the
taxonomy’s root) into two clusters, and then applied recursively
to each cluster until no further split was obtained. The last level
of the taxonomy (leaf nodes) was generated by creating a node
for each attribute value, which was connected to the node repre-
senting the cluster containing that value. The final taxonomy was
obtained by ensuring that each increase in the generalization level
corresponds to an increase in the anonymization level. To this
end, generalization levels that produced no improvement in terms
of k-anonymity were removed from the taxonomy. Table 6.6 pre-
sents an overview of the number of taxonomy levels and size for
each attribute in the Electricity and the Adult datasets.

RFD Extraction. To extract the RFDs used to generate
generalization rules, the DOMINO RFD discovery algorithm has
been employed [93]. The advantage of using this algorithm is that
it automatically infers not only RFDs from data, but also their
associated thresholds. DOMINO extracts RFDs that hold on the
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entire dataset, i.e., every tuple pair in the dataset should satisfy
the RFD similarity constraint in order to be returned by DOMI-
NO. This can be too restrictive when discovering roll-up RFDs
over generalization taxonomies. Thus, an RFD discovery algori-
thm tolerating exceptions would be needed. However, the only
discovery algorithm for hybrid RFDs existing in the literature is
not capable of automatically discovering similarity and covera-
ge thresholds, requesting the user to specify them in input [69].
Given that in the analyzed context the automatic derivation of
thresholds is a fundamental requirement, since they represent the
generalization levels to be used, the proposed methodology adop-
ts a dataset sampling strategy, so that by using DOMINO on the
sampled dataset it discovers roll-up RFDs that do not hold on the
entire original dataset, hence increasing the set of discovered roll-
up RFDs. In particular,DOMINO has been adapted to create a
generalization map in which keys represent distance patterns and
values represent the number of tuple pairs complying with each
pattern has been created. Then, for each attribute in the consi-
dered dataset, a distance pattern (computed between each pair of
tuples) maps the number of generalizations to use for including
two attribute values in the same taxonomy level. In the experi-
ments, the most frequent distance patterns yielding the coverage
of an x-percentage of tuple pairs, with x ∈ {5, 10, 20, 50}, have
been considered.

Anonymization & Utility Measures. To compute the
anonymization level, the k-anonymity model proposed in [55] has
been implemented, whereas the data utility measures used in the
experiments, i.e., the accuracy and information gain, have been
computed using the J48 decision tree implementation of Weka4.
To guarantee the effectiveness of the obtained predictive model,
the 10-fold cross-validation to compute data utility measures has
been used.

4https://weka.sourceforge.io/doc.dev/weka/classifiers/trees/

J48.html
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6.1.4.2 Results

This section presents the results of the experiments and answers
the research questions.

RQ1: What is the impact of combining generalization
rules on data utility? This research question aims to evaluate
the benefits of combining RFDs to generate strategies for data
anonymization, which maximize data utility while guaranteeing
a desired level of privacy. It was expected that the combination
of RFDs would provide generalization rules with higher data
utility compared to those directly extracted from the data. To
measure these effects, the number of generalized rules obtained
by combining RFDs has been assessed, and the data utility, in
terms of information gain and accuracy, has been compared. As a
primary requirement for the evaluation, generalization rules that
achieve k-anonymity with k ≥ 2 have been considered.

Figures 6.4 and 6.5 show the accuracy that can be achieved
using the generalization rules directly extracted from the data
(red boxes) and using the combined rules (blue boxes) at the vary-
ing of sampling percentage for the Electricity and Adult datasets,
respectively.

From Figure 6.4, it is possible to observe that, for the Electri-
city dataset, combining generalization rules improves information
gain for all sampling percentages, except for the 50% sampling
percentage. This is because many generalization rules extracted
for this sampling percentage contain the same attributes with
different generalization levels and, thus, they are incompatible
(for more details see Section 6.1.3), or their combination violated
the privacy requirement over k (i.e., k < 2). Similarly, Figure 6.5
shows that combining generalization rules improves accuracy also
for the Adult dataset, although the improvement is less prominent
for this dataset. It is worth noting that the accuracy achieved
for the Adult dataset, when it is anonymized using generalization
rules directly extracted from the data, is already relatively high
(over 75% vs. 60% for the Electricity dataset), given that the
accuracy achieved on the original data is 85% (vs. 75% for the
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Electricity dataset).

The experiments show that combining generalization rules also
improves information gain for both the Electricity and the Adult
dataset, as illustrated in Figures 6.6 and 6.7, respectively. Overall,
consider more correlations in the data simultaneously and, thus,
account for more attributes in the anonymization process, allows
generating anonymized datasets holding a higher data utility.

RQ2: Which trade-off between anonymization and
data utility can be achieved using generalization rules?

It was expected that the data utility would decrease when the
anonymization level increased. This is because achieving a hi-
gher level of anonymization requires higher generalization levels,
leading to the less specificity of data. These effects are quanti-
fied by showing how accuracy and information gain vary when the
anonymization level increases.

Figures 6.8 and 6.9 show the trade-off between anonymiza-
tion and accuracy, for the Electricity and the Adult datasets, re-
spectively. The x-axis reports the anonymization levels (in log
scale), whereas the y-axis reports the best accuracy that can be
achieved by applying the generalization rules satisfying a given
anonymization level. The baseline accuracy is obtained over the
non-anonymized version of the datasets (k = 1). Each line in the
plots represents the results for a given sampling percentage (5%,
10%, 20%, and 50%).

As expected, the accuracy decreases when the anonymization
level increases for both datasets. Moreover, the highest anonymi-
zation level (represented by the vertical dashed lines) is achieved
for the 5% sampling with both the Electricity and the Adult
datasets. This could be justified by the fact that the 5% sampling
not only generates a larger number of generalization rules, but
also these rules typically encompass attributes with a higher ge-
neralization level. Nevertheless, differences can be noticed in the
maximum anonymization level that can be achieved using different
sampling percentages for the two datasets. For the Adult dataset,
the maximum anonymization level that can be achieved ranges
from 78 for the 50% sampling to 469 for the 5% sampling (cf. Fi-
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Figura 6.8: Trade-off between anonymization and accuracy for the
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Figura 6.9: Trade-off between anonymization and accuracy for the
Adult dataset.

gure 6.9). These differences are more evident for the Electricity
dataset, where the maximum anonymization level ranges from 130
for the 50% sampling to 7846 for the 5% sampling (cf. Figure 6.8).

It is worth noting that for the Electricity dataset, all samplings
preserve the baseline accuracy for k ≤ 4. On the other hand, al-
though none of the generalization rules extracted from the Adult
dataset guarantees the baseline accuracy, the accuracy loss is limi-
ted between 5% and 10%. The smaller accuracy loss for the Adult
dataset could be due to the defined attribute taxonomies, which
generally have a higher depth for the Electricity dataset (cf. Ta-
ble 6.6). This difference in the attribute taxonomies for the two
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the Electricity dataset.
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Figura 6.11: Trade-off between privacy and information gain for
the Adult dataset.

datasets also affects the number of cut-off points, which is smaller
for the Adult dataset.

Figures 6.10 and 6.11 show the trade-off between information
gain and anonymization level.

Similarly to results obtained for the accuracy, information
gain decreases when the anonymization level increases, for both
the Electricity and the Adult datasets, and the highest anonymi-
zation level is achieved for the 5% sampling over both datasets.
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Moreover, for the Electricity dataset, all samplings preserve the
baseline information gain for k ≤ 4.

However, it is possible to observe that, compared to accura-
cy, information gain decreases significantly faster, tending to zero
at the increase of the anonymization level. In particular, for the
Adult dataset, information gain is close to zero already with an
anonymization level of 2 (k = 2) for the 50% sampling, and with
an anonymization level of 5 (k = 5) for 10% and 20% samplings.
For the 5% sampling, high information gain degrades to a value
close to zero for higher anonymization levels (k ≥ 27). On the
contrary, this effect is less prominent for the Electricity dataset,
where a high information gain can be achieved for extremely high
anonymization levels (k ≥ 1614). This is mainly because the Elec-
tricity dataset is characterized by several numerical attributes for
which many generalization levels were included in their taxonomy.

RQ3: How much effort is required by a data owner to
identify the generalization rule to apply? A large number
of generalization rules can be returned by the proposed metho-
dology, leaving the data owner with the burden to identify which
generalization rule should be applied. To assist the data owner
in this task, an approach based on Pareto-optimality to identify
those rules providing a suitable trade-off between privacy and data
utility is used (cf. Section 6.1.3). In what follows, an evaluation of
such approach is proposed. More precisely, it has been evaluated
the effort required to a data owner in determining the generaliza-
tion rule to apply, in terms of the number of rules returned by the
proposed methodology.

Tables 6.7 and 6.8 provide descriptive statistics on the number
of generalization rules achieving k-anonyminity with k ≥ 2, obtai-
ned using the proposed approach on the Electricity and Adult
datasets, respectively. For each sampling percentage (%sam-
pling), the tables report the number of rules directly extrac-
ted from the data (Extracted), the number of rules obtained by
combining RFDs (Combined), the total number of obtained ru-
les (Total), before (RFDs) and after (Pareto) the application of
Pareto-optimality.
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%sampling RFDs Pareto

Extracted Combined Total Extracted Combined Total

5% 8 33 41 5 10 15
10% 9 16 25 5 4 9
20% 8 2 10 3 1 4
50% 10 1 11 4 0 4

Tabella 6.7: Number of generalization rules for the Electricity
dataset.

%sampling RFDs Pareto

Extracted Combined Total Extracted Combined Total

5% 25 53 78 4 6 10
10% 22 17 39 6 7 13
20% 7 2 9 3 2 5
50% 5 4 9 2 1 3

Tabella 6.8: Number of generalization rules for the Adult dataset.

From the results obtained before the application of Pareto-
optimality (the three columns under header RFDs), it is possible
to observe that combining RFDs always leads to the definition
of new generalization rules. The sampling percentage has a lar-
ge impact on the number of such rules: for both datasets, lower
sampling percentages typically provide a larger number of com-
bined generalization rules. This is mainly due to the fact that
generalization rules obtained for lower sampling percentages typi-
cally involve few attributes, yielding many possibilities to combine
them with each other.

The experiments show that the application of Pareto-
optimality reduces the number of generalization rules to be consi-
dered by data owners when anonymizing their datasets (the three
columns under header Pareto). In particular, it is possible to
observe that the use of Pareto-optimality for filtering yields a re-
duction of the total number of generalization rules between 36%
and 40% for the Electricity dataset, and between 12% and 56% for
the Adult dataset, where the largest reduction is obtained for the
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5% sampling. When deriving rules using low sampling percenta-
ges, Pareto-optimality tends to preserve more combined rules than
rules directly extracted from the data, whereas this consideration
is reversed when the sampling percentage increases. An inspection
of the generalization rules extracted over low sampling percentages
showed that these rules typically involve fewer attributes, yielding
a larger set of combined rules, among which it is possible to find
rules that maintain the same anonymization level while providing
higher data utility. On the contrary, since rules extracted for hi-
gh sampling percentages typically contain many attributes, their
combination tends to decrease the anonymization level.

The results discussed so far show the capability of Pareto-
optimality to significantly reduce the space of candidate generali-
zation rules, with respect to the use of RFDs only. Overall, the
candidate generalization rules returned by the proposed approach
are in the orders of tens for both the Electricity and the Adult da-
tasets. Nevertheless, exploring these solutions to determine which
generalization rule should be applied is, at this point, up to the
data owner. Visualizing the Pareto frontier can assist data ow-
ners in obtaining an overview of the space of the rules providing
a suitable trade-off between data utility and anonymization level
and, thus, in effectively carrying out their analysis with respect
to their privacy and data utility requirements. As an example,
Figures 6.12 and 6.13 show the Pareto frontier, represented by the
red dots, for both the Electricity and the Adult datasets, when a
5% sampling is used for extracting RFDs. Based on the Pareto
frontier, the data owner can determine the expected accuracy and
information gain for a given anonymization level and, possibly,
ensuring stronger privacy guarantees at the cost of decreasing one
of these data utility metrics.

6.1.5 Discussion

The proposed methodology exploits the notion of RFD to support
data owners in the anonymization of their dataset, aiming to let
them achieve a given level of privacy while reducing the loss of da-
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ta utility due to anonymization. In particular, the methodology
uses RFDs automatically extracted from the data to define pos-
sible generalization rules and combines them to achieve a higher
data utility. Then, Pareto-optimality is employed to identify tho-
se generalization rules that provide a suitable trade-off between
privacy and data utility.

The effectiveness of the proposed methodology has been eva-
luated considering i) the impact of combining RFDs on data utili-
ty (RQ1), ii) the trade-off between anonymization and data utility
(RQ2), and iii) the effort required to a data owner to identify the
generalization rule to apply (RQ3).

Next, a summary of the lessons learned obtained by applying
the proposed methodology over the considered real-world datasets
is presented.

Using RFDs for defining generalization rules. Exploi-
ting attribute correlations in terms of RFDs with capability to
map possible generalization levels resulted in a novel and effective
privacy preservation approach. In particular, the use of roll-up
dependencies, i.e., the type of RFDs considered in this work, al-
lows accounting for the generalization levels in the extraction of
RFDs, thus directly considering their impact on the attribute to
be classified. In the experiments, the DOMINO algorithm has
been used for the discovery of this type of RFDs from the data
(cf. Section 6.1.4.1). However, although this algorithm is capable
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of automatically extracting both the RFDs and their associated
similarity thresholds, it only extracts RFDs holding on the enti-
re dataset, which can be too restrictive and yield the extraction
of few or no RFDs when applied to real-world datasets. On the
other hand, algorithms from the literature capable of tolerating
exceptions require the data owner to specify thresholds in input,
nullifying the benefits of the proposed methodology. Thus, to let
DOMINO tolerate exceptions, a sampling strategy is used on input
data and DOMINO has been applied only on the sampled portion
of the dataset, yielding a higher number of generalization rules, as
results show, hence achieving a higher privacy level. In general, it
is possible to observe that exploiting data correlations, expressed
in terms of roll-up dependencies, for the definition of anonymi-
zation strategies helps preserving the data utility of anonymized
datasets.

Construction of attribute taxonomy. The results of the
experiments show that the effectiveness of extracted generalization
rules depends on the quality of the attribute taxonomies defining
the generalization levels. In particular, it is possible to observed
that the use of an attribute taxonomy comprising several genera-
lization levels typically leads to a higher number of generalization
rules (e.g., leading to the potential of finding more suitable trade-
offs between privacy and data utility), from which the data owners
can choose for the anonymization of their datasets. In this work,
a generalization strategy based on VGH is used, as this approach
better preserves data correlations compared to DGH. In particu-
lar, a clustering approach to build the taxonomies of categorical
attributes is used. Although the overall results of our approach
are promising, the obtained taxonomies for categorical attributes
often contain a limited number of generalization levels.

Combining generalization rules to improve data qua-
lity. Combining generalization rules helps reducing data utility
loss in the anonymized dataset, as this approach has the poten-
tial of accounting for a larger number of attributes over which
the dataset is anonymized (Recall that the attributes which do
not occur in the applied generalization rule are removed from the
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dataset). Experiments showed that combined generalization rules
always provide a higher data utility than the rules directly extrac-
ted from the data (cf. the results for RQ1 in Section 6.1.4.2), thus
offering an effective way to minimize data utility loss.

Privacy and data utility metrics. To assess the trade-off
between privacy and data utility offered by anonymization strate-
gies a number of metrics to measure data utility and privacy level
of an (anonymized) dataset has been employed. In particular, the
proposed methodology uses the k-anonymity model to measure
the privacy level guaranteed by datasets, together with accuracy
and information gain as data utility measures. While providing
an effective measure for data anonymization, k-anonymity is su-
sceptible to several attacks (see Section 3.1.2.1). This drawback
has drawn the attention of the research community, and a lar-
ge body of the literature has concerned metrics to evaluate the
privacy guarantees of anonymized datasets, e.g. ℓ-diversity [53],
t-closeness [50]. At the same time, several metrics have been pro-
posed to measure the data utility of anonymized datasets (e.g.,
precision, recall, F-score, entropy, Gini index), where the choice
of the data utility measure to be used depends on the purpose of
the data publishing activities.

Selecting anonymization strategies. The experiments
show that the number of obtained generalization rules remains ma-
nageable for being analyzed by a human (cf. the results forRQ3 in
Section 6.1.4.2). This suggests that the proposed approach can be
effective in practice to obtain usable indications of the strategies
that can be applied for the anonymization of a dataset. Additio-
nally, the Pareto frontier provides a useful aid to data owners to
visualize the achievable trade-off between privacy and data utility
that generalization rules produce, letting them select the one that
better fits their privacy and data utility requirements.



Capitolo 7

Conclusion and future
work

This thesis presented methodologies to preserve information con-
fidentiality in the GDPR context, and anonymization during data
analysis, together with tools to improve user awareness concerning
privacy issues in Web browsing and social network data sharing. In
particular, in the majority of the proposals, data profiling strate-
gies have been exploited, by adapting them to work in the context
of data privacy. In detail, concerning the preservation of informa-
tion confidentiality in the context of GDPR, data correlations have
been used in terms of relaxed functional dependencies (RFDs) for
identifying sensitive information and privatize them for data ma-
nagement purposes. Similarly, RFDs have also been considered to
define an anonymization strategy to preserve individuals’ privacy
when data have to be analyzed through machine learning proces-
ses. Finally, data correlations have also been exploited to identify
significant data patterns for discriminating malicious accounts in
social network contexts.

As mentioned before, tools to enhance the users’ awareness
concerning privacy issues in Web browsing and data sharing over
social networks have also been proposed. In particular, the study
firstly aimed at understanding of how user data are shared among
different network providers, by also investigating which informa-
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tion are recoverable from the Web. Moreover, concerning privacy
preservation in sharing data over social networks, the second aim
was to understand the ethical aspects derived by the availability
of data, and how to perform statistical analysis over the collected
data in order to improve the users’ awareness.

Results and insights obtained by each mentioned proposal, af-
ter their application and/or evaluation in their specific contexts,
are presented in the following.

Improving user privacy awareness in Web browsing.
In most cases, web service providers collect user’s data without
clearly describing which kind of data they collect, and how they
exploit these data for their business analysis. The visual analy-
tics tool VIPAT proposed in this context (see Section 4.2), enables
users to observe changes in network environments through several
interactive graphs, which visualize the providers that share user
information, and the frequency rate of exchanged packets over
the network. In this way, as demonstrated by a user study, the
majority of users, especially those without computer science back-
grounds, gained consciousness on how their data were exchanged,
so enhancing their awareness about possible privacy risks.

Improving user privacy awareness in data sharing over
social networks. Social network users tend to share a vast
amount of information, among which sensitive ones, without ta-
king care of how to manage privacy policies offered by social net-
work platforms correctly. The tool SODA proposed in this dis-
sertation (see Section 4.3) enabled to assess how easily data can
be reconstructed from multiple social networks by analyzing the
user profiles. Moreover, through the cross-social analysis, other
significant user data have been also reconstructed by exploiting
the combination of several social networks.

Fake account discrimination. One of the most critical pro-
blems in the social network domain is the discrimination of ma-
licious accounts, since the latter can compromise the trustability
of several network activities. To this end, the proposed technique
(see Section 4.1) applies data profiling strategies in the social net-
work context, and defines a new heuristic to derive the application
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order of RFDs extracted from social network data for discrimina-
ting fake accounts. Results have shown that the defined heuristic
prioritizes the application of RFDs that are more effective in di-
scriminating fake accounts from those having human holders. It
has also been shown how to use such results as a feature selection
strategy, to simplify the learning phase, aiming at improving the
classification results to discriminate fake accounts.

Information confidentiality preservation in the GDPR
context. GDPR defines how companies must process and ma-
nage users’ private data. To this end, it is necessary to devi-
se methods supporting companies in the identification of privacy
threats during advanced data manipulation activities. Thus, as
demonstrated by several experimental sessions, the methodology
proposed in such context (see Chapter 2) can help detect many
confidentiality threats while encrypting a reduced number of at-
tributes to prevent them. It represents one of the fist proposals
capable to preserve unobscured data useful for data analytics pro-
cesses, without risking to jeopardize users’ privacy. Such risk can
be avoided, since all possible implications of sensitive attributes
are caught by RFDs, so enabling its proper management in the
proposed strategy.

Anonymity preservation for analytics analysis. The ap-
plication of analytic processes, such as machine learning, on per-
sonal data, could expose users to privacy risks. To this end, the
methodology proposed in such context (see Section 6.1) exploits
RFDs to identify suitable generalization rules to anonymize data
before the execution of classification tasks. Results have demon-
strated that this methodology permits to obtain a good trade-off
between privacy and data quality requirements, so guiding the da-
ta owner in the selection of the optimal anonymization strategy to
apply.

In general, the proposed methodologies and tools represent ef-
fective solutions to support users and companies in the manage-
ment of personal data. In particular, there are several lessons
learnt by the application of them into their specific application
scenarios. Firstly, it would be useful to release (visual) tools to
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improve the user awareness concerning privacy issues, which, as
demonstrated, are particularly appreciated by non-expert users.
Moreover, concerning scenarios entailing a proper analysis and
management of personal data, it has been found that data pro-
filing metadata, and in particular, relaxed functional dependen-
cies (RFDs), resulted in a useful mean to guide privacy-preserving
methodologies in different application scenarios.

Possible future work aims at extending the proposed methodo-
logies and tools in several directions. First, it would be possible
to exploit other metadata and/or other kinds of RFDs to further
extend the proposed methodologies, given the availability of tools
to efficiently extract them from data [8, 111, 69]. They can poten-
tially detect additional useful properties for both improving the
methodology effectiveness, enlarging the set of managed threats,
and/or enforcing ranking and filtering strategies on the RFD di-
scovery results. Moreover, one of the future goals is to embed the
proposed methodologies within self-service data preparation tools,
especially those targeted to end-users and data stewards. Moreo-
ver, another goal is to extend the experimental evaluations of the
proposed tools, by enlarging datasets and data types. It would
be also possible to design a comprehensive visual tool targeted at
end-users, to enable them to properly define and manage access
control and data sharing requirements (exploiting RFDs) over all
network services they interact with.
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