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A B ST R AC T

Software products need to be constantly maintained and updated to keep
being useful and satisfying companies’ and users’ needs. Developers are
often required to perform software maintenance and evolution activities in
the shortest possible time in order to make the changes available as soon
as possible. As a result, they do not have the possibility to apply ideal
development practices, thus introducing the so-called technical debt, i.e., the
application of a quick and low-quality solution instead of a better one that
would take longer. This will cause a decrease in software quality and require
significant maintenance effort in the future.

For this reason, identifying the symptoms of technical debt in advance is of
fundamental importance for software companies. However, such symptoms
could appear in different forms and at different stages of development, making
harder their identification. In the context of this thesis, we face this challenge
from several perspectives.

First, we focus on bad code smells, poor design or implementation choices
applied in the source code by developers that have been associated with
maintainability and understandability degradation. Over the last years, sev-
eral researchers have been devising tools and techniques for the automatic
detection of these design flaws. However, unfortunately, all the proposed
detectors appear to be still too limited and inadequate to be applied in real
industrial contexts. The first part of this thesis focuses on experimenting with
the suitability of machine learning-based code smell detection techniques.
Preliminary results demonstrate that machine learning-based techniques still
have limited performance for automatic code smell detection, due to several
limitations such as (i) the strongly unbalanced nature of the problem, (ii) the
subjectivity of the results, and (iii) the limited set of metrics considered so far.
This thesis investigates these three limitations separately, proposing specific
solutions to overcome them. However, although some advantages have been
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reported, machine learning techniques still require more improvement to
provide reliable detection of code smells.
Other than studying technical debt in production code, we also consider

its presence, as well as its harmfulness, in test code. Testing activities seem
to receive way lower attention during software development: tests are often
developed without applying proper programming principles or automatically
generated with the support of specific tools. Therefore, resulting test suites are
often characterized by a low quality that could also reduce their effectiveness
in bug discovery. This thesis faces this challenge by presenting a large-scale
analysis of test code quality and effectiveness both in traditional systems
and in mobile applications in order to understand the test-related factors that
are most related to technical issues in production code. The main results
confirm that test suites are characterized by a very low code quality and
effectiveness, particularly with respect to mobile applications. Moreover,
differently from what was previously stated in the literature, some of the
quality aspects considered (e.g., size, test smells) have been shown to have a
stronger correlation with production code defects as compared to traditional
and widely-adopted coverage metrics.
Finally, we also include a discussion on the main lessons learnt and open

issues together with some indications about further research directions.
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1
I N T RO D U C T I O N

1.1 context and motivation

Software is eating the world [8]. More and more tasks in our daily lives as
well as critical business processes are being taken over by software.

Over the last years, we have been witnessing a rapid digital transformation
in a large number of contexts. Just think about all the new digital services
that have been implemented, as well as the existing ones that have been
adapted to new contexts, due to the COVID-19 pandemic. In just over a year,
in-presence activities, such as school, meetings, and conferences, have been
moved to virtual platforms; public institutions have started providing new
digital services to facilitate remote operations, and so on.

Figure 1.1: Worldwide IT enterprise software spending in the period 2009-2022.
Image by Gartner [96].
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2 introduction

Figure 1.1 reports information about the amount of money spent per year
on enterprise software from 2009 until today. As we can see, over the last ten
years the total expenses went from 269 to 601 billions USD, with a further
growth of 11% expected for the year 2022.
In such a scenario, software systems, are becoming more and more

fundamental for business purposes and for our daily lives. However, at the
same time, they are getting larger, more complex, and hard to maintain.
Furthermore, the continuous rising of new IT devices brought out the
need to constantly adapt software systems to new environments (e.g., big
companies are often required to let their software applications work on laptops,
smartphones, smartwatches, etc.). As a consequence, software systems are in
a continuous and constant change process that makes it difficult for developers
to satisfy all requirements in the right way and in the shortest possible time.
A common strategy during software development is to optimize develop-

ment times, even often neglecting good programming practices and standards.
On the one hand, this strategy allows having the software products ready
in a short time. On the other hand, such sub-optimal implementations can
lead to severe consequences to software quality making it harder to perform
maintenance and corrective operations over time.
This phenomenon, is known as technical debt [63], i.e., adopting (inten-

tionally or not) an easy, but limited, solution instead of a better one that would
take longer. Identifying and removing technical debt in a short time is a very
important activity that has attracted the attention of both practitioners and
researchers over the last years. However, it is not always easy to identify the
causes leading to technical debt.
Some of the most common causes are:

Market needs, i.e., the urgency of having a product to sell as soon as possible,
then released before the necessary changes are complete. This leads to the
implementation of quick and inadequate solutions.

Bad implementations of code modules, i.e., when software components
are developed ignoring good programming paradigms, leading developers to
provide equally poor implementations when adding new code or maintaining
the current one.
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Absence of proper testing procedures, which encourages "on the fly" bug
fixes that do not contemplate possible side effects.

Lack of documentation, where the code is developed "off the cuff", with-
out documentation/specification of requirements. The work to produce the
aforementioned documentation a posteriori, and the necessary verification
of correspondence with what has already been coded, represents a debt that
must be paid sooner or later.

Lack of knowledge, when developers simply do not have the right skills to
write good-quality code.

Lack of collaboration, when wrong collaboration/cooperation structures are
adopted causing development process efficiency degradation.

This thesis mainly focuses on two of these aspects. First, we focus on the
identification of bad code implementations, intended as code smells, poor
design or implementation choices applied in the source code by developers
[88]. To this aim, we investigate the application of machine learning-based
techniques for code smells automatic detection. Then, we move our attention
to how developers behave with respect to test code implementation, both in
standard and in mobile applications.

1.2 research statement

Over the last decades, many researchers working in the field of software
engineering have put great interest in the topics covered in this thesis.
However, despite the considerable availability of high-quality contributions
in the literature, there are some aspects that have not been properly addressed
or can still be improved. As follows, we summarize the main limitations and
criticalities identified.

1. Automatic detection of code smells. Code smells are one of the main
symptoms of technical debt. Several code smell detection techniques
have been devised andmade available to developers and researchers over
time [197, 228, 234, 299]. Most of them rely on heuristic approaches,
discriminating code artifacts affected (or not) by a certain type of
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code smell through the definition of detection rules that compare the
values of relevant metrics against some previously defined thresholds.
Despite the accuracy of these approaches has been empirically found
to be fairly high, there are some important limitations that threaten the
adoption of these heuristic approaches in practice [78, 339]. First, code
smells identified by these techniques are subjectively interpreted by
developers, meaning that they output code smell candidates that are not
considered as actual problems by developers [83, 181]. Furthermore,
the agreement between detectors is very low [82], which means that
different detectors are required to detect the smelliness of different code
components. At last, the performance of most of the current detectors
is strongly influenced by the thresholds needed to identify smelly and
non-smelly instances [78].

2. Machine learning for code smell detection. To overcome heuristic
approaches limitations, researchers recently adopted machine learning
(ML) to avoid the definition of thresholds and decrease the false
positive rate [85]: in this schema, a machine learning classifier is
trained on a set of independent variables (a.k.a., predictors) to calculate
the value of a dependent variable (i.e., the presence of a smell or the
likelihood of a code element to be affected by a smell). Although the
use of machine learning looks promising, its actual accuracy for code
smell detection is still under debate, as previous work has observed
contrasting results [71, 85]. More importantly, it is still unknown
whether these techniques actually represent a better solution with
respect to traditional heuristic ones. In other words, the problem of
assessing the feasibility of machine learning for code smell detection
is still open and requires further investigations.

3. Lack of attention to testing activities. Software testing is a crucial
activity that developers perform to produce high-quality and reliable
software. However, it is not properly applied in practice because of
two main reasons: (i) Determining the effectiveness of software tests is
an open research and practical challenge; (ii) Developers have limited
awareness with respect to how much testing they perform and how
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much is instead required. As a result, resulting test suites are often hard
to understand and maintain as they are implemented without following
good programming practices and appear to contain low-quality code.
Many researchers in the past have associated some testing aspects to
the code quality of the corresponding production code. However, there
is still a lack of evidence on what are the test-related factors that really
influence software code quality.

4. Software testing: The mobile applications perspective. One of the
fundamental aspects of mobile applications development is time-to-
market. Even more than for standard applications developers, mobile
apps developers are always requested to release in the shortest possible
time. In such a scenario, code quality is often overshadowed and
testing is performed only superficially. Indeed, many bugs in mobile
applications are discovered by users when applications are already in
production.

This thesis aims to face this criticalities and address the main limitations
mentioned above. Specifically, we define four high-level research questions:

• RQa What are the capabilities of machine learning-based algorithm
for code smell detection?

• RQb How and to what extent can the limitation of machine learning
algorithm for code smell detection be overcome?

• RQc What is the relation of test-related factors on software code
quality?

• RQd Are testing activities performed properly in the context of mobile
applications development?

Lower-level research questions are defined in the next chapters.
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1.3 research contribution

The contribution of this thesis can be divided into two parts. Specifically,
we report the research contribution achieved in the context of (i) machine
learning-based code smell detection, and (ii) technical debt in test code.

1.3.1 Research contribution on machine learning-based code smell detec-
tion

To answer our first two high-level research questions, we started comparing
the performance of machine learning-based algorithms with the one of
heuristic techniques for code smell detection. Preliminary results evidenced
that machine learning-based techniques do not outperform heuristic ones.
The reason for the low performance seems to be mainly related to three main
limitations that we treat separately as follows:

1. The high data imbalance makes it hard to perform a correct clas-
sification. To overcome this limitation we empirically evaluate the
performance variations due to the application of several data balancing
techniques, in order to understand whether and to what extent data
balancing can improve the performance of machine learning-based
code smell detection.

2. The set of metrics adopted so far does not allow to discriminate
smelly andnon-smelly instances.We face this limitation by presenting
a novel machine learning-based code smell detection approach that
uses static analysis tools’ warnings as predictors to classify smelly and
non-smelly instances.

3. Provided predictions are subjectively perceived by developers. To
this aim, we propose a novel developer-driven code smell detection
approach. Differently from a standard classification approach, our
model tries to rank code smells according to the perceived criticality
that developers assign to them.
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1.3.2 Research contribution on technical debt in test code

To answer RQc and RQd, we conduct a multivocal literature review (MLR)
with the aim of collecting all the test-related factors that have been associated
to software code quality in the past. Then, we provide a large empirical study
to find statistical evidence of this relation, both in standard and in mobile
applications. Results of our study evidence that not only coverage-related
metrics relate to software code quality but also other intrinsic characteristics
(e.g., test case size, presence of test smells).

1.4 structure of the thesis

The remainder of this thesis is organized into three parts.
Part I groups the studies on machine learning for code smell detection:

• Chapter 2 provides a background and an analysis of the current state of
the art on code smell detection;

• Chapter 3 describes a comparative study we conducted between heuris-
tic and machine learning-based techniques for code smell detection;

• Chapter 4 provides a deep analysis of the application of data balancing
techniques for code smell detection;

• Chapter 5 presents a machine learning-based code smell detection
approach built on top of the warnings generated by static analysis tools;

• Chapter 6 presents a novel code smell prioritization approach based
on the way developers perceive the criticality of code smells in source
code;

• Chapter 7 discusses the main results in response to the high-level
research questions and reports all the major threats to validity.

Part II describes the studies related to technical debt from a testing perspec-
tive:
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• Chapter 8 provides a background and an analysis of the related literature
on technical debt from a testing perspective;

• Chapter 9 reports a multivocal literature review aiming to extract all
the test-related factors related to software code quality;

• Chapter 10 reports an empirical investigation on the relation of test-
related factors to software code quality;

• Chapter 11 reports a large empirical investigation on the presence,
quality and effectiveness of test suites in android mobile applications;

• Chapter 12 discusses the achieved results in response to RQc and RQd
and reports all the major threats to validity.

Part III concludes the thesis and discusses the future directions and challenges
in technical debt research:

• Chapter 13 reports a summary of the work presented in this thesis
and discusses the main lesson learnt and open issues that need to
be addressed in the future other than delineating the future research
directions and reporting details about some preliminary analyses already
carried out.



Part I

M AC H I N E L E A R N I NG F O R C O D E S M E L L
D E T E C T I O N





2
BAC KG RO U N D & R E L AT E D WO R K

2.1 introduction, motivation, and related work

One of the foremost indications of the presence of technical debt is represented
by code smells [88], i.e., sub-optimal design solutions that developers apply
on a software system. Long methods implementing several functionalities,
classes having complex structures, or excessive coupling between classes are
just few examples of code smells typically observable in existing software
systems [226].

In recent years, code smells have been investigated under different perspec-
tives [15, 249]. Their introduction [302, 304] and evolution [14, 47, 219, 225,
252], their impact on reliability [239, 240] and maintainability [137, 226], as
well as the way developers perceive them [227, 288, 329] have been deeply
analyzed in literature and have revealed that code smells represent serious
threats to source code maintenance and evolution. Most notably, the impact
of code smells on program comprehension has been investigated by Abbes
et al.[1] and Yamashita and Moonen [331]. Both studies have demonstrated
that code smells negatively impact program comprehension by reducing the
maintainability of the affected classes.
For all these reasons, several techniques to automatically identify code

smells in source code have been widely investigated [78, 229]. Most of these
techniques rely on heuristics and discriminate code artefacts affected (or not)
by a certain type of smell through the application of detection rules that
compare the values of relevant metrics extracted from source code against
some empirically identified thresholds. As an example, Moha et al.[197]
introduced Decor, a method to specify and detect code and design smells
using a Domain-Specific Language (DSL). Following the general process

11
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described above, Decor uses a set of rules, called “rule card”1, that describe
the intrinsic characteristics of a class affected by a smell. For instance, a Blob
is detected when a class has an LCOM5 (Lack of Cohesion Of Methods)
[121] higher than 20, a number of methods and attributes higher than 20, a
name that contains a suffix in the set {Process, Control, Command, Manage,
Drive, System}, and it has a one-to-many association with data classes. The
authors showed that Decor can identify smells with an average F-Measure
of ≈80%.

Marinescu [186] proposed a metric-based mechanism to capture deviations
from good design principles and heuristics, called “detection strategies”.
Such strategies are based on the identification of symptoms characterizing a
particular smell and metrics for measuring such symptoms. Then, thresholds
on these metrics are defined in order to define the rules. Lanza and Marinescu
[157] showed how to exploit quality metrics to identify “disharmony patterns”
in code by defining a set of thresholds based on the measurement of the
exploited metrics in real software systems. Their detection strategies are
formulated in four steps. In the first step, the symptoms characterizing a
smell are defined. In the second step, a proper set of metrics measuring these
symptoms is identified. Having this information, the next step is to define
thresholds to classify the class as affected (or not) by the defined symptoms.
Finally, AND/OR operators are used to correlate the symptoms, leading to
the final rules for detecting the smells.

Tsantalis et al.[300] presented JDeodorant, a tool whose first version was
able to detect Feature Envy bad smells and suggest move method refactoring
opportunities. Afterwards, other code smells have been supported (i.e., State
Checking, Long Method, and Blob) [81, 299, 301]. The detection strategies for
these smells are based on code metrics that are then connected to each other
using supervised clustering algorithms and thresholds to cut the resulting
dendrograms. The empirical assessment of the performance of JDeodorant
showed its high accuracy (on average, ≈75%).

Bavota et al. [20] proposed the use of structural and conceptual analysis to
support the detection of God Classes through the identification of Extract

1 http://www.ptidej.net/research/designsmells/
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Class Refactoring opportunities. In particular, a class of the system under
analysis is first parsed to build a method-by-method matrix. A generic entry
ci,j of the method-by-method matrix represents the likelihood that method
mi and method mj should be in the same class. This likelihood is computed
as a hybrid coupling measure between methods (degree to which they are
related) obtained through a weighted average of three structural and semantic
measures, i.e., the Structural Similarity between Methods (SSM) [109], the
Call-based Dependence between Methods (CDM) [21], and the Conceptual
Similarity between Methods (CSM) [184]. Once the method-by-method
matrix has been constructed, its transitive closure is computed in order to
extract chains of strongly related methods (each chain represents the set of
responsibilities, i.e., methods, that should be grouped in a new class).
Similarly, Tsantalis and Chatzigeorgiou [301] proposed a technique to

detect Long Method code smell instances throug the identification of Extract
Method Refactoring opportunities. Specifically, the technique employs a
block-based slicing technique [189] in order to suggest slice extraction
refactorings which contain the complete computation of a given variable. If
it is possible to extract a slice for a parameter, an Extract Method Refactoring
can be applied. Consequentely, a Long Method is identified.
Tsantalis et al. [300] also devised a technique to detect Feature Envy

instances by identifying Move Method Refactoring opportuniites. This tech-
nique uses structural information to suggest Move Method Refactoring
opportunities. However, there are cases where the Feature Envy and the
envied class are related by a conceptual linkage rather than a structural one.
Here the lexical properties of source code can aid in the identification of the
right refactoring to perform. This is the reason why Bavota et al. presented
MethodBook [24], an approach where methods and classes play the same role
of the people and groups, respectively, in Facebook. In particular, methods
represent people, and so they have their own information as, for example,
method calls or conceptual relationships with the other methods in the same
class as well as the methods in the other classes. To identify the envied
class, MethodBook use Relational Topic Model (RTM) [285]. Following
the Facebook metaphor, the use of RTM is able to identify “friends” of the
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method under analysis. If the class having the highest number of “friends” of
the considered method is not the current owner class, a refactoring operation
is suggested (i.e., a Feature Envy is detected).
Bavota et al. [23] also devised the use of game theory to find a balance

between class cohesion and coupling when splitting a class with different
responsibilities into several classes. Specifically, the sequence of refactor-
ing operations is computed using a refactoring game, in which the Nash
equilibrium [211] defines the compromise between coupling and cohesion.
Simon et al. [275] provided a metric-based visualization tool able to

discover design defects representing refactoring opportunities. For example,
a Blob is detected if different sets of cohesive attributes and methods are
present inside a class. In other words, a Blob is identified when there is the
possibility to apply an Extract Class refactoring.

Munro [203] presented a metric-based detection technique able to identify
instances of two smells, i.e., Lazy Class and Temporary Field, in the source
code. A set of thresholds is applied to some structural metrics able to capture
those smells. In the case of Lazy Class, the metrics used for the identification
are Number of Methods (NOM), LOC, Weighted Methods per Class (WMC),
and Coupling Between Objects (CBO).

Van Emden and Moonen [309] presented JCOSMO, a code smell browser
that visualizes the detected smells in the source code. In particular, they focus
their attention on two Java programming smells, known as instanceof and
typecast. The first occurs when there are too many instanceof operators in the
same block of code that make the source code difficult to read and understand.
The typecast smell appears instead when an object is explicitly converted
from one class type into another, possibly performing illegal casting which
results in a runtime error.
Ratiu et al. [264] proposed to use the historical information of the sus-

pected flawed structure to increase the accuracy of the automatic problem
detection. However, it is important to note that in this case the change history
information is not exploited to detect code smells (as done in Section 7), but
for understanding the persistance and the maintenance effort spent on design
problems.
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Palomba et al.[228] presented HIST, an approach to detected code smells
by using source code evolution information. The method they propose extract
information about how the code has changed over a period of time. This
information is used by a detection model to detect code smells in the source
code.

Palomba et al.[234] also presented TACO (Textual Analysis for Code smell
detectiOn). TACO follows a three-step process: (i) first it extracts the textual
content of the component under analysus, (ii) then it applies Information
Retrieval (IR) normalization process, and (iii) finally it performs code smell
detection based on textual information and similarities by relying on specific
heuristics.
Despite the good performance achievable with the discussed techniques,

previous work [78, 339] pointed out three important limitations that might
preclude their use in practice: (i) subjectiveness of developers with respect to
code smells detected by these tools, (ii) scarce agreement between different
detectors, and (iii) difficulties in finding good thresholds to be used for
detection. The adoption of machine learning techniques may potentially
mitigate these problems, however there is limited evidence of whether and
how much machine learning actually improves the performance of traditional
approaches.

Nevertheless, there are some important limitations that threaten the adoption
of these heuristic approaches in practice [78, 339]. First, code smells identified
by these techniques are subjectively interpreted by developers, meaning that
they output code smell candidates that are not considered as actual problems
by developers [83, 181]. Furthermore, the agreement between detectors is
very low [82], which means that different detectors are required to detect the
smelliness of different code components. At last, the performance of most
of the current detectors is strongly influenced by the thresholds needed to
identify smelly and non-smelly instances [78].
To overcome these limitations, researchers recently adopted machine

learning (ML) to avoid thresholds and decrease the false positive rate [85]:
in this schema, a classifier (e.g., Logistic Regression [6]) exploits a set of
independent variables (a.k.a., predictors) to calculate the value of a dependent
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variable (i.e., the presence of a smell or degree of the smelliness of a code
element).
In this context, Kreimer [151] proposed a prediction model that, on the

basis of code metrics used as independent variables, can lead to high values of
accuracy. It adopts Decision Trees to detect two code smells (i.e., Blob and
Long Method). Later on, Amorim et al.[7] confirmed the previous findings
by evaluating the performance of Decision Trees on four medium-scale
open-source projects. Vaucher et al.[316] studied Blob’s evolution relying
on a Naive Bayes classifier, whereas Maiga et al.[177, 178] proposed the
use of Support Vector Machine (SVM) and showed that such a model
can reach an F-Measure of ≈80%. The use of Bayesian Belief Networks
to detect Blob, Functional Decomposition, and Spaghetti Code instances
on open-source programs, proposed by Khomh et al.[138, 139] lead to an
overall F-Measure close to 60%. Similarly, Hassaine et al.[118] defined an
immune-inspired approach for the detection of Blob smells, while Oliveto
et al.[221] used a B-Splines to detect them. More recently, some authors
investigated the feasibility of machine learning to detect code clones [318,
323, 332]. Arcelli Fontana et al.made the most relevant progress in this
field [85–87]. In their work, they (i) theorised that ML might lead to a
more objective evaluation of code smells hazardousness [87], (ii) provided a
ML method to assess code smell intensity [86], and (iii) compared 16 ML
techniques for the detection of four code smell types [85] showing that ML
can lead to F-Measure values close to 100%. Nevertheless, recently Di Nucci
et al.[71] demonstrated that, in a real use-case scenario, the results achieved
by Arcelli Fontana et al.[85] cannot be generalised, thus contrasting the real
effectiveness of machine learning for code smell detection.

Although the use of machine learning looks promising, its actual accuracy
for code smell detection is still under debate, as previous work has observed
contrasting results [71, 85]. More importantly, it is still unknown whether
these techniques actually represent a better solution with respect to traditional
heuristics. In other words, the problem of assessing the feasibility of machine
learning for code smell detection is still open and requires further investi-
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Preprocessing Data analysis Classification EvaluationData Mining

Figure 2.1: Machine learning process for code smell detection.

gations. The next section reports details about the application of machine
learning techniques for code smell detection.

2.2 background

Figure 2.1 depicts the pipeline of a standard machine learning process for
code smell detection. Such a process, is generally characterized by 5 steps as
shown in the figure:

Step 1 - Data mining. This step consists of mining data from software
systems’ repositories in order to obtain all the information needed to train/test
machine learning classifiers. As the main outcome, this phase provides a
data set reporting the values of all the mined metrics for each of the code
components under analysis.

Step 2 - Preprocessing. Once mined all the necessary data, some prepro-
cessing steps are required to correct/remove possible biases contained in
the data. Common practices performed during this phase are the application
of data imputation techniques [307] to manage eventually missing values
or the evaluation of the multicollinearity between the mined variables in
order to avoid biased results. The most important aspect to deal with during
preprocessing is how to assign values to the target attribute, i.e., the attribute
that we are trying to predict. In code smell detection, usually, the target
attribute is represented by a binary value indicating if the specific code
component under consideration is affected or not by a code smell type. To
assign values to such an attribute, generally, a manual validation is performed,
i.e., some code inspectors are requested to read the source code and manually
label the presence/absence of code smells for all the components of a system.
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Step 3 - Data analysis. After the first two phases, we should now have a
curated data set containing both input and target attributes which can be
further analyzed and optimized. Two optimizations that are fundamental when
dealing with code smell detection are feature selection and data balancing.
Feature selection consists of extracting from the input variables the most
powerful predictors of the target attribute. Some of the most common feature
selection techniques that we have used in the studies presented in this thesis
are (i) the Correlation-based Feature Selection (CFS) approach [113], which
uses correlation measures and a heuristic search strategy to identify a subset of
actually relevant features for a model, or (ii) the Gain Ratio Feature Evaluation
technique [257], that establishes a ranking of the features according to their
importance for the predictions done by the different models. Given a set of
features F = {f1, ..., fn} belonging to the modelM , the Gain Ratio Feature
Evaluation computes the difference, in terms of Shannon entropy, between
the model including the feature fi and the model that does not include fi as
independent variable. The higher the difference obtained by a feature fi, the
higher its value for the model. The outcome is represented by a ranked list,
where the features providing the highest gain are put at the top.

Figure 2.2: An example of unbalanced dataset

Another aspect to deal with in the data analysis step is data balancing. In
the case of code smell detection, the distribution of the target attribute is
not uniform, for instance, the target attribute could be ‘true’ for 5% of the
dataset, while it is ‘false’ for the remaining 95%. If the training set does
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not contain enough examples for all the values of a certain target attribute,
the ML model will not learn how to distinguishes it. In these cases, data
balancing techniques can solve the problem and allow the learner to get
enough examples to be trained. Figure 2.2 plots a simplified representation
of an imbalanced dataset in which most of the instances belong to the green
majority class. The descriptions of the data balancing techniques used in this
thesis are reported below:

Figure 2.3: Example of application of Oversampling

Oversampling [168]. This algorithm randomly adds samples of the minority
class. Figure 2.3 shows a representation of the effects of the algorithm. In
this representation, instances are not added or removed, but their weights
are modified in such a way that more importance is given to the instances
belonging to the minority class.

Undersampling. This algorithm randomly removes samples of the majority
class using either sampling with or without replacement. A common practice
is to replace instances of the majority class (i.e., clean classes) with instances
from the minority class (i.e., smelly classes) until obtaining an even number
of instances for both classes [72, 92] as shown in Figure 2.4. Please notice
that in the figure, the size of a point represents its frequency.

Synthetic Minority Oversampling TEchnique [48]. This technique increases
the number of instances from the minority class by generating new synthetic
instances based on the nearest neighbours belonging to that class. As shown
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Figure 2.4: Example of application of Undersampling

Figure 2.5: Example of application of SMOTE

in Figure 2.5, to create a new synthetic instance, SMOTE randomly selects
an element from the minority class and identifies its nearest neighbours: the
new instance is created between them. The number of nearest neighbours to
use is a parameter of the algorithm.

Cost-Sensitive Classifier [150]. A Cost-Sensitive Classifier is a meta-classifier
that renders a cost-sensitive version of the base classifier. The training
instances can be re-weighted according to the total cost assigned to each class,
i.e., the cost-sensitivity is considered during the training phase. Considering
that ML-based code smell detection exhibits many false negatives, we
configure the CostSensitiveClassifier provided by Weka [114] in such a
way that the cost of false negatives is twice the cost of false positives.
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Figure 2.6: Example of application of One-Class Classifier

One-Class Classifier [297]. As shown in Figure 2.6, a One-Class Classifier
is trained only on the samples belonging to the minority class to learn the
unique features of this class and accurately identify an unseen sample of this
class as distinct from a sample of any other class. All instances belonging to
other classes are identified as outliers.

Step 4 - Classification. After having applied all the data optimizations, we
are now ready to perform the classification. In this phase, the input data are
split into two sets: the training set, which contains all instances used to train
the classifier, and the test set, which contains the instances for which we
want to perform the classification. Then, a machine learning classifier (e.g.,
Naive Bayes, Random Forest) is trained on the training set data in order to
find patterns between all the input variables and the target variable, which is
known within the training set. Once the classifier has found such patterns, it
performs a classification to predict the values of the target attribute for all the
instances contained in the test set.
Note that some machine learning classifiers require the specification of

hyper-parameters to be executed properly. Despite they usually rely on a
the default configuration, their performance may lose up to 30% of their
classification capabilities. As such, tuning hyper-parameters is key to obtain
a more accurate model. The available toolkits provide various configuration
algorithms. Example of configuration algorithms are: (i) GridSearch, which
exhaustively verifies how variations of hyper-parameters impacts the perfor-
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mance of the model, so that the best configuration can be found, and (ii)
MultiSearch [334], which implements a multidimensional search of the
hyper-parameter space to identify the best configuration of the model based
on the input data.

Step 4 - Evaluation. The last step consists in testing the performance of the
adopted machine learning technique. Depending on the problem domain and
specification, various methodologies are available:

Percentage Split. The idea is to split the labeled dataset in two parts. The first
is then used to train the machine learner, while the latter will be the test set.
In this way, you can measure how well the model predicts the instances of
the test set.

K-fold Cross Validation. The dataset is randomly partitioned in k folds (usually
ten). K-1 of them are then used as training set, while one is retained as test set.
The process is then repeated k times, so that each fold is used as test once.

Leave One Out Cross Validation. Similar to k-fold cross validation, but here
each fold contains only one instance. Therefore, iteratively, all the remaining
N-1 instances are used as training data to predict the value of a single instance
in the test set. One known and widely used variant of this validation strategy
is the leave on group out cross validation (LOGO), where each fold contains
data belonging to a different group. For instance, we could assign different
groups to data coming from different software projects, then we use data
coming from external projects to train a classifier that is tested on the project
we are interested in.

Finally, to actually assess the performance of the machine learning model
we need to measure some evaluation metrics. The definitions of the most
used evaluation metrics are reported below.
Let TP (True Positives) be the actual smelly instances that have been

correctly identified as smelly by a model, FP (False Positives) the non-smelly
instances that have been erroneously identified as smelly, TN (True Negatives)
the non-smelly instances that have been correctly identified as non-smelly,
and FN (False Negatives) the smelly instances that have been erroneously
identified as non-smelly, we can measure:
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• Accuracy. This metric represents the fraction of instances that are
correctly classified:

Accuracy =
#TP + TN

#(TP + FP + TN + FN)
% (2.1)

• Precision. This metric represents the fraction of instances predicted as
smelly that are actually smelly, namely:

Precision =
#TP

#(TP + FP )
% (2.2)

• Recall. This metric represents the fraction of actually smelly instances
that have been correctly predicted as smelly:

Recall =
#TP

#(TP + FN)
% (2.3)

• F-measure. This metric is defined as the weighted harmonic mean of
the precision and recall, and it is computed as:

F −Measure = 2 ∗ precision ∗ recall
precision+ recall

% (2.4)

• MCC. MCC is a correlation coefficient between the observed and
predicted binary classifications. It has values in the range [-1,+1] where
a coefficient of +1 represents a perfect prediction and 1 indicates total
disagreement between prediction and observation:

MCC = #(TP∗TN−FP∗FN)

#
√

(TP+FP )(TP+FN)(TN+FP )(TN+FN)
(2.5)
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Table 2.1: Descriptions of the code smells considered in the thesis
Code Smell Description
God Class This smell characterises classes having a large size, poor cohesion,

and several dependencies on other data classes of the system [88]
Spaghetti Code Classes affected by this smell declare several long methods without

parameters [88]
Class Data Should Be Private This smell appears in cases where a class exposes its attributes,

thus violating the information hiding principle [88]
Complex Class Classes presenting an overly high cyclomatic complexity [191] are

affected by this design flaw
Long Method Methods implementing more than one functionality are affected

by this smell [88]
Feature Envy This smell arises when amethod communicates more with methods

that are inside another class than the ones in its
Inappropriate Intimacy This smell occurs when two classes are highly coupled [197, 226]
Lazy Class This smell targets classes that do not have enough responsibilities

within the system and that, therefore, should be removed to reduce
the overall maintainability costs [88]

Middle Man This smell arises when a class delegates to other classes most of
the methods it implements [88]

Refused Bequest A class which redefines most of its inherited methods, then making
the hierarchy wrong [88]

Speculative Generality This smell shows up when a class declared as abstract has very few
children using its methods [88]

Long Parameter List A method having a long list of parameters is harder to use [88]
Shotgun Surgery This smell arises when a change to a class (e.g., to one of its

fields/methods) triggers many little changes to other classes of the
system [88]

Brain Repository Repository classes that include complex business logic or
queries [10]

Fat Repository A Repository which deals with many Entity classes [10]
Promiscuous Controller Controller classes exhibiting this smell offer too many actions [10]
Brain Controller Controller classes with a complex control flow [10]

2.3 our contribution on ml-based for code smell detection

This part of the thesis aims at performing steps ahead toward the application
of machine learning for code smell detection. To this aim we conducted
empirical studies and experimented new techniques for the automatic detection
of different code smell types. Descriptions of the code smells considered in
this thesis are reported in Table 2.1.
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First of all, we started addressing our first high-level research question (i.e.,
RQa) in order to provide a deeper knowledge on the capabilities of machine
learning for code smell detection.
To this aim, in Chapter 3 we conduct an empirical study comparing the

performance of machine learning-based and heuristic techniques for code
smell detection.
Our main findings report that heuristic techniques have slightly better

performance than machine learning approaches, thus indicating that ma-
chine learning-based techniques for code smell detection still need further
improvement to be applied in practice. In particular, we identified three
major limitations of these approaches that could strongly downsizing their
performance: (i) high data imbalance can lead machine learning algorithm to
misclassifications, (ii) the set of metrics adopted so far is still to limited, and
(iii) the outcoming results are subjectively perceived by developers. Therefore,
we moved our attention to the second high-level research question (i.e., RQb)
to understand whether and to what extent these limitations can be overcome.

First we focus on the data imbalance limitation. As code smell detection is
a problem in which training datasets usually have skewed class proportions
(i.e., highly imbalanced data) [71], data balancing is a key factor to improve
the reliability of such models. We face this issue in Chapter 4 by presenting
a comprehensive comparison of several data balancing techniques for the
automatic detection of Object-Oriented (OO) and Model-View-Controller
(MVC) code smells.

After having analyzed the data imbalance limitation, we consider the
exploration of new metrics as code smell predictors. In particular, in Chapter
5 we present a novel machine learning-based technique that relies on warnings
generated by by three static analysis tools, i.e., Checkstyle, FindBugs,
and PMD, as predictors for code smell detection. The choice of focusing
on those warnings was motivated by the type of design issues that can be
identified through static analysis tools. More particularly, while some of the
warnings they raise are not directly related to source code design and code
quality, there are several exceptions. For instance, let consider the warning
category called ‘bad_practice’ raised by FindBugs, one of the most widely
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used static analysis tools in practice [315]. According to the list of warnings
reported in the official documentation,2 this category includes a number of
design-related warnings. Similarly, the warning category ‘design’ provided by
Checkstyle and PMD is also associated with design issues. As such, static
analysis tools actually deal with the design of source code and pinpoint a
number of violations that may be connected to the presence of code smells. In
the context of this chapter, we first hypothesized that the indications provided
by the static analysis tools [320] can be potentially useful to characterize code
smell instances. Secondly, we conjectured that the incorporation of these
warnings within intelligent systems may represent a way to reduce the high
amount of false positives they output [127].

Finally, in Chapter 6, we focus on the third (and last) identified limitation,
i.e., the developers’ subjective interpretation of the results provided by
machine learning-based code smell detection techniques. To overcome this
limitation, we change theway to detect code smells in source code components.
In particular, instead of performing a binary classification to predict the
presence/absence of code smells based on a manual validated dataset, we
propose a novel technique that aims to predict the developers perceived
criticality of code smells in source code based on a dataset composed of
developers’ perception of the severity of 1,332 code smell instances collected
through a survey.

2 The FindBugs official documentation: http://findbugs.sourceforge.net/
bugDescriptions.html.

http://findbugs.sourceforge.net/bugDescriptions.html
http://findbugs.sourceforge.net/bugDescriptions.html
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C O M PA R I NG H E U R I ST I C A N D M AC H I N E L E A R N I NG
A P P ROAC H E S F O R M E T R I C - BA S E D C O D E S M E L L
D E T E C T I O N

This chapter presents a large-scale empirical study—that features 125 releases,
13 software systems, and 5 code smell types—in which we compare the
performance of machine learning techniques and heuristic approaches for
code smell detection. We experiment with five code smell detection models
built using different algorithms and compare their performance with Decor
[197], a state-of-the-art heuristic-based approach that is the most adopted one
in literature [78, 249].
The main contributions of this chapter can be summarized as follow:

1. A large-scale empirical comparison of machine learning and heuristic
approaches for metric-based code smell detection, which highlighted
that heuristic approaches still perform better, yet have low performance.

2. The identification of limitations, such as data unbalancing or poor
precision, that make the application of both machine learning models
and heuristic approaches for code smell detection hard.

3.1 empirical study definition and design

The goal of the study is to compare heuristic withmachine learning approaches
for code smell detection, with the purpose of assessing the extent towhich code
smell detection models can be effectively used in practice. The perspective is
of both researchers and practitioners: both of them are interested in evaluating
the performance of machine learning for code smell detection, while the
former are interested also in understanding possible limitations of the current

27
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approaches. More specifically, we aim at addressing the following research
question:

RQ1. How do machine learning-based techniques for code smell detection
perform when compared to a baseline heuristic-based approach?

The following sections report the methodological steps that we conducted
to address RQ1.

3.1.1 Context of the Study

The context of the study was represented by software systems and code smells.
As for the former, we exploited a publicly available dataset composed of
125 releases of 13 open source software systems [226], whose description
is reported in Table 3.1. The projects of the dataset are heterogeneous, have
different size, lifetime, and belong to various application domains: as such,
we could reduce threats to the generalizability of the empirical study. The
dataset contains a set of 8, 534 manually validated code smell instances of
five different types: thus, we could perform our study on a dataset of real
code smells, in contrast with the artificially created ones that were used in
previous research on code smell detection [15].

Table 3.1: Projects Considered in the Study
Project Description # Releases # Classes # Methods
Ant Build System 10 1,002-1,218 9,333-11,919
ArgoUML UML Modeling Tool 13 889-2,221 7,252-17,309
Cassandra Database Management System 8 470-727 4,422-7,901
Derby Relational Database Management System 9 1,733-2,920 23,107-421,183
Eclipse Integrated Development Environment 21 812-5,736 10,819-51,008
Elastic Search RESTful Search and Analytics Engine 8 1,785-2,466 12,393-18,225
Hadoop Tool for Distributed Computing 9 148-344 1,224-3,080
HSQLDB HyperSQL Database Engine 10 556-601 10,075-11,016
Incubating Codebase 6 497-787 4,210-5,767
Nutch Web-search Software 7 304-453 1,846-2,761
Qpid Messaging Tool 5 1,547-2,118 14,858-20,402
Wicket Java Application Framework 9 2,133-2,212 12,370-12,824
Xerces XML Parser 10 483-542 5,280-6,126
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Table 3.2: Descriptive statistics for smells distribution
Code Smell min mean median max total
God Class 0 5.5 4 24 509
Spaghetti Code 0 12.7 11 31 1443
Class Data Should Be Private 0 11.4 11 37 1150
Complex Class 0 6.4 4 20 669
Long Method 3 48.3 26 147 4763

With respect to code smells, we considered five different types defined in
the catalog by Fowler [88], namely God Class, Spaghetti Code, Class Data
Should be Private, Complex Class, and Long Method. Detailed descriptions
of code smells are reported in Table 2.1.

Table 3.2 reports the descriptive statistics related to the distribution of code
smells over the considered dataset. As it is possible to observe, the median
number of code smells in each considered release is pretty low (it ranges
from 4 to 26). The absolute numbers correspond to extremely low relative
percentages: as an example, we noticed that the maximum number of God
Class instances (24), in the project Apache Derby 10.3.3.0, only represents
the 1% of the total number of classes belonging to this system (2220). On the
one hand, the observed distribution confirms previous findings in the field
[226]. On the other hand, the extremely low number of code smells clearly
evidences that the problem in question is highly unbalanced.
In the remaining of this section, we explain the machine learning-based

and heuristic-based detection solutions exploited in our study to identify
instances of these code smells.

3.1.2 Heuristic-Based Detection of Code Smells

Among all the techniques and tools available for code smell detection [78,
249], we relied on Decor [197] as a metric-based heuristic baseline for
several reasons. First, this technique has been extensively used and showed
good detection performance (e.g., [138, 139, 228, 234]), thus representing
a valid candidate to be a baseline in our study. Furthermore, it is based on
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detection rules that can be computed directly looking at the source code of a
class/method, without the need of computationally-expensive operations (e.g.,
the construction of the Abstract-Syntax Tree and the subsequent clustering
mechanism applied by JDeodorant [300]) that would have made the
detection phase unfeasible because of the amount of data we had to analyze.
Last but not least, DECOR is publicly available. It provided out-of-the-box
the detection rules able to identify two code smells considered in the study
(i.e., God Class and Spaghetti Code), while for the remaining ones we relied
on the definitions provided by Tufano et al. [304]

God Class. A smelly instance is detected when a class has a size higher
than 500 lines of code and either an LCOM5 (Lack of Cohesion Of
Methods) [121] higher than 20 or a number of methods and attributes
higher than 20.

Spaghetti Code. Decor identifies this smell in cases where a class has
a size higher than 600 lines of code and a number of long methods
(identified as explained later) without parameters higher than 0.

Class Data Should Be Private. In this case, Decor computes the Number
Of Public Attributes (NOPA) of a class and, if this is higher than 10,
then a smell is identified.

Complex Class. The detection rule for this smell considers the Weighted
Methods per Class (WMC) metric, namely the sum of the McCabe’s
cyclomatic complexity [191] of the methods of a class. If WMC is
higher than 50, a class is detected as affected by the smell.

Long Method. To detect this smell, the lines of code of the method
(LOC_METHOD) and the number of parameters of the method (NP)
are used. Decor indicates the presence of the smell is a method has
more than 100 lines of code and at least one parameter.

Table 3.3 reports the summary of all the detection rules. The full name of
the metrics is reported in Table 3.4. We ran Decor over all the 125 releases
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Table 3.3: Detection Rules Used by the Heuristic-Based Approach.
Code Smell Detection Rule
God Class ELOC > 500 ∧ (NOM+NOA > 20 ∨ LCOM > 20)
Spaghetti Code ELOC > 600 ∧ NMNOPARAM > 0
Class Data Should Be Private NOPA > 10
Complex Class WMC > 50
Long Method LOC_METHOD > 100 ∧ NP > 1

Table 3.4: Full Names of the Considered Metrics.
Acronym Full Name
ELOC Effective Lines Of Code
LCOM Lack of COhesion in Methods
LOC_METHOD Lines Of Code of METHOD
NOA Number Of Attributes
NOM Number Of Methods
NOPA Number Of Public Attributes
NP Number of Parameters
NMNOPARAM Number of Methods with NO PARAMeters
WMC Weighted Methods Count

and, on the basis of the output recommendations, we re-constructed the
confusion matrices. These were analyzed and compared with those obtained
with the machine learning models in terms of the evaluation metrics described
in Section 3.1.4.

3.1.3 Machine Learning-Based Detection of Code Smells

Once we had defined the heuristic-based baseline, we configured the machine
learning-based classifiers to detect the considered smells. This required
several steps, ranging from the definition of the dependent and the independent
variables to the pre-processing actions needed to avoid common problems
such as multi-collinearity and biased interpretation [217].

Dependent variable. Since in our work we were interested in detecting
code smells, we set the presence/absence of a certain code smell as



32 heuristic vs. machine learning for code smell detection

dependent variable of the machine learning model. This information
was already available in the considered dataset.

Independent variables.As the overall goal of the study was the comparison
between heuristic and machine learning-based detectors, we wanted to
avoid that such a comparison could have been biased by other co-factors.
For this reason, the independent variables of the model were exactly
the same used by the heuristic approach (see Table 3.3): in this way,
we avoid the possibility that different performance might be due to the
selected metrics rather than the technique exploited.

Selection of the classifier. While several classifiers have been previously
used for code smell detection, the related literature showed that it
is unclear which of them represents the best solution [15]. For this
reason, in this work we compared the five most commonly used ML
algorithms such as J48 [258], Random Forest [32], Naive Bayes
[126], Support Vector Machines [46], and JRip [58]. To perform a
fair comparison, we applied the same configuration, preprocessing, and
training strategies to all the classifiers, as described in the following.

Configuration and preprocessing steps. Before assessing the accuracy
of the machine learning-based models, we took into account two
aspects, i.e., classifier configuration and feature selection, that might
possibly bias their performance [176, 296, 328]. We configured the
hyper-parameters of the considered classifiers by exploiting the Grid
Search algorithm [29]. Secondly, we removed highly correlated
independent variables through the Correlation-based Feature
Selection (CFS) approach [113]. We applied the feature selection
algorithm on each release independently, so that the model took into
account only the features that are relevant for a specific release of the
considered systems. It is important to note that we consciously avoid
the application of balancing algorithms [48], i.e., techniques that ensure
a similar proportion of smelly and non-smelly classes/methods in the
training set. This decision was taken as a result of experimental tests,
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Table 3.5: Aggregate Results for Precision, Recall, F-Measure, and MCC
Precision Recall F-Measure MCC

NB Decor NB Decor NB Decor NB Decor
God Class 0.27 0.08 0.85 1 0.41 0.16 0.47 0.28
Spaghetti Code 0.15 0.11 0.30 0.47 0.20 0.18 0.20 0.22
Class Data Should Be Private 0.29 0.23 0.34 0.42 0.29 0.30 0.29 0.31
Complex Class 0.23 0.23 0.57 0.72 0.33 0.35 0.36 0.37
Long Method 0.15 0.57 0.56 0.37 0.23 0.44 0.30 0.42

where we observed that such algorithms can bias the interpretation of
the results in the context of code smell detection.

Validation strategy. To assess the capabilities of the machine learning
models, we adopted 10-Fold Cross Validation [286]. The process was
repeated 10 times, using each time a different fold as test set.

The result of the process described above consisted of a confusion matrix
for each code smell type, for each of the 125 releases of the considered
projects and for each experimented classifier. These matrices have been later
analyzed to measure the evaluation metrics described in the following section.

3.1.4 Data Analysis and Metrics

To assess the performance of the experimented detection techniques we
computed three well-known metrics [16], namely, precision, recall and F-
measure. In addition, we also computed theMatthews Correlation Coefficient
(MCC) [256]. Since we considered several releases of several systems, we
needed to aggregate the results achieved for each release to have a clearer
overview of the performance [12]. Therefore, we aggregated the obtained
confusion matrices before computing precision, recall, F-Measure, and MCC.
where i ranges over the entire dataset, including the releases with no smelly
instances. Aggregate metrics are more robust than the mean, which is biased
by the fact that datasets are unbalanced for different smell types in terms of
smelly and non smelly instances (in some cases the datasets do not contain
any smelly instance).
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As a final step, we statistically verified the differences between the perfor-
mance obtained by the experimented approaches. To this aim, we exploited
the Wilcoxon test [324] computed on the distributions of MCC values of
machine learning-based and heuristic-based techniques over the different
releases and the different smell types. The results are intended as statistically
significant at α=0.05. Furthermore, we estimated the magnitude of the mea-
sured differences by using Cliff’s Delta (or d), a non-parametric effect size
measure [56] for ordinal data. We followed well-established guidelines to
interpret the effect size values: negligible for |d| < 0.10, small for |d| < 0.33,
medium for 0.33 ≤ |d| < 0.474, and large for |d| ≥ 0.474 [56].

3.2 analysis of the results

Table 3.5 shows the aggregate results for precision, recall, F-measure, and
MCC achieved by the machine learning model (“NB” in the table) and
Decor. The overall results immediately highlight that the performance of
both the approaches is generally low: indeed, the maximum F-measure is
41% and 44% for the NB and Decor, respectively. This is especially due to
the extremely low precision achieved over the entire dataset. More in detail,
the high number of false positives is likely influenced by the fact that the
dataset contains instances of different code smell types that sometimes have
characteristics that may bias the detection approaches. As an example, let
consider the cases of God Class and Complex Class. While the detection
rules for these smells are different, it is reasonable to believe that some code
metrics tend to have a similar distributions in the classes affected by those
smells; for instance, being a God Class poorly cohesive and with a large
number of methods, it is likely that also the complexity of the class tends to
be high. This is the case of taskdefs.optional.net.FTP of the Apache
Ant 1.6.0 system, that is a God Class but has WMC=39. Such a value is not
that high to make the class affected by Complex Class too, but it is enough to
confound the machine learning technique, which wrongly signals the class
as complex, thus giving a false positive. This result seems to suggest that an
improved characterization of the symptoms behind specific code smell types
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Figure 3.1: Boxplots representing the MCC values obtained by Decor and Naive
Bayesian (NB) for all the considered code smells

(e.g., by means of textual or historical analyses [170, 228, 234]) may make
code smell detection more effective.

It is also worth to discuss the values achieved when considering the recall.
In this case, we observed that Decor is superior to NB in most cases: this
confirms the experimental results obtained by the original authors [197] on
the high recall of the approach. Finally, the low MCC values of both the
approaches (see Figure 3.1) confirm that code metrics are not enough when
it turns to code smell detection [38, 276].

Table 3.6: Comparison between NB and Decor in terms of Wilcoxon and Cliff’s
Delta Effect Sizes. Significant p-values are reported in Bold Face.

p-value d Meaning
God Class <0.01 0.13 Negligible
Spaghetti Code 0.01 -0.29 Small
Class Data Should Be Private <0.01 -0.43 Medium
Complex Class 0.01 -0.41 Medium
Long Method <0.01 -0.33 Small

From a statistical point of view, Table 3.6 reports the results of theWilcoxon
and Cliff’s delta tests computed on the MCC values of the experimented
approaches. As shown, the difference between the techniques are statistically
significant in all cases (p−values lower than 0.05). With the exception of
God Class—where the machine learning model achieves higher MCC—all
the other cases show that Decor is statistically better than the baseline.
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Table 3.7: Overlap between ML and DECOR in Absolute Terms and Percentages
NB \ Decor NB ∩ Decor Decor \ NB NB ∪ Decor ¬NB ∩ ¬Decor
# % # % # % # % # %

God Class 0 0 435 85 74 15 509 100 0 0
Spaghetti Code 14 1 419 29 266 18 699 48 744 52
Class Data Should Be Private 91 8 298 26 186 16 575 50 575 50
Complex Class 50 8 329 49 155 23 534 80 135 20
Long Method 1577 33 1076 23 650 14 3303 70 1460 30

Nevertheless, these differences are mostly negligible or have at most a
medium effect.

In the following subsections, we discuss the findings achieved by consider-
ing each code smell independently and reporting qualitative examples aimed
at further analyzing the performance of the detectors. Also, we discuss the
complementarity between the sets of code smells correctly identified by the
detectors (see 3.7), namely the extent to which NB and Decor are able to
identify the same instances.

3.2.1 Results for God Class

Looking at the results in both Table 3.5 and Figure 3.1, we can say that this
smell is the easiest to detect and, in fact, all the instances affected by this smell
have been correctly classified as smelly by at least one of the experimented
techniques. In particular, we note that Decor reaches a recall of 100%, which
means that it is able to detect all God Class instances. Nevertheless, the high
recall has a cost in terms of precision, that is just 8%. On the one hand, our
findings are in line with those reported in previous studies [197, 228]. On the
other hand, they confirm the need for further methodologies able to improve
metric-based code smell detection.

When considering the complementarity of the approaches (Table 3.7), our
results indicate a high overlap (85%): this means that in the vast majority of
cases NB and Decor can identify the same instances. However, a total of 74
actual God Class cases, corresponding to 15%, were only correctly identified
by Decor and missed by NB. To better understand the reasons that enable the
heuristic approach to discover different instances than the machine learning
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model, we went manually over the outputs of the techniques to conduct a
manual analysis. As a result, we found that, while the heuristic approach can
logically combine them obtaining better results, in most cases the machine
learning model could be biased due to the characteristics of the training
set, i.e., if the distributions of the involved independent variables are not
representative in the training set a ML-based classifier could not be able to
distinguish cases where certain conditions hold. As an example, let consider
the class CBZip2OutputStream belonging to the project Apache Ant 1.6.3:
despite it is characterized by an LCOM < 20 (i.e., 19), it respects the rule
reported in Table 3.3, as it has an ELOC = 2346 and NOM+NOA = 161. As
such, the heuristic approach can still correctly identify its smelliness. On the
contrary, the machine learning model classifies the instance as non-smelly.

3.2.2 Results for Spaghetti Code

As opposed to the previous case, this smell does not seem to be easily
detectable automatically, as demonstrated by the results in Table 3.7, where
we can see that more than half of the instances affected by this smell are
not detected as smelly by any of the approaches. Overall, the performance
achieved by the machine learning technique is extremely low, both in terms
of precision and recall (15% and 30%, respectively). At the same time,
Decor has a higher recall (+17% with respect to other technique), but a
lower precision (-4%), which had the effect to make the overall results of
the two approaches comparable (F-Measure for DECOR is just 2% lower
than NB, while MCC is 2% higher). Thus, we can claim that the metric-
based detection is not able to provide good results, independently from the
underlying technique adopted. Once again, this may indicate the need for
further work aimed at improving the characterization of this smell type.
Looking at the complementarity, also in this case the overlap is higher than
the number of instances correctly detected by only one of the two. However,
in the remaining cases Decor is able to identify 266 code smell instances
(18%) that are not correctly detected by the machine learning model. For
example, the class MeridioAuthority of the Apache Incubating 0.3
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project is correctly detected only by Decor. Basically, the reason is exactly
the same observed before: the value of the ELOC metric of this class is 661,
which is very close to the threshold (i.e., 600). While the heuristic technique
discriminates based on thresholds, thus identifying the smelly class, the ML
approach might be confounded by borderline metric values.

3.2.3 Results for Class Data Should Be Private

As for this smell, half of the smelly instances are not identified by any of
the two techniques: this seems to be a clear indication of the need for more
effective detection strategies. Between the two experimented techniques,
Decor is the one with the highest recall and this allows it to be slightly better
than the machine learning model, overall. This is likely due to the very simple,
yet clearer, detection rule applied by Decor to identify instances of this smell.
Conversely, the machine learning model seems to be less stable both in terms
of precision and recall because it may be confounded by borderline values.
The results shown in Table 3.7 confirm that the prediction model can only
identify a limited number of instances that are not identified by Decor (91),
while in most cases there is an overlap (298) or the heuristic approach works
better (186).

3.2.4 Results for Complex Class

The detection rule for this smell is only based on WMC, so the only factor
that can determine different predictions is the value of this metric. First, we
can confirm the results discussed so far, with Decor having a high recall but
a low precision. Moreover, the MCC of both the approaches is slightly in
favor of Decor (0.37 vs 0.36), indicating that (i) there is not a clear winner
between the two and (ii) more sophisticated techniques for the detection of
this smell would be worthwhile. The discussion of the overlap metrics is also
very similar to the other smells discussed above. In general, we observed
that the values that bring to an erroneous detection are the ones close to the
threshold boundaries. The impact of boundary values can be also analyzed by
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another point of view. Let consider the class ServerSession in the Apache
Cassandra 0.8.0 project, which shows a WMC = 47 that can be considered
high but does not exceed the threshold of 50. In this case, the ML technique
correctly detects the instance as smelly, while Decor cannot.

3.2.5 Results for Long Method

As for Long Method, this was the only case in which the machine learn-
ing technique had higher recall than Decor (i.e., +19%). Also for this
code smell, the differences between the two approaches mainly concern
instances with metric values close to the thresholds used by DECOR. An
example is provided by the method doSnapshot belonging to the class
BlobStoreIndexShardGateway of the Elasticsearch 0.17.0 project. The
method under considerations has 79 lines of code and takes only 1 parameter.
It is correctly detected by the prediction model as smelly but not by Decor
because it requires 100 or more lines of code and more than one parameter to
identify the smell.

3.3 conclusions

In this chapter we compared a machine learning approach with a heuristic one
for code smell detection, considering five different types of code smells over a
dataset composed of 125 releases of 13 open source software systems. Other
than providing evidence that heuristic approaches perform better thanmachine
learning ones, even if still with limited performance, our study highlighted
some limitations, such as data imbalance or poor precision, that make the
application of both machine learning models and heuristic approaches for
code smell detection hard.
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A L A RG E E M P I R I CA L A S S E S S M E N T O F T H E RO L E O F
DATA BA L A N C I NG I N M AC H I N E - L E A R N I NG - BA S E D
C O D E S M E L L D E T E C T I O N

This chapter presents an extensive empirical study in which we compare the
performance of five data-balancing techniques for code smell detection with
respect to a no-balancing baseline. To increase the generalisability of the
results, we analyse two subsets of code smells extracted from two catalogues:
(i) the catalogue proposed by Fowler et al. [88] for Object-Oriented code, and
(ii) the catalogue proposed by Aniche et al. [10] for systems implementing
the Model-View-Controller pattern. Our goal is understanding to what extent
data balancing techniques can improve the accuracy of machine learning for
code smell detection and which algorithms practitioners should use. This
chapter provides the following contributions:

1. A large empirical study in which we exploit machine learning-based
techniques to detect 11 code smell types for Object-Oriented systems
on 125 releases of 13 software systems.

2. A second empirical study that includes four code smells to detect main-
tainability issues in Model-View-Controller systems [10]. Specifically,
we analyse 120 projects relying on the Spring framework to answer
two additional research questions.

3. A deep analysis on the role of balancing techniques and the impact of
metrics selection.

4. A performance analysis in which we inspect the overhead in terms of
efficiency caused by data balancing.

41
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Table 4.1: Object-Oriented code smells along with the heuristics used to detect them
and the features used by the ML models

Code Smell Detection Rule ML Model Features
God Class ELOC > α ∧ (WMC +NOA) > β ∧ LCOM > γ ELOC,WMC, NOA, LCOM
Spaghetti Code ELOC > α ∧NMNOPARAM > β ELOC, NMNOPARAM

Class Data Should Be Private NOPA > α NOPA

Complex Class McCabe > α McCabe

Long Method LOC_METHOD > α ∧NP ≥ β LOC_METHOD, NP
Feature Envy MC > α ∧ATFD > β MC, ATFD
Inappropriate Intimacy (FanIn+ FanOut) > α FanIn, FanOut
Middle Man PDM > α PDM

Refused Bequest PRM > α PRM

Speculative Generality NOC > α NOC

Long Parameter List NP > α NP

4.1 detection of object-oriented code smells

The purpose of this study is to understand the impact of data balancing
techniques on the accuracy of machine learning algorithms in detecting the
design flaws from the catalogue designed by Fowler [88] who introduced
the term code smell and adopted it for Object-Oriented systems. We aim to
address the following research questions:

RQ1. Do data balancing techniques improve the effectiveness of machine
learning-based detectors of code smell defined for Object-Oriented

systems?

RQ2. Which data balancing technique is the most effective at improving the
effectiveness of machine learning-based code smell detectors for

Object-Oriented systems?

4.1.1 Code Smells for Object-Oriented systems

Code smells are “symptoms of poor design and implementation choices” [88]
that have been widely observed to both analyse their characteristics [14, 47,
219, 252, 302, 304] and assess their impact on software maintainability [1,
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Table 4.2: Complete list of the consideredmetrics for the detection ofObject-Oriented
code smells.

Acronym Full Name Smells
ATFD Access To Foreign Data Feature Envy
ELOC Effective Lines Of Code God Class, Spaghetti Code
FanIn Max number of references to the subject class from another class

in the system
Inappropriate Intimacy

FanOut Max number of references from the subject class to another class
in the system

Inappropriate Intimacy

LCOM Lack of COhesion in Methods God Class
LOC_METHOD Lines Of Code of METHOD Long Method
McCabe McCabe’s Cyclomatic Complexity Complex Class
MC Method Calls Feature Envy
NOA Number Of Attributes God Class
NOC Number Of Children Speculative Generality
NOM Number Of Methods God Class
NOPA Number Of Public Attributes Class Data Should Be Private
NP Number of Parameters Long Method, Long Parameter List
NMNOPARAM Number of Methods with NO PARAMeters Spaghetti Code
PDM Percentage of Delegated Methods Middle Man
PRM Percentage of Refused Methods Refused Bequest
WMC Weighted Methods Count God Class, Complex Class

136, 224, 227, 288, 329, 331]. For many of these code smells heuristic
detection rules have been defined [88, 191, 197, 226] based on metrics and
thresholds to discriminate whether a component is smelly or not. We use
the same metrics used by these heuristic detection rules to build machine
learning models for code smell detection. In particular, we consider 11 code
smells defined by Fowler [88] that are reported in Table 4.1 along with their
detection rules, and lists of the metrics used in the Machine Learning models.
The full description of such metrics is shown in Table 4.2.

4.1.2 Data Balancing Techniques for Machine Learning

The goal of the experiment is to compare the accuracy of different data
balancing techniques, namelyOversampling [168],Undersampling, Synthetic
Minority Oversampling TEchnique [48], Cost-Sensitive Classifier [150],
and One-Class Classifier [297]. Descriptions of the adopted data balancing
techniques are reported in Section 2.2.
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To this aim, we configure five different model variants based on the Naive
Bayes classifier [126] which in our previous study showed to be the most
effective in code smell detection. Our baseline consists of models trained
without applying any data balancing technique (No-balancing). A dataset is
imbalanced when its classes are not equally represented.

Table 4.3: Distribution statistics for Object-Oriented code smells
Code Smell Min Mean Median Max Total
God Class 0 5.5 4 24 509
Spaghetti Code 0 12.7 11 31 1443
Class Data Should Be Private 0 11.4 11 37 1150
Complex Class 0 6.4 4 20 669
Long Method 3 48.3 26 147 4763
Feature Envy 0 1.3 0 12 148
Inappropriate Intimacy 0 15.4 2 774 1788
Middle Man 0 0.9 0 6 107
Refused Bequest 0 6.5 4 22 750
Speculative Generality 0 9.5 7 38 1106
Long Parameter List 0 5 1 29 578

4.1.3 Subject Systems

We select software systems for which a validated dataset of code smells
exists. Specifically, we relied on 125 releases of 13 open-source software
systems [226]. We employed the same dataset that we used in our previous
study, presented in Chapter 3. The systems are heterogeneous since they have
different sizes, lifetimes, and belong to different application domains. Note that
the dataset consists of manually validated code smells instances (i.e., 8, 534).
Looking at the distribution of code smells in the dataset, reported in Table
4.3, we can observe that each considered release have a low median number
of code smells thus demonstrating once again that code smell detection is a
highly imbalanced problem.
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4.1.4 Model Building and Evaluation

For each model we apply a Feature Selection step by using Correlation-
based Feature Selection (CFS) [113] to remove highly correlated inde-
pendent variables. Then, we tune the hyper-parameters of the classifier by
applying the Grid Search algorithm [29], therefore resulting in five models
that only differ for the choice of the data balancing technique to adopt.
As independent variables we consider the code metrics related to the

structural characteristics of the software instances (e.g., size, complexity). We
exploit the set of metrics originally adopted byMoha et al. [197]. In particular,
given the smell detection rule, we design a model where we employ as
independent variables only the metrics used in the detection rule. For example,
for God Class the detection rule is ELOC > 500 ∧ (WMC + NOA) >

20 ∧ LCOM > 350. Therefore, we train the model on the effective number
of lines of code (i.e., ELOC), the weighted methods per class (i.e.,WMC),
the number of attributes (i.e., NOA), and the lack of cohesion per class (i.e.,
LCOM ). Table 4.1 reports the features used to detect each smell, while the
complete list, including the full name of the metrics, is depicted in Table 4.2.

Sincewe are interested in detecting code smells, we set the presence/absence
of a specific code smell as dependent variable of the machine learning model.
This information was already available in the considered dataset.

To assess the capabilities of each of the five resulting machine learning
models, we adopt 10-Fold Cross Validation [286]. The process is repeated
10 times, using each time a different fold as the test set. For each software
system and data balancing technique, we build a machine learning model
(i.e., within-project classification). The result consists of a confusion matrix
for each code smell type, for each of the 125 project releases and each
experimented classifier. Later, these matrices have been analysed to measure
the evaluation metrics described in the following parts of the section.
To assess the effectiveness of the experimented detection techniques we

compute four well-known metrics [16, 256], namely, precision, recall, F-
Measure, and Matthews Correlation Coefficient (MCC). We chose to discuss
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results only in terms of MCC because this metric provides a better overview
with respect to the other metrics by considering all the confusion matrix [271].

Since we consider several datasets, we need to aggregate the results
achieved to have a more precise overview of the quality of results [12]. This
step has been performed in a two-fold manner (i) by aggregating the confusion
matrices and (ii) by plotting the results as boxplots. Boxplots are very useful
to describe the distribution of the results and provide preliminary outcomes
on the comparison of different techniques. However, to draw more reliable
conclusions, they need to be complemented with statistical tests. Therefore,
we use the Nemenyi test [214] for statistical significance and report its results
by mean of MCB (Multiple comparisons with the best) plots [148]. We set
the significance level to 0.05. The elements plotted above the gray band are
statistically larger than the others.

4.1.5 Results of the Study

For each code smell, we first discuss the results by displaying boxplots, and
then we evaluate their statistical significance relying on the results provided
by the Nemenyi test. Note that we discarded all the cases in which at least
one technique fails.
Figure 4.1 reports the boxplots for the MCC values obtained by applying

different balancing techniques. The results of the Nemenyi test, for the
statistical significance, are shown in Figure 4.2.

The first aspect we can observe is that, regardless of the balancing technique
and the code smell under analysis, MCC values are between 0 and 0,5 which
indicates that machine learning has limited accuracy for Object-Oriented
code smell detection.
The results show that SMOTE is the most effective technique. However,

in 7 out of 11 cases, none of the balancing techniques is significantly better
in terms of MCC. No-balancing provides good accuracy as well, since it
appears six times in the group containing the most effective techniques.

An important aspect to remark is that for 4 out of 11 object-oriented code
smells, SMOTE and No-balancing MCCs are significantly higher than all the
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Figure 4.1: Boxplots representing the MCC values obtained by Naive Bayesian
trained applying different balancing strategies for Object-Oriented code
smells detection.

other balancing techniques. This is the case of two class-level code smells
(God Class, and Complex Class) and two method-level code smells (Long
Method, and Feature Envy). God Class and Complex Class are the easiest
class-level code smells to identify. Their detection rules are straightforward
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Figure 4.2: Plots representing the results of Nemenyi test for statistical significance
between the MCC values obtained by Naive Bayesian trained applying
different balancing strategies for Object-Oriented code smells detection.

and based on easy-to-calculate metrics (e.g., size, complexity), leading to
a median MCC close to 0.5 regardless of the data balancing applied. As
for Long Method and Feature Envy, these are method-level smells; hence,
the total number of instances to predict is much higher. We could deem
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SMOTE and No-balancing to have higher effectiveness where the detection
metrics are simple or a large number of instances is available. However,
LongParameterList is an exception. Indeed, although it is a method-level
smell, the best MCC values are achieved by One-Class Classifier. In this
specific case, SMOTE and No-balancing accuracy is slightly lower than
One-Class Classifier but still better than all the other techniques.

Two unusual cases for which a specific discussion is required areMiddle
Man and Speculative Generality.Middle Man represents one of the rare cases
in which data balancing techniques improve ML effectiveness. Indeed, No
Balancing is the least accurate technique, with a quite clear difference to the
others. As for Speculative Generality, results show that, regardless of the
adopted data balancing technique, MCC values are very low proving that
machine learning is still not applicable for the detection of this smell with
the set of metrics used in our study.

By and large, results suggest that there is no balancing technique which is
better than the others. Indeed, different balancing techniques could be more
suitable for different types of code smells. However, the highest accuracy
is achieved by No-balancing and SMOTE, except for some code smells in
which One-Class Classifier shows a higher MCC.

¤ Summing Up: The results show that the performance of current
machine learning-based approaches for detecting Object-Oriented code
smells is quite limited, regardless of the adopted balancing technique
(MCC < 0.50). Overall, SMOTE and No Balancing seem to be more
effective than the other techniques.

4.2 detection of model-view-control code smells

The purpose of the second study is to understand the impact of data balancing
techniques on the accuracy of machine learning algorithms in detecting the
design flaws from the catalogue designed by Aniche et al. [10] who defined
smells specific for systems implementing the Model-View-Control pattern.



50 the role of data balancing in ml-based code smell detection

Table 4.4: MVC code smells along with the heuristics used to detect them and the
features used by the ML models

Code Smell Detection Rule ML Model Features
Brain Repository McCabe > α ∧ SQLC > β McCabe, SQLC
Fat Repository CTE > α CTE

Promiscuous Controller NSR > α ∨NSD > β NSR, NSD
Brain Controller NFRFC > α NFRFC

Table 4.5: Complete list of the considered metrics for the detection of Model-View-
Controller code smells.

Acronym Full Name Smells
McCabe McCabe’s Cyclomatic Complexity Brain Repository
NOR Number of Routes Promiscuous Controller
NSD Number of Services as Dependencies Promiscuous Controller
NFRFC Non-Framework Response For a Class Brain Controller
SQLC SQL Complexity Brain Repository
CTE Calls to Entities Fat Repository

Specifically, we aim at addressing the same research questions as for the
Object-Oriented code smells:

RQ3. Do data balancing techniques improve the effectiveness of machine
learning algorithms in detecting code smells specific for systems
implementing the Model-View-Controller pattern?

RQ4. Which data balancing technique is the most effective at improving the
effectiveness of machine learning algorithms in detecting code smells
specific for systems implementing the Model-View-Controller pattern?

4.2.1 Code Smells

We analyse the code smells specific to systems adopting the Model-View-
Controller pattern [10]. Such a pattern is popular across many well-know
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frameworks (e.g., Ruby on Rails, Spring MVC, ASP.NET MVC) [10]. In
particular, we consider four code smells for which we report the heuristics
needed to detect them and the metrics that we used to build the machine
learning models in Table 4.4. Such metrics are fully described in Table 4.5.

4.2.2 Data Balancing Techniques for machine learning

We experiment the same base classifier (i.e., Naive Bayes) and the same set
of data balancing techniques previously used in Section 4.1.

Table 4.6: Distribution statistics for MVC code smells
Code Smell Min Mean Median Max Total
Brain Repository 0 0.5 0 26 31
Fat Repository 0 1.2 0 28 126
Promiscuous Controller 0 6.7 0 478 682
Brain Controller 0 1.1 0 14 66

4.2.3 Subject Systems

We use the dataset developed by Aniche et al. [10], consisting of 120
open-source systems. We rely on this dataset because the approach used
to detect the smells has been validated with expert industrial developers
in software systems implemented using Spring. This widely adopted MVC
framework uses stereotypes to explicitly mark classes playing different roles
(e.g., Controller classes), thus facilitating identifying the role of each class.
The distribution of the smells is reported in Table 4.6.

4.2.4 Model Building and Evaluation

We build and evaluate the models by following the same procedure described
in Section 4.1.4 except the independent variables that were extracted from
the heuristics derived by Aniche et al. [10]. Table 4.4 reports the features
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used to detect each smell, while the complete list, including the full name of
the metrics, is depicted in Table 4.5.

As for Object-Oriented code smells, we first discuss the results by analysing
the boxplots and then verify their statistical significance relying on the
Nemenyi test [214]. Please consider that, also in this case, we discarded all
the cases in which at least one technique fails.
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Figure 4.3: Boxplots representing the MCC values obtained by Naive Bayesian
trained applying different balancing strategies for MVC code smells
detection.
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Figure 4.4: Plots representing the results of Nemenyi test for statistical significance
between the MCC values obtained by Naive Bayesian trained applying
different balancing strategies for MVC code smells detection.

4.2.5 Results of the Study

The results for MVC code smell detection reported in Figure 4.3 and Figure
4.4 show that ML has pretty higher accuracy when detecting this type of code
smells than when detecting Object-Oriented code smells (i.e., MCC values up
to ≈ 0.70). Similarly to the Object-Oriented case, SMOTE and No-balancing
show higher accuracy with respect to the other balancing techniques. As
already observed, these two balancing techniques seem to be more effective
where the ML algorithm has a higher prediction power. Indeed SMOTE
achieves significantly higher MCCs in all cases except for Fat Repository
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in which MCC values are lower. Instead, No-balancing appears in the first
group in 2 out of 4 cases. A singular case is the Fat Repository smell, where
One-Class Classifier accuracy is significantly higher than the other balancing
techniques. A possible motivation behind this surprising result could be found
by analysing the smell distribution in Table 4.6. Indeed, the class distribution
for Fat Repository is almost uniform (i.e., the smelly instances are well spread
across the project). Therefore, in most of the cases there are enough instances
to build a reliable training set.
A final consideration is that MVC code smells are likely to be more

system-dependent. Boxplots indicate a high variability of results with respect
to the considered system showing very large distributions in most of the cases.

¤ Summing Up: With respect to the Object-Oriented case, machine
learning-based approaches are sharply more effective for the detection of
MVC related code smells. In three out of four cases, the results are pretty
good, achieving MCC values up to 0.67 and recall up to 1.00. Similarly to
Object-Oriented systems, No Balancing and SMOTE are the most effective
techniques.

4.3 conclusion

In this chapter, we have presented a large-scale empirical comparison between
six different balancing techniques for Machine-Learning-based code smell
detection. The study considered eleven code smells for Object-Oriented
systems and four code smells for systems implementing the Model-View-
Controller pattern. For the former, we relied on a manually-validated dataset
comprising 125 releases belonging to 13 open source systems. In contrast, for
the latter, our dataset consisted of 120 Spring Model-View-Controller Open
Source Systems.
The results suggest that Machine-Learning models relying on SMOTE

achieve the best accuracy. However, its training phase is not always feasible
in practice. Furthermore, avoiding balancing does not dramatically impact
effectiveness. Techniques which perform training only on the minority class
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(i.e., Cost-Sensitive Classifier and One Class Classifier), and resampling
techniques (i.e.,Class Balancer and Resample) are both not effective. Existing
data balancing techniques are therefore, inadequate for code smell detection.
Furthermore, the results indicate that structural metrics alone are not adequate
for code smell detection, confirming the previous work [228, 234] on the
necessity of textual and historical metrics as well as their combination with
structural metrics to achieve better accuracy. This hinders the feasibility of
the current Machine-Learning-based approaches.





5
O N T H E A D E Q UAC Y O F STAT I C A NA LYS I S
WA R N I NG S W I T H R E S P E C T T O C O D E S M E L L
D E T E C T I O N

In this chapter, we conduct a preliminary, motivational investigation into
the actual relation between static analysis warnings and code smells, also
attempting to assess the potential predictive power of those warnings.
Then, we analyze the performance of code smell detection techniques

based machine learners and using the static analysis warnings as features.
Then, we further investigate the problem by studying the overlap among
the predictions made by machine learning models built using the warnings
of different static analysis tools as features: such an analysis reveals a high
complementarity suggesting that a combination of those warnings could
potentially improve the code smell detection capabilities. As such, we define
and experiment a new combined model which significantly perform better
than the individual models.

In the last part of our study, we go beyond and analyze how this combined
model can be further combined with additional code metrics that have been
used for code smell detection in previous work [15]. While the performance
of the combined model significantly performs better than previous approaches
based on software metrics.
To sum up, this chapter provides the following contributions:

1. A preliminary analysis on the suitability of static analysis warnings in
the context of code smell detection;

2. An empirical understanding of how machine learning techniques for
code smell detection work when fed with warnings generated by
automated static analysis tools;

57
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3. A machine learning-based detector that combines multiple automated
static analysis tools, improving on the performance of individual
detectors;

4. An empirical understanding of how warning-based machine learning
techniques for code smell detection work in comparison with metric-
based ones;

5. A machine learning-based detector that combines static analysis warn-
ings and code metrics, further improving detectors’ performance;

5.1 research methodology

In the context of this empirical study, we had the ultimate goal of assessing
the extent to which static analysis warnings can contribute to the identification
of design issues in source code. We faced this goal by means of multiple
analyses and research angles.
We defined three main dimensions. At first, we conducted a statistical

study aiming at investigating whether and to what extent can static analysis
warnings be actually used and useful in the context of code smell detection.
Such an analysis must be deemed as preliminary, since it allowed us to
quantify the potential benefits provided by those warnings: should this have
not provided sufficiently acceptable results, this would have already stopped
our investigation. On the contrary, a positive result would have provided
further motivations into the need for a closer investigation on the role of static
analysis warnings for code smell detection.

In this regard, we defined the first two research questions. In the first place,
we aimed at assessing if the distribution of static analysis warnings differs
when computed on classes affected and not affected by code smells. Rather
than approaching the problem from a correlation perspective, we preferred to
use a distribution analysis since the latter may provide insights on the specific
types of warnings that are statistically different in the two sets of classes, i.e.,
smelly or smelly-free—on the contrary, correlations might have only given an
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indication of the strength of association, without reporting on the statistical
significance when computed on smelly and non-smelly classes. We asked:

RQ1. How do static analysis warning types differ in classes affected and
not affected by code smells?

In the second place, we complemented the distribution analysis with
an additional investigation into the potential usefulness of static analysis
warnings for code smell detection. While the first preliminary analysis had
the goal to assess the distribution of warnings in classes affected or not by
code smells, this second step aimed at quantifying the contribution that such
warnings might provide to code smell detection models. In particular, we
asked:
RQ2. How do static analysis warnings contribute to the classification of

code smells?
Once we had ensured the feasibility of a deeper analysis, we then proceeded

with the investigation of the performance achieved by a code smell detection
model relying on static analysis warnings as predictors. This analysis allowed
us to provide quantitative insights on the actual usefulness of static analysis
warnings, other than understanding their limitations when considered in the
context of code smell detection. This led to the definition of three additional
research questions.
First, on the basis of the results achieved in the preliminary study, we

devised machine learning-based techniques—one for each static analysis
tool considered, as explained later in this section—that exploit the warnings
providing more contribution to the classification of code smells. Afterwards,
we assessed their performance by addressing RQ3:

RQ3. How do machine learning techniques that exploit the warnings of
single static analysis tools perform in the context of code smell
detection

Once we had assessed the classification performance of the individual
models created inRQ3, we discovered that these models had low performance,
especially due to false positives. To overcome this issue, we moved toward the
analysis of the complementarity between the individual models, namely the
extent to which different models could identify different code smell instances.
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This was relevant because a positive answer could have paved the way to a
combination of multiple models. Hence, we asked:

RQ4. What is the orthogonality among the individual machine learning-
based code smell detectors?

Given the results achieved when addressing RQ4, we then devised a
combined model. The process required the identification of the optimal subset
of the static analysis warnings exploited by different tools. While investigating
the performance of such a combined model, we addressed RQ5:

RQ5. How do machine learning techniques that combine the warnings of
different static analysis tools perform in the context of code smell
detection?

The analyses defined so far could help understand how static analysis
warnings enable the identification of code smells. Yet, it is important to
remark that the research on machine learning for code smell detection has
been vibrant over the last years [15] and, as a matter of fact, a number
of researchers has been working on the optimization of machine learning
pipelines with the goal of improving the code smell detection capabilities. We
took into account this aspect when defining the third part of our investigation.
The last part of the empirical study consisted of the definition of the last three
research questions.
First, we compared the best machine learner coming from the previous

study, namely the one that combines the static analysis warnings coming from
different tools, with a machine learner that exploits structural code metrics,
namely a state of the art solution that has been used multiple times in the past
[15]. This led to the formulation of our RQ6:

RQ6. How does the combined machine learner work when compared to
an existing, code metrics-based approach for code smell detection?

Afterwards, we proceeded with a complementarity analysis involving the
two techniques (i.e., the combined machine learner and the metrics-based
approach for code smell detection) in order to understand to what extent the
models built on two different sets of metrics could identify identify different
code smell instances. In case of a positive answer, better performance could
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be achieved by combining these two sets of metrics together. In this regard,
we asked the following research question:

RQ7. What is the orthogonality among the combined machine learner
and the metrics-based approach for code smell detection?

Finally, after we have studied the complementarity between the two models,
we evaluated an additional combination, which aimed at putting together
static analysis warnings and code metrics. Hence, we asked:

RQ8. How do machine learning techniques that combine static analysis
warnings and code metrics perform in the context of code smell
detection?

The next sections report on the data selection, collection, and analysis
procedures adopted to address our research questions.

5.1.1 Context of the Study

The context of the study was composed of open-source software projects,
code smells, and static analysis tools.

5.1.1.1 Selection of Code Smells

The exploited dataset reports code smell instances pertaining to 13 different
types. However, not all of them are suitable for a machine learning solution.
For instance, let consider the case of Class Data Should Be Private: this
smell appears when a class exposes its attributes, i.e., the attributes have a
public visibility. By definition, instances of this code smell can be effectively
detected using simpler rule-based mechanisms, as done in the past [197].

For this reason, we first filtered out the code smell types whose definitions
do not require any threshold. In addition, we filtered out method-level
code smells, e.g., Long Method. The decision was driven by three main
observations. In the first place, the vast majority of the previous papers on
code smell detection have used a class-level granularity [15] and, therefore,
our choice allowed for a simpler interpretation and comparison of the results.
Secondly, our study focuses on the code smells perceived by developers
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as the most harmful [227, 288], which are all at class-level. Thirdly, the
analyses performed in the context of our empirical study required the use of a
heuristic code smell detector (i.e., Decor [197]) that has been designed and
experimentally tested on class-level code smells. All these reasons led us to
conclude that considering method-level code smells would not be necessarily
beneficial for the study. Nonetheless, our future research on the matter will
consider the problem of assessing the role of static analysis warnings for the
detection of method-level code smells.
Based on these considerations, we focused our study on seven code

smells, namely God Class, Spaghetti Code, Complex Class, Inappropri-
ate Intimacy, Lazy Class, Refused Bequest, and Middle Man. Detailed
descriptions of code smells are reported in Table 2.1

The selected code smells are those more often targeted by related research
[15]. They have been also connected to an increase of change- and fault-
proneness of source code [42, 137, 226] as well as maintenance effort [277].
According to previous work [137, 226, 329], all the code smells considered
let the affected source code be more prone to changes and faults in different
manners. As an example, Palomba et al. [226] reported that the change-
proneness of classes affected by the God Class smell is around 28% higher
than classes not affected by the smell, while Spaghetti Code increases the
change-proneness of classes of about 21%. Other empirical investigations
provided different indications, e.g., Khomh et al. [135, 137] reported that
68% of the classes affected by a God Class are also change-prone. As a
matter of fact, our current body of knowledge reports that all the code smells
we considered are connected to change- and fault-proneness, but different
studies provided different estimations on the extent of such connection. In
addition, these code smells are highly relevant for developers that, indeed,
often recognize them as harmful for the evolvability of software projects [227,
288, 330].
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5.1.1.2 Selection of Automated Static Analysis Tools

In the context of our research, we selected three well-known automated static
analysis tools such as Checkstyle, Findbugs, and PMD. We provide a brief
description of these tools in the following:

• Checkstyle. Checkstyle is an open-source developer tool that eval-
uates Java code according to a certain coding standard, which is
configured according to a set of “checks”. These checks are classified
under 14 different categories, are configured according to the coding
standard preference, and are grouped under two severity levels: error
and warning. More information regarding the standard checks can be
found from the Checkstyle web site.1

• Findbugs. Findbugs is another commonly used static analysis tool
for evaluating Java code, more precisely Java bytecode. The analysis
is based on detecting “bug patterns”, which arise for various reasons.
Such bugs are classified under 9 different categories, and the severity
of the issue is ranked from 1-20. Rank 1-4 is the scariest group, rank
5-9 is the scary group, rank 10-14 is the troubling group, and rank
15-20 is the concern group.2

• PMD. PMD is an open-source tool that provides different standard
rule sets for major languages, which can be customized by the users,
if necessary. PMD categorizes the rules according to five priority
levels (from P1 “Change absolutely required” to P5 “Change highly
optional”). Rule priority guidelines for default and custom-made rules
can be found in the PMD project documentation.3

The selection of these tools was driven by recent findings reporting that
these are among the automated static analysis tools more employed in practice
by developers [159, 312, 315]. In particular, the most recent of these papers

1 https://checkstyle.sourceforge.io
2 http://findbugs.sourceforge.net/findbugs2.html
3 https://pmd.github.io/latest/

https://checkstyle.sourceforge.io
http://findbugs.sourceforge.net/findbugs2.html
https://pmd.github.io/latest/


64 static analysis warnings for code smell detection

[315] reported that Checkstyle, PMD, and FindBugs are actually the tools
that practitioners use more when developing in Java, along with SonarQube.
The selection was therefore based on these observations. In this respect, it
is also worth remarking that we originally included SonarQube as well.
However, we had to exclude it because it failed on all the projects considered
in our study (see Section 5.1.1.3).

5.1.1.3 Selection of Software Projects

To address the research goals and assess the capabilities of the machine
learning techniques for code smell detection, we needed to rely on a dataset
reporting actual code smell instances. Most previous studies [15] focused
on datasets collected using automated mechanisms, e.g., executing multiple
detectors at the same time to consider the instances detected by all of them
as actual code smells. Nonetheless, it has been shown that the performance
of machine learning-based code smell detectors might be biased by the
approximations done, other than by the false positive instances detected when
building the ground truth of code smells [71]. In this study, we took advantage
of these latter findings and preferred to rely on a manually-labeled dataset
containing actual code smell instances. Of course, this choice might have
had an impact on the size of the empirical study since there exist only a few
datasets of manually-labeled code smells [15]. Yet, we were still convinced
to opt for this solution, as this was the most appropriate choice to do in order
to have reliable results. Indeed, a dataset of real smell instances allowed us to
provide reliable results on the performance capabilities of the experimented
models and, at the same time, to present a representative case of a real
scenario where the code smells arise in similar amounts as in our study [226].
From a technical viewpoint, the selection of projects was driven by the

above requirement. We exploited a publicly available dataset of code smells
developed in previous research [226, 232]: this provides a list of 17,350
manually-verified instances of 13 code smell types pertaining to 395 releases
of 30 open source systems. Given this initial dataset, we fixed two constraints
that the projects to consider had to satisfy. First, the projects had to contain
data for the code smells selected in our investigation (see Section 5.1.1.1).
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Secondly, we required them to be successfully built so that they could be
later analyzed by the selected static analysis tools (see Section 5.1.1.2). These
two constraints were satisfied in 25 releases of the 5 open-source projects
reported in Table 5.1 along their main characteristics.

Table 5.1: Software systems considered in the project.
Project Description # Classes # Methods
Apache Ant Build system 1,218 11,919
Apache Cassandra Database Management

System
727 7,901

Eclipse JDT Integrated Develop-
ment Environment

5,736 51,008

HSQLDB HyperSQL Database
Engine

601 11,016

Apache Xerces XML Parser 542 6,126

For the sake of completeness, it is worth reporting that most of the ex-
cluded releases/projects were due to build issues, e.g., dependency resolution
problems [303]. This possibly remarks the need for additional public code
smell datasets composed of projects that can be analyzed through static or
dynamic tools.

5.1.2 Data Collection

The data collection phase aimed at gathering information related to dependent
and independent variables of our study. These concern the labeling of code
smell instances, namely the identification of real code smells affecting the
considered systems, and the collection of static analysis warnings from the
selected analyzer, which will represent the features to be used in the machine
learners designed in the empirical study.

5.1.2.1 Collecting information on actual code smell instances

This stage consisted of identifying real code smells in the considered software
projects. The data collection, in this case, was inherited by the dataset
exploited. While some previous studies relied on automated mechanisms for
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Table 5.2: Descriptive statistics about the number of code smell instances.
Code Smell Min. Median Mean Max. Tot.
God Class 0.00 4.00 6.19 23.00 412
Complex Class 0.00 2.00 4.27 16.00 301
Spaghetti Code 0.00 11.00 12.40 32.00 773
Inappropriate Intimacy 0.00 2.00 3.03 10.00 206
Lazy Class 0.00 1.00 1.95 11.00 141
Middle Man 0.00 1.00 1.11 6.00 84
Refused Bequest 0.00 7.00 7.35 17.00 500

this step, e.g., by using metric-based detectors [85, 135, 177], recent findings
showed that such a procedure could threaten the reliability of the dependent
variable and, as a consequence, of the entire machine learning model [71].
Hence, in our study we preferred a different solution, namely considering
manually-validated code smell instances. For all the systems considered, the
publicly available dataset exploited in the empirical study report actual code
smell instances [226, 232] and has been used in recent studies evaluating the
performance of machine learning models for code smell detection [226]. For
each code smell, Table 5.2 reports the distribution of the code smells in the
dataset.

5.1.2.2 Collecting static analysis tool warnings

This step aimed at collecting the data of the independent variables used in
our study. Each tool required a different process to collect such data:

• Checkstyle. The jar file for theCheckstyle analysis was downloaded
directly from the Checkstyle’s website4 in order to engage the analysis
from the command line. The version of the executable jar file used
was the checkstyle-8.30-all.jar. In addition to downloading the
jar executable, Checkstyle offers two different types of rule sets
for the analysis. For each of the rule sets, the configuration file was

4 https://checkstyle.org/#Download

https://checkstyle.org/#Download
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downloaded directly from Checkstyle’s guidelines.5 In order to start the
analysis, the checkstyle-8.30-all.jar and the configuration file
in question were saved in the directory where all the projects resided.

• Findbugs. FindBugs 3.0.1 was installed by running the brew
install findbugs in the command line. Once installed, the GUI was
then engaged by writing spotbugs. From the GUI, the analysis was
executed through File→ New Project. The classpath for the analysis
was identified to be the location of the project directory. Moreover,
the source directories were identified to be the project jar executable.
Once the class path and source directories were identified, the analysis
was engaged by clicking Analyze in the GUI. Once the analysis finished,
the results were saved through File → Save as using the XML file
format. The main specifications were the "Classpath for analysis (jar,
ear, war, zip, or directory)" and "Source directories (optional; used
when browsing found bugs)" where the project directory and project
jar file were added.

• PMD. PMD 6.23.0 was downloaded from GitHub6 as a zip file. After
unzipping, the analysis was engaged by identifying several parameters:
project directory, export file format, rule set, and export file name. In
addition to downloading the zip file, PMD offers 32 different types of
rule sets for Java.7 All 32 rule sets were used during the configuration
of the analysis.

Using these procedures, we ran the three static analysis tools on the
considered software systems. At the end of the analysis, these tools extracted
a total of 60,904, 4,707, and 179,020 warnings for Checkstyle, FindBugs,
and PMD, respectively.

5 https://github.com/checkstyle/checkstyle/tree/master/src/main/
resources

6 https://github.com/pmd/pmd/releases/download/pmd_releases%2F6.23.0/
pmd-bin-6.23.0.zip

7 https://github.com/pmd/pmd/tree/master/pmd-java/src/main/resources/
rulesets/java

https://github.com/checkstyle/checkstyle/tree/master/src/main/resources
https://github.com/checkstyle/checkstyle/tree/master/src/main/resources
https://github.com/pmd/pmd/releases/download/pmd_releases%2F6.23.0/pmd-bin-6.23.0.zip
https://github.com/pmd/pmd/releases/download/pmd_releases%2F6.23.0/pmd-bin-6.23.0.zip
https://github.com/pmd/pmd/tree/master/pmd-java/src/main/resources/rulesets/java
https://github.com/pmd/pmd/tree/master/pmd-java/src/main/resources/rulesets/java
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5.1.3 Data analysis

In this section, we report the methodological steps conducted to address our
research questions.

5.1.3.1 RQ1. Distribution analysis.

To address the first research question, we first showed boxplots depicting the
distribution of the metrics and smells. Then, we computed the Mann-Whitney
and Cliff’s Delta tests to verify the statistical significance of the observed
differences and their effect size. With respect to other possible analyses
methods (e.g., correlation), studying the distribution of warnings into the
smelly and non-smelly classes not only allowed us to identify the warning
types that are more related to code smells, but also to quantify the extent
of the difference between the number of warnings contained in smelly and
non-smelly classes.

5.1.3.2 RQ2 Contribution of static analysis warnings in code smell detection.

In this RQ, we assessed the extent to which the various warning categories
of the considered static analysis tools can potentially impact the performance
of a machine learning-based code smell detector. To this aim, we employed
an information gain measure [257], and particularly the Gain Ratio Feature
Evaluation technique. This analysis method turned to be particularly useful
in our case, since it allowed us to precisely quantify the potential predictive
power of each warning category for the detection of code smells.

5.1.3.3 RQ3. The role of static analysis warnings in code smell detection.

Once we had investigated which warning categories relate the most to the
presence of code smells, in RQ3 we proceeded with the definition of machine
learning models. Specifically, we defined a feature for each warning type
raised by the tools, where each feature contained the number of violations
of that type identified in a class. For instance, suppose that for a class Ci
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Checkstyle identifies seven violations to the warning type called “Bad
Practices": the machine learner is fed with the integer value “7" for the feature
“Bad Practices" computed on the class Ci.

The dependent variable was, instead, given by the presence/absence of
a certain code smell. This implied the construction of seven models for
each tool, i.e., for each static analysis tool considered, we built a model that
used its warnings types as features to predict the presence of God Class,
Spaghetti Code, Complex Class, Inappropriate Intimacy, Lazy Class, Refused
Bequest, and Middle Man. Overall, this design led to the creation of 21
models per project, i.e., one for each code smell/static analysis tool pair. For
the sake of clarity, it is worth remarking that we considered each release of
the projects in the dataset as an independent project. This choice was taken
after an in-depth investigation of the differences among the releases available:
we indeed discovered that the releases that met our filtering criteria (see
Section 5.1.1.3) were too far in time from each other, making other strategies
unfeasible/unreliable—as an example, the excessive distance among releases
made not feasible a release-by-releasemethodologywhere subsequent releases
are considered following a time-sensitive data analysis [248, 293].
As for the supervised learning algorithm, the literature in the field still

misses a comprehensive analysis of which algorithm works better in the
context of code smell detection [15]. For this reason, we experimented
with multiple classifiers such as J48, Random Forest, Naive Bayes, Support
Vector Machine, and JRip. When training these algorithms, we followed
the recommendations provided by previous research [15, 293] to define a
pipeline dealing with some common issues in machine learning modeling. In
particular, we exploited the output of the Gain Information algorithm—used
in the context of RQ2—to discard irrelevant features that could bias the
interpretation of the models [293]: we did that by excluding the features not
providing any information gain. We also configured the hyper-parameters
of the considered machine learners using the MultiSearch algorithm
[334]Finally, we considered the problem of data balancing: since our previous
findings showed that data balancing may or may not be useful to improve the
performance of a model, before deciding on whether to apply data balancing,
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we benchmarked (i) Class Balancer, which is an oversampling approach
(ii) Resample, an undersampling method (iii) Smote, an approach including
synthetic instances to oversample the minority class, and (iv) NoBalance,
namely the application of no balancing methods.
After training the models, we proceeded with the evaluation of their

performance. We applied a 10-fold cross-validation, as it allows to verify
multiple times the performance of a machine learning model built using
various training data against unseen data. For each test fold, we evaluated the
models by computing a number of performance metrics, such as precision,
recall, F-Measure, and Matthews Correlation Coefficient (MCC). Finally,
with the aim of drawing statistically significant conclusions, we applied the
post-hoc Nemenyi test [214] on the distributions of MCC values achieved by
the experimented machine learners, setting the significance level to 0.05.

5.1.3.4 RQ4. Orthogonality between the three single-tool Detection Models.

When addressing this research question, we were interested in understanding
whether the different machine learners experimented in the context of RQ3

were able to correctly identify the smelliness of different classes. If this was
the case, then it meant that different automated static analysis tools would
have had the potential to predict the smelliness of classes differently, hence
possibly enabling the definition of a combined machine learning mechanism
that it could have further improved the code smell detection capabilities. In
other terms, the analysis aimed at understanding how many true positives can
be identified by a specific model alone and how many true positives can be
correctly identified by multiple models. To this purpose, for each code smell
type, we compared the sets of correctly detected instances by a technique
mi with those identified by an alternative techniquemj using the following
overlap metrics [220]:

correctmi∩mj =
|correctmi ∩ correctmj |
|correctmi ∪ correctmj |

%

correctmi\mj
=
|correctmi \ correctmj |
|correctmi ∪ correctmj |

%
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where correctmi represents the set of correct code smells detected by the
approachmi, correctmi∩mj measures the overlap between the set of true code
smells detected by both approachesmi andmj , and correctmi\mj

appraises
the true smells detected by mi only and missed by mj . The latter metric
provides an indication of how a code smell detection technique contributes to
enriching the set of correct code smells identified by another approach.

We also considered an additional orthogonality metric, which computed the
percentage of code smell instances correctly identified only by the detection
model mi. In this way, we could measure the extent to which the warning
types of a specific static analysis tool contributed to the identification of all
correct instances identified. Specifically, we computed:

correctmi\(mj∪mk) =
|correctmi \ (correctmj ∪ correctmk

)|
|correctmi ∪ correctmj ∪ correctmk

|
%

5.1.3.5 RQ5. Toward a Combination of Automated Static Analysis Tools for
Code Smell Detection.

In this research question, we took into account the possibility to devise a
combined model that mixes together the outputs of different static analysis
tools.
Starting from all warning types of the various tools, we have proceeded

as follows. In the first place, we built a new dataset where, for all classes of
the systems considered, we reported all the warnings raised by all tools. This
step led to the creation of unique dataset that combined all the information
mined in the context of our previous research questions. In the second place,
we have re-run the Gain Ratio Feature Evaluation [257] in order to globally
rank the features and discard those that, in such a new combined dataset, did
not provide any information gain.

After discarding the irrelevant features, we have followed the same steps as
RQ3 with the aim of conducting a fair comparison of the combinedmodel with
the individual ones previously experimented. As such, we trained the model
using multiple classifiers appropriately configured using the MultiSearch
algorithm [334] and considering the problem of data balancing. Afterwards,



72 static analysis warnings for code smell detection

to verify the performance of the combined model, we adopted the same
validation strategy as RQ3 and compared it with the values of F-Measure,
and Matthews Correlation Coefficient obtained by the individual models.
Finally, we used the Nemenyi test [214] for statistical significance.

5.1.3.6 RQ6. Comparison with a baseline machine learner.

To address RQ6, we had to first select an existing solution to compare with.
Most of the previous studies [5, 15, 132] experimented with various machine
learning techniques, yet they all employed code metrics as predictors. As an
example, Maiga et al. [178] characterized God Class instances by means of
Object-Oriented metrics. Similarly, other researchers have attempted to verify
how different machine learning algorithms work in the task of code smell
classification without focusing on the specific features to use for this purpose
[15]. Hence, we decided to devise a baseline machine learning technique that
uses code metrics as predictors. In this respect, we computed the entire set of
metrics proposed by Chidamber and Kemerer’s suite [50] with our own tool
and use them as features.
After computing the code metrics, we followed exactly the same method-

ological procedure used in the context of RQ3 andRQ5. As such, the baseline
machine learner aimed at predicting the presence/absence of code smells.
Also in this case, we experimented with various machine learning algorithms,
finding Random Forest to be the best one. When training the baseline, we took
care of possible multi-collinearity by excluding the code metrics providing
no information gain, other than tuning the hyper-parameters by means of the
MultiSearch algorithm [334]. In terms of data balancing, we verified what
was the best possible configuration, benchmarking Class Balancer, Resample,
Smote, and NoBalance: Smote was found to be the best option.

We applied a 10-fold cross validation on the dataset, so that we could have
a fair comparison with the approach devised in RQ5—note that we did not
consider a full comparison with the individual models experimented in RQ3

since these were shown already to be less performing. The accuracy of the
baseline was assessed through F-Measure, and MCC. Finally, we executed
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the post-hoc Nemenyi test [214] on the distributions of MCC values achieved
by the baseline and the combined machine learner output by RQ5, setting the
significance level to 0.05.

5.1.3.7 RQ7. Orthogonality between the warning- and metric-based Detec-
tion Models.

In this research question we performed a complementarity analysis between
the warning- and the metric-based DetectionModels. In order to perform such
a complementarity analysis, we followed the same methodology applyed for
RQ4. In particular, for each actual smelly instance, we computed the overlap
metrics described in Section 5.1.3.4, i.e., correctmi∩mj and correctmi\mj

.

5.1.3.8 RQ8. Combining static analysis warnings and code metrics.

To study the performance of a machine learner that exploits both static analysis
warnings and code metrics, we have proceeded in a similar manner as the
other research questions, After combining all the metrics experimented so far
in a unique dataset, we re-run the Gain Ratio Feature Evaluation [257] to
understand the contribution provided by each of those metrics. As previously
done, we discarded the ones whose contribution was null. Afterwards, we
followed the same steps as RQ5 and compared the performance of the
combined model to the previously built models using F-Measure, and MCC,
other than the Nemenyi test [214] for statistical significance.

5.2 analysis of the results

In the following, we discuss the results achieved when addressing our research
questions. For the sake of understandability, we report the discussion by RQ.
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Figure 5.1: Boxplots reporting warnings distributions in smelly/non smelly classes
for the seven code smells considered.

5.2.1 RQ1. Distribution analysis.

Figure 5.1 shows boxplots of the distributions of warning categories in smelly
and non-smelly classes for the seven code smell types considered in the
study. Regardless of the code smell and the warning category considered, the
distributions always contain higher values for smelly cases, i.e., smelly classes
are more likely to contain a higher number of warnings. The only exception
is represented by Lazy Class, in which the greater number of warnings arises
in classes that are not affected by this code smell. Although this result could
sound strange, it is fair to remember that Lazy Class refers to very short
classes that basically have no responsibility. Therefore, it is reasonable to
think that lazy classes are associated with few or no warnings. Table 5.3
reports results for the Mann-Whitney and Cliff’s Delta tests. Results indicate
that for most of the warning categories, there is a statistically significant
difference between the two distributions, thus indicating that those categories
represent relevant features to discriminate smelly and non-smelly instances.
Turning to the analysis of the categories related to each individual tool, we
can see that PMD yields the most relevant warnings. Indeed, except for
Middle Man and Lazy Class, all the warning categories belonging to this tool
resulted to be relevant. Similarly, Checkstyle’s warning categories are very
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Table 5.3: Mann Whitney and Cliff’s Delta Statistical Test Results. We use N, S,
M, and L to indicate negligible, small, medium and large effect size
respectively. Significant values are reported in bold.

God Class Complex Class Spaghetti Code Inapp. Intimacy Lazy Class Middle Man Refused Bequest
Tool Warning p-value δ p-value δ p-value δ p-value δ p-value δ p-value δ p-value δ

Checkstyle

regexp 3.2e-68 M 9.9e-66 M 4.1e-02 N 3.1e-04 N 2.5e-01 N 8.7e-08 S 9.9e-06 N
checks 1.6e-86 L 1.7e-57 L 3.3e-13 N 4.2e-23 M 1.8e-08 S 1.7e-04 S 1e-15 S
whitespace 3e-93 L 1.6e-69 L 2.6e-17 S 1e-25 M 8.5e-01 N 4.6e-05 S 1.1e-15 S
blocks 1.5e-100 L 3.8e-68 L 1.2e-20 S 1.6e-36 M 7.7e-01 N 3.3e-18 L 1.2e-18 S
sizes 3.2e-77 L 9.7e-50 L 1.7e-04 N 4.9e-23 M 8.7e-01 N 7.4e-01 N 6.4e-02 N
javadoc 2.2e-74 L 3.8e-46 L 1.4e-10 N 3.8e-23 M 7e-04 S 1e-09 M 2.2e-10 S
indentation 3.1e-60 M 1e-38 M 1.1e-12 N 2.6e-15 S 5.2e-03 N 1.7e-04 S 2.1e-04 N
naming 1.4e-128 L 2.8e-78 L 4.8e-39 S 2.3e-29 M 3.7e-02 N 9.9e-01 N 2.8e-11 N
imports 1.1e-40 M 5.7e-27 M 3.3e-02 N 4.2e-22 M 7.5e-02 N 5.8e-01 N 4.6e-06 N
coding 2.2e-114 L 2.3e-77 L 2e-43 S 1.2e-35 M 1.7e-01 N 1.8e-01 N 5.8e-08 N
design 1.2e-68 M 1.5e-39 M 2.5e-11 N 1e-23 M 3.8e-03 N 5.8e-12 M 3.4e-05 N
modifier 6e-136 M 4.9e-103 M 1.9e-17 N 1.3e-47 S 8.1e-01 N 3.4e-01 N 1.5e-01 N

Findbugs

style 1.1e-63 S 7.9e-20 N 2.2e-120 S 4.2e-19 N 4.9e-01 N 7.3e-02 N 9.2e-07 N
correctness 2e-07 N 1.7e-02 N 4.1e-25 N 4.7e-02 N 6.1e-01 N 5.6e-01 N 1.3e-01 N
performance 1.2e-13 N 2.5e-19 N 2.5e-23 N 1.5e-37 N 9.6e-01 N 2.8e-01 N 8.2e-07 N
malicious_code 1.1e-04 N 1.3e-01 N 1.2e-04 N 8.8e-12 N 5.2e-01 N 3.1e-01 N 4.2e-01 N
bad_practice 7.3e-23 N 5.6e-03 N 2.5e-112 N 2.4e-36 S 1.3e-01 N 3.4e-08 N 8.5e-03 N
i18n 3.5e-10 N 4e-03 N 4e-101 N 8.3e-08 N 4.1e-01 N 2.6e-01 N 1.8e-01 N
mt_correctness 2.1e-10 N 3e-01 N 2.9e-21 N 4.4e-26 N 5e-01 N 6.1e-01 N 1.9e-01 N
experimental 5.5e-01 N 6.2e-01 N 6.4e-18 N 6.6e-01 N 7.4e-01 N 8e-01 N 5.2e-01 N
security 7.7e-01 N 8.1e-01 N 1.1e-79 N 8.3e-01 N 8.7e-01 N 9e-01 N 7.5e-01 N

PMD

documentation 4.1e-233 L 2.9e-145 L 1.9e-190 L 7.7e-70 L 2.9e-09 S 3.2e-03 S 4.6e-31 S
code_style 6.5e-233 L 2e-160 L 1.5e-302 L 8.3e-73 L 1.3e-08 S 2.8e-05 S 3.3e-79 L
best_practices 3.6e-166 L 3.1e-120 L 1.3e-210 L 2e-43 L 9.9e-03 N 8.9e-01 N 1.2e-66 M
design 1.6e-236 L 1.1e-164 L 0e+00 L 1.8e-62 L 1.3e-06 S 7.4e-01 N 2e-63 M
error_prone 4.2e-239 L 1.9e-162 L 0e+00 L 2.1e-59 L 1.3e-04 S 1.7e-01 N 3.9e-67 M
multithreading 3.7e-177 M 5.3e-109 M 4.2e-93 S 1.3e-22 S 8.9e-01 N 3.6e-01 N 1.3e-16 N
performance 1.2e-285 L 4.7e-204 L 0e+00 L 2.2e-95 L 5.3e-08 S 6.8e-01 N 7.5e-62 M

relevant for six out of the seven code smells considered. Finally, the warnings
generated by Findbugs are those showing the smaller differences between the
two considered distributions.
¤SummingUp: Results of our distribution analysis indicate that warnings
generated by Automatic Static Analysis Tools could be good indicator of
the presence of code smell instances. While Checkstyle and PMD generate
a wide set of significant warnings, Findbugs’s warnings seem to be less
correlated with code smells.

5.2.2 RQ2. Contribution of static analysis warnings in code smell detection.

Table 5.4 reports the mean information gain values obtained by the metrics
composing the 21 models built in our study. For the sake of readability, we
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Table 5.4: Information Gain of our independent variables for each static analysis
tool.

Checkstyle FindBugs PMD
Code Smell Metric Mean Metric Mean Metric Mean

God Class
Indentation 0.03 Style 0.02 Code Style 0.03
Blocks 0.03 Bad Practice 0.01 Documentation 0.03
Sizes 0.03 I18N 0.01 Error Prone 0.03

Complex
Class

Indentation 0.04 Style 0.02 Code Style 0.03
Blocks 0.04 Security 0.01 Design 0.03
Sizes 0.03 Malicious Code 0.01 Error Prone 0.03

Spaghetti
Code

Indentation 0.03 I18N 0.01 Error Prone 0.03
Blocks 0.02 Security 0.01 Code Style 0.03
Coding 0.02 Correctness 0.01 Design 0.03

Inappropriate
Intimacy

Whitespace 0.01 Bad Practice 0.02 Code Style 0.01
Indentation 0.01 Style 0.01 Error Prone 0.01
Javadoc 0.01 Correctness 0.01 Design 0.01

Lazy Class
Javadoc 0.01 Security 0.01 Code Style 0.01
Sizes 0.01 Malicious Code 0.01 Documentation 0.01
Indentation 0.01 Correctness 0.01 Design 0.01

Middle Man
Indentation 0.01 Security 0.01 Error Prone 0.01
Design 0.01 Malicious Code 0.01 Documentation 0.01
Checks 0.01 Correctness 0.01 Code Style 0.01

Refused
Bequest

Indentation 0.01 Style 0.01 Code Style 0.01
Checks 0.01 Security 0.01 Error Prone 0.01
Design 0.01 Malicious Code 0.01 Design 0.01

just reported the three most relevant warning categories for each model, i.e.,
one for each tool-smell combination.

Looking at the achieved results, the first thing to notice is that, depending
on the code smell type, the warning types could have different weights: this
practically means that a machine learner for code smell identification should
exploit different features depending on the target code smell rather than rely
on a unique set of metrics to detect them all. As an example, the Indentation
type of Checkstyle provides different information gain based on the specific
code smell type. This seems to suggest that not all warnings would have the
same impact on the performance of various code smell detectors.

When analyzing the most powerful features of Checkstyle and PMD, we
could notice that features related to source code readability are constantly
at the top of the ranked list for all the considered code smells. This is, for
instance, the case of the Indentation warnings given by Checkstyle or
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the Code Style metrics highlighted by PMD. The most relevant warnings
also seem to be strongly related to specific code smells: as an example, the
presence of a high number of blocks having a large size might strongly affect
the likelihood to have a God Class or or a Complex Class smell; similarly,
design-related issues are the most characterizing aspects of a Spaghetti Code
or a Middle Man. In other words, from this analysis, we could delineate a
relation between the most relevant warnings highlighted by Checkstyle and
PMD and the specific code smells considered in this study.
A different discussion should be done for FindBugs: in this case, the

most powerful metrics mostly relate to Performance or Security, which are
supposed to cover different code issues than code smells. As such, we expect
this static analysis tool to have lower performance when used for code smell
detection.
Finally, it is worth noting that the information gain of the considered

features seems to be generally low. On the one hand, this may potentially
imply a low capability of the features when employed within a machine
learning model. On the other hand, it may also be the case that such a little
information would already be enough to characterize and predict the existence
of code smell instances. The next sections address this point further.

¤ Summing Up: Generally, the considered features provide low infor-
mation gain. The most relevant features are related to readability issues
when relying on the models built on top of Checkstyle and PMD (e.g.,
Indentation, Code Style). As for FindBugs, the most relevant features
relate to other non functional aspects, e.g., Performance, Security.

Table 5.5: Aggregate results reporting the performance of the models built with the
warning generated by the three static automatic tools.

Checkstyle FindBugs PMD
Prec. Recall FM MCC Prec. Recall FM MCC Prec. Recall FM MCC

God Class 0.01 0.62 0.02 0.04 0.01 0.25 0.01 0.01 0.43 0.52 0.47 0.47
Complex Class 0.01 0.48 0.01 0.02 0.00 0.22 0.01 0.00 0.28 0.35 0.31 0.31
Spaghetti Code 0.02 0.43 0.03 0.05 0.01 0.19 0.02 0.00 0.26 0.22 0.24 0.23
Inappropriate Intimacy 0.01 0.44 0.01 0.03 0.00 0.31 0.00 -0.01 0.08 0.17 0.11 0.11
Lazy Class 0.01 0.13 0.01 0.02 0.00 0.63 0.00 -0.01 0.04 0.11 0.06 0.06
Middle Man 0.00 0.15 0.00 -0.02 0.00 0.66 0.00 0.01 0.08 0.03 0.04 0.05
Refused Bequest 0.01 0.38 0.01 0.00 0.01 0.50 0.01 0.00 0.27 0.14 0.18 0.19
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Figure 5.2: Boxplots representing the MCC values obtained by Random Forest
trained on static analysis warnings for code smells detection.

5.2.3 RQ3. The role of static analysis warnings in code smell detection.

Figure 5.2 reports the performance capabilities in terms of MCC of the
models built using the warnings given by Checkstyle, FindBugs, and PMD,
respectively. In this section, we only discuss the overall results obtained with
the best configuration of the models, namely the one considering Random
Forest as classifier and Class Balancer as data balancing algorithm.

We can immediately point out that the models built using the warnings of
static analysis tools have very low performance. In almost all cases, indeed,
the MCCs show median values that are very close to zero, indicating a very
low, if not even null correlation between the set of detected and the set
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Figure 5.3: Plots representing the results of Nemenyi test for statistical significance
between the MCC values obtained by Random Forest trained on static
analysis warnings for code smells detection.

of actual smelly instances. This result is in line with previous studies on
the application of machine learning for code smell detection [71]. As an
example, we previously reported that models built using code metrics of
the Chidamber-Kemerer suite [50] work worst than a constant classifier that
always considers an instance as non-smelly.

The reasons behind the low MCC values could be various. This coefficient
is computed by combining true positives, true negatives, false positives, and
false negatives altogether; as such, having a clear understanding of the factors
impacting those values is not trivial. In an effort of determining these reasons,
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Table 5.5 provides a more detailed overview of the performance of the models
for each of the considered tools and code smells.
The first aspect to consider is that, when considering Checkstyle and

FindBugs, the low performance could be due to the high false-positive
rate. Indeed, despite the moderately high recall, the results are negatively
influenced by the very low precision that is always close to zero. A different
conclusion must be drawn for PMD. The results show similar precision and
recall values when considering the code smells individually, but these values
are higher or lower depending on the specific code smell type. In other words,
our results indicate that the models built using the warnings provided by
this tool could achieve higher or lower performance, depending on the smell
considered—hence, the capabilities of these models cannot be generalized to
all code smells.

Another important aspect to take into account is the different behaviour of
the three models with respect to the code smell to detect. While Checkstyle
and PMD achieve better performance in detecting God Class, Complex Class,
and Spaghetti Code, FindBugs gives its best in the detection of Lazy Class,
Middle Man, and Refused Bequest.

Figure 5.3 confirms the discussion above. Indeed, by analyzing the statistical
difference between models with respect to code smells, we can notice that
PMD performance are statistically better than the other two models when
detecting God Class instances. In the cases of Lazy Class and Inappropriate
Intimacy code smells, instead, models built with warning generated by
Checkstyle, and FindBugs performs significantly better than those relying
on PMD warnings.
Nonetheless, despite the negative results achieved so far, it is worth

reflecting on two specific aspects coming from our analysis. On the one hand,
for each code smell there is at least one tool whose warnings are able to catch
a good number of smelly instances (i.e., recall ≈ 50%). On the other hand,
different warning categories achieve higher performance on different sets of
code smells. Based on these two considerations, we conjectured that higher
performance could be potentially achieved when combining the warnings
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generated by the three static analysis tools. Next paragraphs address this point
deeply.

¤ Summing Up: Machine-Learning based code smell detection ap-
proaches using static analysis warning as independent variables generally
achieve low performance. Specifically, in many cases, those approaches
achieve a good recall but a very bad precision, indicating a high false-
positive rate. Differences in the performance achieved by the three warning
categories with respect to the code smell analyzed could indicate that a
combination of these categories could help achieving higher performance.

Table 5.6: Overlap analysis between Checkstyle and Findbugs.

Code Smell CS ∩ FB CS \ FB FB \ CS
God Class 7% 47% 46%
Complex Class 11% 37% 52%
Spaghetti Code 5% 70% 25%
Inappropriate Intimacy 8% 23% 69%
Lazy Class 0% 7% 93%
Middle Man 8% 0% 92%
Refused Bequest 21% 25% 54%

5.2.4 RQ4. Orthogonality of the Prediction Models.

In the context of the fourth research question, we sought to move toward a
combination of warning types coming from different static analysis tools
for code smell detection. Let discuss the results by analyzing Table 5.6,
that reports the overlap between the model using the warnings generated by
Checkstyle and the one built on the FindBugs warnings. It is interesting to
observe that there is a very high complementarity between the two models,
regardless on the code smell considered. Indeed, only a small portion of smelly
instances are correctly identified by both the models, i.e., (CS ∩ FB) ≤
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21%. Moreover, the percentage of instances correctly classified by only one
of the models is generally high, indicating such complementarity.

Table 5.7: Overlap analysis between Checkstyle and PMD.
Code Smell CS ∩ PMD CS \ PMD PMD \ CS
God Class 0% 98% 2%
Complex Class 0% 98% 2%
Spaghetti Code 2% 94% 4%
Inappropriate Intimacy 33% 60% 7%
Lazy Class 0% 100% 0%
Middle Man 0% 100% 0%
Refused Bequest 0% 100% 0%

Table 5.7 show the results of the overlap between the models built on
Checkstyle and PMD warnings. The table immediately suggests that PMD
provides a very limited contribution in terms of smelly instances detected.
Results suggest that for almost all code smells, Checkstyle alone could
achieve the same results, if not even better, of a possible combination of the
two tools.

Table 5.8: Overlap analysis between Findbugs and PMD.

Code Smell FB ∩ PMD FB \ PMD PMD \ FB
God Class 1% 98% 1%
Complex Class 0% 98% 2%
Spaghetti Code 2% 87% 11%
Inappropriate Intimacy 10% 84% 6%
Lazy Class 0% 100% 0%
Middle Man 0% 100% 0%
Refused Bequest 0% 100% 0%

Table 5.8 provides the overlap results for FindBugs and PMD. These results
deserve a discussion similar to the previous one. Indeed, as we discussed
above, also in this case PMD does not provide an important contribution.
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Most of the correctly classified instances are indeed provided by the model
built only on FindBugs warnings.

Table 5.9: Overlap Analysis considering each tool independently.
Code Smell CS \ (FB ∪ PMD) FB \ (CS ∪ PMD) PMD \ (CS ∪ FB) CS ∩ FB ∩ PMD
God Class 44% 56% 0% 0%
Complex Class 38% 59% 2% 0%
Spaghetti Code 74% 23% 2% 1%
Inappropriate Intimacy 40% 46% 1% 13%
Lazy Class 4% 95% 1% 0%
Middle Man 21% 79% 0% 0%
Refused Bequest 36% 62% 2% 0%

Finally, looking at the overlap results for all the three models, shown in
Table 5.9, we can confirm the above results. The low percentage of instances
that are simultaneously correctly detected as smelly by all three approaches
indicates a high complementarity between the instances detected by the
three tools, i.e., different tools are able to detect different sets of smelly
instances. Such complementarity is an indicator that better performance could
be achieved by combining the warnings generated by the three tools in a
unique, unified, detection model.

¤ Summing Up: Machine Learning code smell detection models built on
the warning generated by different tools are highly complementary. Both
Checkstyle and FindBugs are able to identify a great number of instances
that are not detected by the other. PMD detects instances undiscovered by
the others only in a limited number of cases.

5.2.5 RQ5. Toward a Combination of Automated Static Analysis Tools for
Code Smell Detection.

In the context of this RQ, we defined and evaluated a combined model. As
explained in Section 5.2.2, we faced the problem by first measuring the
potential information gain by the warning types when put all together and
then considering the most relevant warnings for the definition of a more
effective combination.
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Table 5.10: Information Gain of our independent variables for the combined model.

Combined model
Code Smell Metric Mean

God Class
Code.Style 0.03
Documentation 0.02
Design 0.02

Complex Class
Code Style 0.03
Design 0.02
Error Prone 0.02

Spaghetti Code
Error Prone 0.03
Code Style 0.02
Design 0.02

Inappropriate
Intimacy

Code Style 0.01
Whitespace 0.01
Design 0.01

Lazy Class
Javadoc 0.01
Sizes 0.01
Code Style 0.01

Middle Man
Imports 0.01
Design 0.01
Checks 0.01

Refused Bequest
Code Style 0.01
Error Prone 0.01
Documentation 0.01

Table 5.10 reports the information gain values obtained by the metrics
composing the combined models. Also in this case, for the sake of readability
we only reported the three most relevant categories for each model.
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Looking at the table, the first consideration we can do is that readability-
related features remain relevant evenwhen considering all the features together.
Some examples are Code Style for God Class or Javadoc for Lazy Class.
Differently, features related to performance and security aspects, that have
been shown to be relevant in the models built only on FindBugs warnings,
are no longer important when combining the tools.
Another important aspect is related to the presence of design-related

features in the list of the most relevant predictors. Those features, that are the
more in-line with the definition of code smell, were surprisingly excluded
in the context of our RQ2. The fact that they become more relevant when
the three tools are combined may represent an indicator of the fact that a
combined model can outperform the models discussed in RQ3.

Table 5.11: Results reporting the performance of the model built by combining the
warning generated by the three static automatic tools.

Checkstyle FindBugs PMD Combined
Prec. Recall FM MCC Prec. Recall FM MCC Prec. Recall FM MCC Prec. Recall FM MCC

God Class 0.01 0.62 0.02 0.04 0.01 0.25 0.01 0.01 0.43 0.52 0.47 0.47 0.49 0.47 0.48 0.48
Complex Class 0.01 0.48 0.01 0.02 0.00 0.22 0.01 0.00 0.28 0.35 0.31 0.31 0.34 0.34 0.34 0.34
Spaghetti Code 0.02 0.43 0.03 0.05 0.01 0.19 0.02 0.00 0.26 0.22 0.24 0.23 0.31 0.19 0.24 0.24
Inappropriate Intimacy 0.01 0.44 0.01 0.03 0.00 0.31 0.00 -0.01 0.08 0.17 0.11 0.11 0.21 0.15 0.17 0.17
Lazy Class 0.01 0.13 0.01 0.02 0.00 0.63 0.00 -0.01 0.04 0.11 0.06 0.06 0.17 0.12 0.14 0.14
Middle Man 0.00 0.15 0.00 -0.02 0.00 0.66 0.00 0.01 0.08 0.03 0.04 0.05 0.56 0.07 0.13 0.20
Refused Bequest 0.01 0.38 0.01 0.00 0.01 0.50 0.01 0.00 0.27 0.14 0.18 0.19 0.39 0.09 0.15 0.18

Table 5.11 and Figure 5.4 show the performance of the combined model.
As we can see, there is a general improvement, particularly in terms of
precision—hence confirming our hypothesis on the potential of combining
features of different static analysis tools to reduce false positives. The MCC
values, ranging between 14% and 48% are clearly better than the one provided
by the single models, as discussed in RQ3. Results of Nemenyi test, reported
in Figure 5.5, evidenced a clear statistical difference between the MCCs
achieved by the combined model and the ones provided by single-tool models.
However, unfortunately, these results still indicate the unsuitability of machine
learning approaches for code smell detection, as already proven in previous
studies in the field [71].
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Figure 5.4: Boxplots representing the MCC values obtained by Random Forest
trained on static analysis warnings for code smells detection.

¤ Summing Up: Design-related features become important when the
tool’s warnings are combined. The combined model outperforms the three
models described in RQ3. However, the overall performance is still quite
low, reinforcing past findings about the unsuitability of ML-based code
smell detection approaches.

5.2.6 RQ6. Comparison with a baseline machine learner.

Table 5.12 and Figure 5.6 report the results regarding the comparison of the
performance achieved by the model that uses the combination of the warnings
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Figure 5.5: Plots representing the results of Nemenyi test for statistical significance
between the MCC values obtained by Random Forest trained on static
analysis warnings for code smells detection.

generated by the three ASATs considered, and the model using structural
information as predictors. The first consideration is that the model using the
warnings generated by the three ASATs seems to slightly outperform the
model using structural information for almost all the code smell types. In
particular, this is the case of Lazy Class, Inappropriate Intimacy, Refused
Bequest, and Middle Man. These four smells do not have a direct correlation
with structural information given to the structural classifier. For instance,
while we can use simple structural metrics such as size and complexity
to identify God Class and Spaghetti Code instances, the ML model using
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Table 5.12: Aggregate results reporting the comparison of the warning-based model
with the metric-based one.

Warning Metric
Prec. Recall FM MCC Prec. Recall FM MCC

God Class 0.49 0.47 0.48 0.48 0.30 0.83 0.44 0.49
Complex Class 0.34 0.34 0.34 0.34 0.18 0.61 0.27 0.32
Spaghetti Code 0.31 0.19 0.24 0.24 0.15 0.34 0.21 0.22
Inappropriate Intimacy 0.21 0.15 0.17 0.17 0.10 0.23 0.14 0.15
Lazy Class 0.17 0.12 0.14 0.14 0.00 0.00 0.00 0.00
Middle Man 0.56 0.07 0.13 0.20 0.00 0.00 0.00 0.00
Refused Bequest 0.39 0.09 0.15 0.18 0.21 0.02 0.03 0.06

structural information does not include precise metrics describing other
aspects such as laziness or intimacy level between classes.

The results of the Nemenyi test depicted in Figure 5.7, confirm that in the
cases described above there is a statistically significant difference in the two
distributions. On the other hand, with respect to God Class, and Spaghetti
Code it is not possible to clearly establish which of the models perform better.

¤ Summing Up: TheMLmodel using ASATs warnings and the one using
structural information achieve very similar performance in detecting code
smells whose definition is strictly correlated with the structural information
involved. In all the other cases, the model using warning categories as
predictors appears to have better detection capabilities than the one using
only structural information.

5.2.7 RQ7. Orthogonality between the warning- and metric-based Detection
Models.

Table 5.13 reports results of the complementarity analysis conducted
between thewarning- and themetric-basedmachine learning detectionmodels.
The most evident result is that, regardless of the code smell considered, the
two techniques show a strong overlap, i.e., most of the smelly instances
identified by a technique are also identified by the other. Such a strong
overlap could indicate that using metrics and warnings in combination would
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Figure 5.6: Boxplots representing the MCC values obtained by Random Forest
trained on static analysis warnings and structural metrics for code smells
detection.

not lead to performance improvements. This is particularly true for Lazy
Class, Refused Bequest, and Middle Man for which there is a very small
complementarity. However, as forGod Class, Complex Class, Spaghetti Code,
and Inappropriate Intimacy, results show that there exist a number of smelly
instances that only one of the techniques is able to detect, thus indicating a
complementarity, even if limited. Therefore, it could be still worth to assess
the performance achieved by a machine learner based on both warnings and
structural metrics.
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Figure 5.7: Plots representing the results of Nemenyi test for statistical significance
between the MCC values obtained by Random Forest trained on static
analysis warnings and structural metrics for code smells detection.

¤ Summing Up: The warning- and the metric-based machine learning
code smell detection models have a strong overlap, regardless of the
smell considered. However, since in some cases the results showed a
complementarity, although limited, we think that a combination of these
two set of predictors could still lead to a performance improvement.

5.2.8 RQ8. Combining static analysis warnings and code metrics.

Table 5.14 and Figure 5.8 report the results of the performance achieved
by the two model based only on ASATs warnings and code metrics, and
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Table 5.13: Overlap analysis between the warning- and metric-based Detection
Models.

Code Smell Warning ∩Metric Warning \Metric Metric \Warning
God Class 81% 11% 6%
Complex Class 76% 16% 8%
Spaghetti Code 72% 18% 10%
Inappropriate Intimacy 64% 22% 22%
Lazy Class 98% 1% 1%
Middle Man 86% 9% 5%
Refused Bequest 89% 7% 4%

Table 5.14: Aggregate results reporting the comparison of the combined model with
the model combining warnings categories and structural metrics.

Warning Metric Combined
Prec. Recall FM MCC Prec. Recall FM MCC Prec. Recall FM MCC

God Class 0.49 0.47 0.48 0.48 0.30 0.83 0.44 0.49 0.53 0.58 0.56 0.55
Complex Class 0.34 0.34 0.34 0.34 0.18 0.61 0.27 0.32 0.39 0.43 0.41 0.41
Spaghetti Code 0.31 0.19 0.24 0.24 0.15 0.34 0.21 0.22 0.36 0.21 0.25 0.27
Inappropriate Intimacy 0.21 0.15 0.17 0.17 0.10 0.23 0.14 0.15 0.08 0.09 0.10 0.11
Lazy Class 0.17 0.12 0.14 0.14 0.00 0.00 0.00 0.00 0.19 0.12 0.15 0.15
Middle Man 0.56 0.07 0.13 0.20 0.00 0.00 0.00 0.00 0.17 0.06 0.10 0.13
Refused Bequest 0.39 0.09 0.15 0.18 0.21 0.02 0.03 0.06 0.34 0.14 0.20 0.21

the one combining warnings and structural information. Regardless of the
considered code smell type, the full model, i.e., the one considering both
warnings and structural metrics, appears to slightly outperform the other two.
This is particularly true for God Class, Complex Class, Spaghetti Code, and
Inappropriate Intimacy.
Nemenyi test results, reported in Figure 5.9, confirm that for God Class,

Complex Class, and Inappropriate Intimacy the full model performs signifi-
cantly better than the others. This result is in line with RQ7 findings. Indeed,
a higher complementarity has been shown for such smells, therefore the
combined model is able to significantly improve the performance of warning-
and metric-based machine learners.
The reported results clearly indicate that adding more information to ML

classifiers helps to improve the overall performance in most cases. However,
on the other hand, there is still the need of defining a set of metrics that
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Figure 5.8: Boxplots representing the MCC values obtained by Random Forest
trained on static analysis warnings and on the combination of static
analysis warnings with structural metrics for code smells detection.

could further improve code smell detection techniques’ performance. Our
suggestion for future studies is to involve a wider set of predictors of various
kinds (e.g., structural, textual, historical) in order to give the classifiers as
much information as possible.

¤ Summing Up: The model combining warning categories and struc-
tural information significantly outperforms the one based only on ASATs
warnings in most of the cases. Adding other metrics to the model could be
a winning strategy for future improvements.
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Figure 5.9: Plots representing the results of Nemenyi test for statistical significance
between the MCC values obtained by Random Forest trained on static
analysis warnings and on the combination of static analysis warnings
with structural metrics for code smells detection.

5.3 conclusion

In this chapter, we assessed the adequacy of static analysis warnings in the
context of code smell detection. We started by analyzing the contribution
given by each warning type to the detection of seven code smell types.
Then, we measured the performance of machine learning models using static
analysis warnings as features and aiming at identifying the presence of code
smells.
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The results achieved when experimenting the individual models revealed
low performance: this was mainly due to their poor precision. In an effort of
dealing with such low performance, we considered the possibility to combine
the warnings raised by different static analysis tools: in this regard, we first
measured the orthogonality of the code smell instances correctly identified
by machine learners exploiting different warnings; then, we combined these
warnings in a combined model.

The results of our study reported that, while a combined model can
significantly improve the performance of the individual models, it yields
a similar accuracy than the one of a random classifier. We also found out
that machine learning models built using static analysis warnings reach a
particularly low accuracy when considering code smells targeting coupling
and inheritance properties of source code.



6
D E V E L O P E R- D R I V E N C O D E S M E L L
P R I O R I T I Z AT I O N

This chapter presents the first step toward the concept of developer-driven
code smell prioritization as an alternative and more pragmatic solution to the
problem of code smell detection: Rather than ranking code smell instances
based on their severity computed using software metrics, we propose to
prioritize them according to the criticality perceived by developers.
In particular, we first perform surveys to collect a dataset composed

of developers’ perception of the severity of 1,332 code smell instances—
pertaining to four different types of design problems—for which original
developers rated their actual criticality and then propose a novel supervised
approach that learns from such labeled data to rank unseen code smell
instances. Afterwards, we conduct an empirical study to (1) verify the
performance of our prioritization approach, (2) understand what are the
features that contribute most to model the developer’s perceived criticality of
code smells, and (3) compare our approach with the state-of-the-art baseline
proposed by Arcelli Fontana and Zanoni [86]. The key differences between
our approach and the baseline considered for the comparison are (i) the usage
of different kinds of predictors (e.g., process metrics) rather than considering
only structural ones, and (ii) the definition of a dependent variable based on
the developers’ perception.
To sum up, this chapter provides the following contributions:

1. A new dataset reporting the criticality perceived by original developers
with respect to 1,332 code smell instances of four different types, which
can be further used by the community to build upon our research;

2. The first machine learning-based approach to prioritize code smells
according to the real developers’ perceived criticality;

95
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3. An empirical study that showcases the performance of our approach,
the importance of the employed features, and the reasons why our
technique goes beyond the state-of-the-art;

6.1 dataset construction

To perform our empirical study, we needed to collect a dataset reporting the
perceived criticality of a set of code smells large enough to train a machine
learning model. To this aim, we first defined the objects of the study, namely
(1) a set of software projects and (2) the code smell types we were interested
in with their corresponding detectors; Then, we inquired the subjects of our
study, namely the original developers of the considered projects, in order to
collect their perceived criticality of the code smell instances detected on their
codebase. The next subsections describe the various steps we followed to
build our dataset.

6.1.1 Selecting projects

The context of the study consisted of nine open-source projects belonging to
two major ecosystems such as Apache1 and Eclipse.2 Basic information and
statistics about the selected projects are summarized in Table 6.1. Specifically,
for each considered project, we report (i) the total number of commits available
in its change history, (ii) the total number of contributors, and (iii) the size as
the number of classes and KLOCs. The selection of these projects was driven
by a number of factors. In the first place, we only focused on open-source
projects since we needed to access source code to detect the considered design
flaws. Similarly, we limited ourselves to Java systems as most of the smells,
as well as code smell detectors, have been only defined for this programming
language [15, 229, 249]. Furthermore, we aimed at analyzing projects having
different (a) codebase size, (b) domain, (c) longevity, (d) activity, and (e)
population. As such, starting from the set of 2, 576 open-source systems

1 https://www.apache.org
2 https://www.eclipse.org/org/
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Table 6.1: Software Projects in Our Dataset.
Project #Commits #Devs #Classes KLOCs

Apache Mahout 3,054 55 813 204
Apache Cassandra 2,026 128 586 111
Apache Lucene 3,784 62 5,506 142
Apache Cayenne 3,472 21 2,854 542
Apache Pig 2,432 24 826 372
Apache Jackrabbit 2,924 22 872 527
Apache Jena 1,489 38 663 231
Eclipse CDT 5,961 31 1,415 249
Eclipse CFX 2,276 21 655 106

Overall 32,889 436 5,506 542

written in Java and belonging to the two considered ecosystems available at
the time of the analysis on Github,3 we only took into account those having a
number of classes higher than 500, with a change history at least 5 years long,
having at least 1, 000 commits, and with a number of contributors higher than
20. This filter gave us a total of 682 systems: of these, we randomly selected
9 of them.

6.1.2 Selecting code smells

We focused on four class-level types of code smells, namely Blob (or God
Class), Complex Class, Spaghetti Code, and Shotgun Surgery (see Table
2.1 for descriptions.
Three specific factors drove the selection of these four code smell types.

First, they have been shown to be highly diffused in real software systems [226],
thus allowing us to target code smells that are relevant in practice. Second,
they are reported to negatively impact maintainability, comprehensibility,
and/or testability of software systems [104, 137, 226]: as such, we could
investigate design flaws that practitioners may be more able to analyze and
assess. Finally, previous findings [227, 288, 330] showed not only that they are

3 https://github.com
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actual problems from the developer’s perspective, but also that their criticality
can be accurately assessed by practitioners, thus mitigating potential problems
due to the presence of the so-called conceptual false positives [83], i.e., code
smell instances detected as such by automated tools but not representing
issues for developers.

6.1.3 Selecting code smell detectors

Once we had selected the specific code smells object of our investigation,
we then proceeded with the choice of automated code smell detectors that
could identify them. Among all the available solutions proposed so far by
researchers [78], we opted for Decor [197] and Hist [228]. The first was
selected to identify instances of Blob, Complex Class, and Spaghetti Code,
while the latter for the detection of Shotgun Surgery.

More specifically, Decor is an automated solution which adopts a set
of “rule cards”,4 namely rules able to describe the intrinsic characteristics
that a class must have to be affected by a certain code smell type. In the
case of Blob, the approach identifies it when a class has a Lack of Cohesion
of Method (LCOM5) [122] higher than α, a total number of methods and
attributes higher than β, it is associated to many data classes (i.e., classes
having just get and set methods), and has a name having a suffix in the set
{Process, Control, Command, Manage, Drive, System}, where α and β are
relative threshold values. When detecting Complex Class instances, Decor
computes the Weighted Methods per Class metric (WMC), i.e., the sum
of the cyclomatic complexity of all methods of the class [191], and marks
a class as smelly if the WMC is higher than a defined threshold. Finally,
Spaghetti Code instances are represented by classes presenting (i) at least
one method without parameters and having a number of lines of code higher
than a defined threshold, (ii) no inheritance, as indicated by the Depth of
Inheritance Tree metric (DIT) [50] which must be equal to 1, and (iii) a
name suggesting procedural programming, thus having as prefix/suffix a
word in the set {Make, Create, Exec}. There are two key reasons leading us

4 http://www.ptidej.net/research/designsmells/
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to rely on Decor for the detection of these three smells. In the first place, this
detector has been employed in several previous studies on code smells [131,
138, 179, 236, 238], showing good results when considering both precision
and recall. At the same time, it implements a lightweight mechanism with
respect to other existing approaches (e.g., textual-based techniques relying
on information retrieval [234, 241]): the scalability of Decor allows us to
perform an efficient detection on the large systems considered in the study.
Turning our attention to the detection of Shotgun Surgery, the discussion

is different. Approaches based on source code analysis are poorly effective
for the detection of this smell [228]; for instance, the approach proposed by
Rao and Reddy [263]—which computes coupling metrics to build a change
probability matrix that is then filtered to detect the smell—was not able to
identify any Shotgun Surgery instance when applied in large-scale studies
[228]. For this reason, we relied on Hist [228], a historical-based technique
that (1) computes association rules [4] to identify methods of different classes
that often change together and (2) identifies instances of the smell if a class
contains at least one method that frequently changes with methods present in
more than 3 different classes. Such a historical-based approach has shown
an F-Measure close to 92% [228], thus representing a suitable solution for
conducting our study.
On a technical note, we relied on the original implementations of Decor

and Hist, hence avoiding potential threats to construct validity due to re-
implementations.

6.1.4 Collecting the criticality of code smells

The last step required to build our dataset was the actual detection of code
smells in the considered systems and the subsequent inquiry on their criticality.
We followed a similar strategy as Silva et al.[273]: in short, in a time period
of 6 months, from January 1st to June 30th, 2018, we monitored the activities
performed on the selected repositories and, as soon as a developer committed
changes to classes affected by any of the considered smells, we sent an e-mail
to that developer to ask (i) whether s/he actually perceived/recognized the
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presence of a code smell and (ii) if so, rate its criticality using a Likert scale
from 1 (very low) to 5 (very high) [163].
In particular, we built an automated mechanism that fetched—using the
git-fetch command—commits from the repositories to a local copy on a
daily basis. This gave us the possibility to generate the list of classes modified
during the workday. At this point, we performed the actual smell detection. In
the case of Decor, we parsed each modified class and run the detection rules
described in Section 6.1.3 to identify instances of Blob, Complex Class, and
Spaghetti Code. As for Hist, it requires information about the change history
of the involved classes: for this reason, before running the Shotgun Surgery
detection algorithm, we mined the log file of the projects to retrieve the set of
changes applied on the classes modified during the workday. Through the
procedure described so far, we obtained a list of smelly classes, and, for each
of them, we stored the e-mail address of the developer who committed changes
on it. Afterwards, we manually double-checked the smelly classes given
by the automated tools with the aim of discarding possible false positives,
thus avoiding asking developers useless information. Overall, the code smell
detection phase resulted in a total of 2, 675 candidate code smells. Of these,
we discarded 455 (≈17%) false positives.

Finally, we sent e-mails to the original developers. In the text, we first
presented ourselves and then explained that our analysis tool suggested that
the developer likely worked on a class affected by a design issue—without
revealing the exact code smell to avoid confirmation bias [216]. Then we
asked three specific questions:

1. Were you aware of the presence of a design flaw?

2. If yes to question (1), may you please briefly describe the type of design
flaw affecting the class?

3. If yes to question (1), may you please rate the criticality of the design
flaw from 1O (very low) to 5O (very high)?

We asked the first question to make sure that the contacted developers
perceived classes as affected by code smells. If not, they could not obviously
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provide meaningful information on their criticality, and the answers were dis-
carded. Otherwise, we further asked to explain the design problem perceived,
so that we could understand if developers were actually aware of the specific
smell. When receiving the answers, we checked if the explanation given by
developers was in line with the definition of the smell: for instance, one
developer was contacted to rate the criticality of a Blob class and explained
that “[the class] is a well-known problem, it is huge in size and has high
coupling”, thus indicating that s/he correctly recognized the smell we were
proposing to him/her. In these cases, we considered the answer to the third
question valid, otherwise we discarded it. Note that if a code smell was
detected in the same class more than once, we did not send any e-mail to not
bother the developers multiple times for the same class.

As an outcome, we sent a total of 1, 733 e-mails to 372 distinct developers,
i.e., an average of 0.77 e-mails per month per developer, while 487 code
smells affected the same classes multiple times and, therefore, we avoided
sending e-mails for them. Moreover, we could not assess the criticality of 310
code smells because the 139 developers responsible for them did not reply to
our e-mails. Also, we had to discard 91 answers received since the contacted
developers did not perceive the presence of code smells, i.e., they answered
‘no’ to question (1).

Hence, we finally gathered 1, 332 valid answers coming from 233 de-
velopers: the high response rate (62%) is in line with previous works that
implemented a similar recruitment strategy [238, 273] and indicates that
contacting developers immediately after their activities with short surveys
not only increases the chances of receiving accurate answers [273], but also
helps increasing their overall responsiveness. As a final note, the 1, 332 code
smell instances evaluated were almost equally distributed among the four
considered types of design flaw: indeed, we had answers for 341 Blob, 349
Complex Class, 313 Spaghetti Code, and 329 Shotgun Surgery instances.
Also, the criticality values assigned by developers to each smell type were
almost uniformly distributed over the possible ratings (1O to 5O).
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6.2 a novel code smells prioritization approach and its
evaluation

The goal of our study is to define and assess the feasibility of using a machine
learning-based solution to prioritize code smells according to their perceived
criticality, with the purpose of providing developers with recommendations
that are more aligned to the way they actually refactor source code. The
perspective is of both practitioners and researchers: the former are interested
in adopting more practical solutions to prioritize refactoring activities, while
the latter are interested in assessing how well machine learning can be
employed to model developer’s criticality of code smells.

6.2.1 Research Questions

The empirical study revolves around three main research questions (RQs).
We started with the definition of a machine learning-based approach to model
the developer’s perceived criticality of code smells. Starting from the dataset
built following the strategy reported in Section 6.1, we defined dependent
and independent variables of the model as well as the appropriate machine
learning algorithms to deal with the problem. These steps led to the definition
of our first research question:

RQ1. Can we predict developer’s perception of the criticality of a code
smell?

Besides assessing the model as a whole, we then took a closer look at the
contributions given by the independent variables exploited, namely what are
the features that help the most when classifying the perceived criticality of
code smells. This step allowed us to verify some of the conjectures made
when defining the set of independent variables to be used. Hence, we asked:

RQ2. What are the features of the proposed approach that contribute most
to its predictive performance?
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As a final step of our investigation, we considered the literature in the field
to identify existing code smell prioritization approaches that can be used as
baselines, thus allowing us to assess how useful our technique can be when
compared to existing approaches. This led to our final research question:

RQ3. How does our approach perform when compared with existing code
smell prioritization techniques?

In the next sections, we describe themethodological details of the evaluation
of the proposed approach.

6.2.2 RQ1. Defining and assessing the performance of the prioritization
approach

To address RQ1, we defined a novel code smell prioritization approach
that aims at classifying smell instances based on the developer’s perceived
criticality using machine learning algorithms. This implied the definition of
an appropriate set of independent variables able to predict the dependent
variable, i.e., the developer’s perception, as well as the proper algorithms and
their configuration.
Dependent Variable. As a first step, we defined the developer’s perceived
criticality of code smells as a variable that the model has to estimate. The
dataset described in Section 6.1 reports, for each code smell instance, a value
ranging from 1 to 5 describing the perceived criticality of that instance. Thus,
we mapped the problem as a classification one [54], namely we took into
account the case in which the learner has to classify the criticality of code
smells in multiple categorical classes [54]. In this case, we converted the
integers of our dataset in nominal values in the set {low, medium, high}: if a
code smell instance was associated to 1 or 2 in the original dataset, then we
considered its perceived criticality as low; if it was equal to 3, we converted
its value in medium; otherwise, we considered its criticality as high. With
this mapping, we merged the values assigned by developers in order to build
three main classes. This was a conscious decision given by experimental
tests: indeed, when experimenting with a 5-point classification problem, we
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Table 6.2: Software metrics used as independent variables split by categories - The
motivations for their use are also reported.

Metric Acronym Description

Product metrics. Cohesion, coupling, and complexity may lower code quality and affect the perceived criticality of code smells [227, 283, 288].
Lines of Code LOC Amount of lines of code of a class excluding white spaces and comments.
Lack of Cohesion of Methods [50] LCOM5 Number of method pairs in a class having no common attribute references.
Conceptual Cohesion of Classes [183] C3 Average cosine similarity [16] computed among all method pairs of a class.
Coupling between Object Classes [50] CBO Number of classes in the system that call methods or access attributes of a class.
Message Passing Coupling [50] MPC Number of method calls made by a class to external classes of the system.
Response for a Class [50] RFC Sum of the methods of a class, i.e., number of methods that can potentially be executed in response

to a message received by an object of a class.
Weighed Methods per Class [50] WMC Sum of the McCabe cyclomatic complexity [191] computed on all methods of a class.
Readability [36] Read. Measure of source code readability based on 25 features, e.g., number of parentheses per lines of

code.
Process metrics. The amount of activities made on smelly classes may affect the developer’s perceived criticality [162, 174, 262].
Average Commit Size AVG_CS Average number of classes that co-changed in commits involving a class.
Number of Changes NC Number of commits in the change history of the system involving a class.
Number of Bug Fixes NF Number of bug fixing activities performed on a class in the change history of the system.
Number of Committers NCOM Number of distinct developers who performed commits on a class in the change history of the

system.
Developer-related metrics. Experience and workload of developers may affect the perceived criticality of code smells [30, 43, 44, 304].
Developer’s Experience [30] EXP Average number of commits of the committers of a class.
Developer’s Scattering Changes [68] DSC Average number of distinct subsystems in which the committers of a class made changes.
Development Change Entropy [119] CE Shannon’s entropy [269] computed on the number of changes of a class in the change history of the

system.
Code Ownership [30] OWN Number of commits of the major contributor of a class over the total number of commits for that

class.
Code smell-related metrics. Persistence of code smells and availability of refactoring opportunities may affect the developer’s perception [223, 243].
Persistence Pers. Number of subsequent major/minor releases in which a certain smell affects a class.
Intensity [187] Sev. Average distance between the actual metric values used for the detection of code smells and the

corresponding thresholds considered by the detectors to distinguish smelly and non-smelly elements.
Refactorable Ref. Existence of refactoring opportunities for a class, as detected by automated tools.
Number of Refactoring Actions NR Number of previous refactoring operations made by developers on a class.

observed that several misclassifications were due to the approach not able
to correctly distinguish (i) very-low from low and (ii) high from very-high.
Thus, we opted for a 3-point classification.

Independent Variables. To predict the perceived criticality of code smells,
we considered a set of features able to capture the characteristics of classes un-
der different angles. Table 6.2 summarizes the families of metrics considered,
the rationale behind their use, and the specific indicators measured.
Previous research has not only shown that product metrics can indicate

actual design problems in source code [42, 207], but also lead developers to
recognize the presence of sub-optimal implementation solutions that would
deserve some refactoring [227, 283, 288]. For these reasons, we considered
four types of product metrics, such as (i) size, (ii) cohesion, (iii) coupling, and
(iv) complexity metrics. For each of these types, we selected indicators having
different nature (e.g., structural aspects of source code rather than textual
components) and able to capture in different ways the considered phenomena
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(e.g., we computed source code complexity using both the McCabe metric
and readability, which targets a more cognitive dimension of complexity).

While product metrics can provide indications about the structure of source
code, we complemented them with orthogonal metrics that capture the way
the code has been modified as well as who was responsible for that, i.e.,
process and developer-related metrics. Indeed, the developer’s perception of
criticality may be not always due to the complex structure of source code,
but rather to the problems it causes during the evolution process [236, 262];
similarly, the criticality of code smells may be perceived differently depending
on whether the maintainer is an expert of the class or not [30, 44]. Hence,
we selected a number of metrics related to those aspects: for instance, we
computed the average number of co-changing classes for the smelly class
(AVG_CS) to assess whether smells that often change with several classes are
perceived as more critical by developers or the number of previous bug fixing
involving the smelly class to observe if classes that are more fault-prone
are actually those perceived more critical. We also computed measures of
experience and ownership of developers working on the smelly class to test
whether these factors influence the developer’s ability to work on it.

Finally, we took into account some specific metrics related to code smells:
the idea here is that a number of aspects connected to the smell itself may
be relevant for developers when assessing its criticality. In particular, the
continuous presence of smell over the history of the project (i.e., Pers.) may
influence the ability of developers to recognize its harmfulness better. Much
in the same way, the presence of refactoring opportunities (Ref.) or even
the number of previous refactoring actions done on the smelly class (NR)
may affect the perception of developers. Finally, we also considered the code
smell intensity, which is a measurable amount of intensity of a certain code
smell instance [187]: we included this metric to understand whether there is
a match between an “objective” measurement of code smell severity and its
real perceived criticality.
From a technical perspective, we employed the tool by Spinellis [282] to

compute product metrics, the one made available by Buse and Weimer [36]
for the computation of the readability index, and PyDriller [279] to compute
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process and developer-related metrics. As for the smell-related indicators,
we developed our own tool to compute Pers. and NR. Starting from the
release Ri of the projects taken into account, the former metric counts in how
many consecutive previous major and minor releases—identified using the
corresponding Git tags—the considered smell was present, according to the
employed detectors. The latter metric, instead, was computed by mining the
messages of commits involving the smelly classes and looking for the presence
of keywords recommended in [313], e.g., ‘refactor’ or ‘restructure’. The
intensity of code smells has been assessed using the tool by Marinescu [187],
which computes the average distance between the actual code metric values
of the smell instance and the thresholds fixed by the detection rules. Finally,
the Ref. metric was computed by (i) running JDeodorant [81], an existing
refactoring recommender that covers all refactoring actions associated to the
considered code smells, and (ii) putting the metric to 1 if the tool retrieved at
least one recommendation, 0 otherwise.

Machine Learning Algorithms. Once we had computed dependent and
independent variables, we proceeded with the definition of the machine
learning algorithms to be used.
In order to perform the classification, we investigated the use of multiple

algorithms [54], i.e., Random Forest, Logistic Regression, Vector Space
Machine, Naive-Bayes, and Multilayer Perceptron, in order to assess what
is the one giving the best performance. Note that, before running the algo-
rithms, we first applied a forward selection of independent variables using
the Correlation-based feature selection (CFS) approach [169], thus
mitigating possible problems due to multi-collinearity of features [215]. Then,
we configured classifiers’ hyper-parameters by exploiting the Grid Search
[29] algorithm.

Training/Testing the Model. We built different models for each code smell
considered in the study, so the training data is represented by the set of
observations available for a certain smell in the collected dataset: the distri-
bution is almost uniform for all the criticality values. This aspect affected our
decision to not apply any balancing algorithm. On the one hand, there are no
classes requiring to be balanced with respect to the others. On the other hand,
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previous findings have shown that balancing code smell-related datasets can
even damage the performance of the resulting models.

To train the model, we employed a 10-fold cross-validation strategy [147].
The process is repeated ten times so that each fold will be the test set exactly
once.

Performance Assessment. We evaluated the performance of the experi-
mented model by analyzing confusion matrices, obtained from the testing
strategy described above, reporting the number of true and false positives as
well as the number of true and false negatives. We analyzed these matrices by
first computing precision, recall, F-Measure, and the Matthew’s Correlation
Coefficient (MCC) [16].

6.2.3 RQ2. Explaining the Proposed Approach

In the context of RQ2, we took a deeper look into the performance of
the best model coming from the previous research question. We aimed at
understanding the value of the individual metrics selected as independent
variables; this step could possibly help us explaining why the proposed
approach works (or not) when predicting the criticality of code smells. To
this aim, we employed an information gain algorithm [257].

To analyze the resulting rank and have statistically significant conclusions,
we finally exploited the Scott-Knott Effect Size Difference (ESD) test [295].
This is an effect-size aware variation to the original Scott-Knott test [268]
that has been recommended for software engineering research in previous
studies [129, 160, 294] as it (i) uses hierarchical cluster analysis to partition
the set of treatment means into statistically distinct groups according to their
influence, (ii) corrects the non-normal distribution of an input dataset, and
(iii) merges any two statistically distinct groups that have a negligible effect
size into one group to avoid the generation of trivial groups. As effect size
measure, the test relies on Cliff’s Delta (or d) [108]. To compute the test, we
used the publicly available implementation5 provided by Tantithamthavorn et
al.[295].

5 Link: https://github.com/klainfo/ScottKnottESD
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6.2.4 RQ3. Comparison with the state of the art

Finally, we investigated whether and to what extent the proposed code smell
prioritization approach overcomes the performance of existing techniques.
This step is paramount to understand the novelty of our solution and how it
may support developers better than the baseline approaches.
The two closest techniques with respect to the one proposed herein are

those by Vidal et al.[317] and Arcelli Fontana and Zanoni [86]: we set them
as initial baselines for the comparison. In the former, the authors proposed
SpIRIT, a semi-automated technique that relies on three main criteria, namely
(1) stability, i.e., number of previous changes applied on a smelly class over
the number of total changes applied on the system, (2) relevance, i.e., the
relative importance of the class within the system according to the feedback
given by a developer, and (3) modifiability scenarios, i.e., the number of
possible use cases of the application that risk to be impacted by the presence
of the smell according to the opinion of an expert. The three criteria are then
combined through a weighted average, where the weights are assigned by the
user of the tool. As the reader might have noticed, SpIRIT explicitly requires
the intervention of an expert to be employed in practice: indeed, the technique
has been tested in an industrial case study involving a Java project affected
by a total of 47 code smells and requiring the interaction of core developer
of the subject application. For this reason, we could not use it as a baseline
for a in-vitro assessment of our proposed approach and we plan to perform a
comparison with SpIRIT in our future research agenda.

As for the technique proposed by Arcelli Fontana and Zanoni [86], this is a
machine learning-based solution that relies on 61 product metrics to predict
how critical a certain code smell instance is. This technique can be fully
automated and, therefore, we could use it as the baseline for our study and
run it using the same dependent variable, training, validation strategy, and
dataset employed to validate our approach. Once obtained the output from
the baseline, we compared it with ours by means of the same set of metrics
used in RQ1, i.e., precision, recall, F-Measure, MCC, and AUC-ROC.
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Table 6.3: RQ1 - RQ3. Confusion matrices obtained when running the proposed
model against our dataset.

Model Class/Smell Blob Complex Class Spaghetti Code Shotgun Surgery

Non-severe Medium Severe Non-severe Medium Severe Non-severe Medium Severe Non-severe Medium Severe

Our approach
Non-severe 54 10 6 46 17 27 57 11 2 46 37 13
Medium 6 171 18 14 176 0 5 151 6 8 134 10
Severe 1 10 65 6 1 62 0 7 74 5 16 60

Baseline
Non-severe 16 40 14 45 43 2 37 19 21 11 83 6
Medium 12 174 9 21 161 8 0 172 0 18 122 12
Severe 8 23 45 7 48 14 13 0 79 6 79 4

Table 6.4: RQ1 - RQ3. Weighted Average of the performance achieved by the
experimented models against our dataset.
Code smell Model Prec. Rec. F-Meas. MCC AUC-ROC

Blob Our approach 86% 85% 85% 75% 89%
Baseline 66% 69% 66% 44% 78%

Complex Class Our approach 79% 81% 80% 71% 89%
Baseline 62% 63% 63% 33% 76%

Spaghetti Code Our approach 90% 88% 89% 83% 92%
Baseline 83% 85% 84% 77% 89%

Shotgun Surgery Our approach 74% 71% 72% 61% 78%
Baseline 33% 40% 35% 32% 61%

6.3 analysis of the results

This section reports the results of our study, presenting each research question
independently.

6.3.1 RQ1. The Performance of our Model

In the context of RQ1, we aimed at assessing how well can we predict the
perceived criticality of code smells. Table 6.3 reports the confusion matrices
obtained when running the proposed approach against our dataset of four
code smell types, while Table 6.4 presents the weighted average performance
for each code smell. For the sake of space limitations, we only report the
results achieved with the best classifier, i.e., Random Forest.

In the first place, it is worth noting that the performance values of our model
are rather high and, indeed, it has an F-Measure that ranges between 72%
and 85%. This indicates that, in most of the cases, our model can accurately
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classify the severity perceived by developers. The worst case is represented
by Shotgun Surgery, where the model has an F-Measure of 72% and an AUC-
ROC of 61%. On the one hand, the former metric still indicates that the model
is able to correctly classify most of the instances of our dataset. On the other
hand, the latter suggests that the ability of separating criticality classes may be
further improved; this is also visible when considering the confusion matrix
for this smell (Table 6.3), where we noticed that in 52% of cases the model
classified non-severe code smells as medium or severe cases. An example is
represented by the class security.JackrabbitAccessControlManager
of the Jackrabbit project. This class has 164 lines of code and has been
detected as smelly because every time it is changed an average of other 11
classes are also modified. Nevertheless, it has been subject to a relatively
low number of changes (19) and defects (1), likely being less harmful than
other instances of the smell. Analyzing the other misclassified cases, we
noticed a similar trend: the model tends to misclassify instances because it
is not always able to learn how to balance the information coming from the
number of classes to be modified with the smelly one and the actual number
of changes that involve the smelly instance. As such, we can claim that
possible improvements to the classification model may concern the addition
of combined metrics, e.g., the ratio between number of co-changing classes
and number of previous changes of the smelly class.

As for the other code smells considered, the performance values are higher
and all above 80% and 70% in terms of F-Measure and AUC-ROC. Hence, we
can claim that the proposed model can be effectively adopted by developers
to prioritize code smell instances. The best result is the one of Spaghetti Code
(F-Measure=89%, AUC-ROC=92%): in this case, the model misclassifies
only 31 cases (10% of the instances). By looking deeper at those cases, we
could not find any evident property of the source code leading to those false
positives. A similar discussion can be drawn when considering the Blob and
Complex Class code smells. Part of our future research agenda includes the
adoption of mechanisms able to better describe the functioning of the learners
used for the classification, e.g., explainable AI algorithms [110].
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¤ Summing Up: The proposed model has an F-Measure ranging between
72% and 85%, hence being accurate in the classification of the perceived
criticality of code smells. The worst case relates to Shotgun Surgery, where
the model misclassifies non-severe instances because of its partial inability
to take into account other process-related information like number of
changes involving the smelly classes.

Table 6.5: RQ2. Information Gain of the independent variables of our approach. For
space limits, only metrics providing significant contributions are reported.

Code smell Metric Mean SK-ESD

Blob

RFC 0.65 68
LCOM5 0.57 66
NF 0.56 66
DSC 0.55 64
CBO 0.45 64
WMC 0.42 64
C3 0.35 45
LOC 0.34 41

Complex Class

CBO 0.59 71
WMC 0.54 69
LCOM5 0.54 69
Read. 0.54 69
NC 0.50 54
DSC. 0.49 51
EXP 0.27 33
RFC. 0.25 31

Spaghetti Code
Read. 0.65 53
NF 0.57 46
C3 0.38 41

Shotgun Surgery

NC 0.32 44
LCOM5 0.31 39
AVG_CS 0.24 33
Pers. 0.17 21

6.3.2 RQ2. Features Contributing to the Model

Table 6.5 reports the list of features contributing the most to the performance
of the proposed model. As shown, each code smell has its own peculiarities.
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To classify Blob instances, the model mostly relies on structural metrics that
capture complexity (RFC, WMC), cohesion (LCOM5, C3), and coupling
(CBO) of the source code: basically, it means that the criticality of this code
smell is given by a mix of various structural factors and cannot be described
by just looking at them independently. At the same time, the number of
previous defects affecting those instances (NF) as well as the workload of
the committers (DSC) have a non-negligible effect. As such, on the one hand
we can confirm previous findings that showed historical and socio-technical
factors as relevant to manage code smells [228, 238]. On the other hand, our
findings suggest that these metrics may possibly be useful for detecting code
smells in the first place or even filtering the results of currently available
detectors, so that they may give recommendations that are closer to the
developer’s perceived criticality. Finally, the lines of code also contributes to
the model, being however not the strongest factor—confirming again previous
findings in the field [228, 234].
When considering Complex Class, a similar discussion can be done.

While the most impactful metrics concern with the structure of the code
(CBO, WMC, LCOM5), other metrics seem to have a relevant effect on the
classification model. In particular, readability is the strongest factor after code
metrics, indicating that developers consider comprehensibility important
when prioritizing this code smell. Other relevant factors are the number of
previous changes of classes (NC) and socio-technical aspects like experience
and workload of the committers (EXP, DSC): again, this result confirms
that the management of code smells may require additional information than
structural aspects of source code [304].
Surprisingly, when considering Spaghetti Code instances we noticed that

no structural factors strongly influence the classification. Readability is indeed
the key factor leading developers to prioritize instances of this smell, followed
by the number of previous defects affecting those classes (NF) and by the
conceptual cohesion of classes (C3). Hence, it seems that developers prioritize
instances of this smell that are semantically incoherent or that suffered from
defects in the past. Our findings could again be used by code smell detection
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and filtering approaches to tune the list of recommendations to provide to
developers.
Finally, the prioritization of the Shotgun Surgery smell is mainly driven

by process-related factors. Not only the number of changes (NC) is the most
powerful metric, but also the number of co-changing classes (AVG_CS)
turned out to be relevant. Also, this is the only case in which the persistence
of the smell (Pers.) appeared to impact the classification. These result seem
to confirm that developers assess the severity of this code smell based on
the intensity of the problem [227, 288], i.e., when number of changes or
co-changing classes is high or when the problem is constantly affecting
the codebase. Furthermore, the cohesion of the class (LCOM5) affects the
classification, even though at a lower extent if compared to the contribution
given for other code smell types.

¤ Summing Up: The developer’s perceived criticality of code smells
represents a multi-faceted problem that can be tackled considering a mix of
metrics having different nature (e.g., structural or historical) and working
at various levels of granularity (e.g., process or socio-technical aspects).

6.3.3 RQ3. Comparison with the state of the art

We compared the proposed model with a baseline. The results are reported
in Tables 6.3 and 6.4, where we show confusion matrices and weighted
performance values obtained when running the baseline against our dataset,
respectively. Also in this case, we report the results obtained with the best
classifier, that in this case was Logistic Regression—confirming the findings
of the original authors [86].
In the first place, we can notice that the baseline is decently accurate

and, indeed, its F-Measure values on Blob, Complex Class, and Spaghetti
Code range between 63% and 84%. The exception is Shotgun Surgery (F-
Measure=35%), where the baseline fails the classification in most of the
cases. Despite its performance, however, the baseline never outperforms our
technique. While this is especially true when considering Shotgun Surgery
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(-37% of F-Measure, -17% of AUC-ROC), also for the other code smells the
difference is non-negligible: the F-Measure is 19%, 17%, and 5% lower than
our model for Blob, Complex Class, and Spaghetti Code, respectively.
The main reason for these differences is likely imputable to the metrics

employed. As shown in RQ2, structural aspects of source code can only
partially contribute to the classification of the developer’s perceived criticality
of code smells and, as such, the inclusion of factors covering other dimensions
better fits the problem.
Of particular interest is the analysis of the results for the Spaghetti Code

smell, where the baseline has the highest performance despite the fact that
our findings in RQ2 reported structural aspects to be negligible. The baseline
employs a variety of metrics that can capture different aspects of source code
(e.g., coupling or cohesion) under different angles (e.g., by considering the
lines of code with and without access methods). Some of the complexity
metrics are highly correlated to readability of source code and its fault-
proneness and, as such, they have the effect of “simulating” the presence of
metrics like the one found to be relevant in RQ2. This claim is supported
by an additional analysis in which we compute the correlation (using the
Spearman’s test) between the metrics used by the baseline and those which
turned out to be relevant in our previous analysis (Read., NF, and C3): we
discovered that five of them (i.e., WMCNAMM_type, NOMNAMM_type,
AMW_type, CFNAMM_type, and num_final_static_attributes) are highly
correlated, i.e., ρ>0.7, to at least one of the variables found in RQ2.

In conclusion, based on our findings we can claim that an approach solely
based on structural metrics cannot be as accurate in the classification of the
perceived criticality of code smells as a technique that includes information
coming from other sources, confirming again that the problem of code smell
management should be tackled in a more comprehensive manner.

¤ Summing Up: The proposed model is, on average, 20% more accurate
than the baseline when classifying the perceived criticality of code smells.
Only in the case of Spaghetti Code the usage of multiple structural metrics
can lead to results similar to those of our model.
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6.4 conclusion

This chapter presented a novel code smell prioritization approach based on the
developers’ perceived criticality of code smells. We exploited several aspects
related to code quality to predict the criticality of code smells, computed by
collecting feedback from original developers about their perception of 1,332
code smell instances. Then, we applied several machine learning techniques
to classify the code smell criticality in a three-level variable, and compared
their results with a state-of-the-art tool. The results reported Random Forest
to be the best machine learning algorithm with an F-measure ranging between
72% and 85%. Moreover, we found that our approach is, on average, 20%
more accurate than the considered baseline when classifying the perceived
criticality of code smells.





7
T H R E AT S T O VA L I D I T Y, D I S C U S S I O N , A N D
I M P L I CAT I O N S

In this chapter we report some aspects that might have threaten the validity
of the results achieved in our empirical studies and in-depth discuss our main
findings to answer our first two high-level research questions.

7.1 threats to validity

This section discusses the main threats to validity and explains how we
mitigated them, following the guidelines provided by Wohlin [327].

7.1.1 Threats to Construct Validity

Threats in this category are related to the relation between theory and
observation. In our studies, a threat might be represented by the datasets used
for our empirical investigations. As for the first four studies (Chapter 3 to
Chapter 5) we considered several factors for the dataset selection such as
heterogeneity or the presence of manually-validated data, however we have to
consider that they may contain possible discrepancies or inaccuracies, such
as labeling errors or some positive instances that might have been overlooked.
For instance, some of our datasets contain multiple releases from the same
project. In such a context, it could happen that different systems have different
weights in the dataset: systems having more release have an higher weight,
therefore a higher impact on the overall performance. However, to mitigate
this aspect and, at the same time, avoid possible effects due to dependencies
among successive releases, we evaluated the models performance relying on
aggregated assessment metrics to have a clearer overview of the performance
[12].

117
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In our last study, Chapter 6, we needed to collect the developer’s perceived
criticality of a set of code smells. To this aim, we followed a similar strategy
as previous work [238, 273]: we monitored nine large open-source systems
for 6 months and inquired the original developers as soon as they modified
smelly classes in order to let them rank how harmful the involved code
smells actually were. In so doing, we adopted some precautions. Firstly, we
detected code smells using state-of-the-art tools [197, 228] that showed high
accuracy, yet checking their output to remove false positives; in any case, we
cannot exclude the presence of false negatives since these detectors have been
validated on different datasets. Secondly, we asked preliminary questions on
whether they perceived the presence of a design issue in the proposed class
and recognized the same problem they were contacted for. These questions
aimed at ensuring that developers were really aware of the code smells they
were assessing and, thus, could provide us with reliable feedback. Of course,
we are aware that some of the developers might be peripheral contributors
without the experience required to assess the harmfulness of code smells. To
account for this aspect, we conducted a follow-up verification of the role of
the subject developers within their corresponding projects: to this aim, we
computed the number of commits they performed (i) over the entire change
history of their projects and (ii) on the specific classes they were contacted
for. As a result, we discovered that all our respondents have contributions that
exceed the median number of commits made by all project’s developers both
in terms of changes done over the history and on the smelly classes objects
of our inquiry. In conclusion, we can argue that the dataset collection method
is sound and allows a reliable analysis of the perceived code smells criticality.
Furthermore, the perceived criticality assigned by developers when building
the dataset might have been influenced by the co-occurrence of multiple code
smells [1]. We mitigated this problem by presenting to developers classes
affected by single code smell types among those considered in this chapter,
e.g., we only presented cases where a Blob did not occur with any of the
other smells considered in the study. Nevertheless, we cannot exclude the
presence of further design issues among those that we did not consider in the
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study. As such, a larger experimentation would be desirable to corroborate
our observations.
Another common threat is related to the construction of the machine

learning models, for which we took several aspects into account that could
have possibly influenced the study, i.e., which features to consider, how to
train the classifier, etc.. However, we believe that the procedures followed in
this respect are precise enough to ensure the validity of the study.

Finally, it is worth remarking thatmost of the independentmetrics computed
as well as the algorithms exploited (e.g., the machine learners) were computed
by relying on well-tested, publicly available tools. This allowed us to reduce
biases due to re-implementation. Their selection was based on convenience,
and particularly on the skills that the authors have with them.

7.1.2 Threats to External Validity

With respect to the generalizability of our findings, we considered large
datasets consisting of systems belonging to different application domains and
having different characteristics. Another threat concerns the choice of the
machine learning techniques. To mitigate this threat, over the different studies
we always compared the top most commonly used classifiers in this field
[15]. Finally, also the selection of the code smell to analyze could represent
a threat to the external validity. We selected several code smell types that
represent a large variety of design issues (e.g., smells related to complexity
or excessive coupling between objects). This allowed us to better understand
the potential of machine learning techniques for code smell detection as well
as their limitations with respect to heuristic-based approaches. Of course,
further experiments performed on different datasets and techniques would be
desirable and already part of our future research agenda.

7.1.3 Threats to Conclusion Validity

As for concerns with the relationship between treatment and outcome, we
exploited a set of widely-used metrics to evaluate the experimented techniques
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(e.g., precision, recall, MCC) and provided qualitative examples aimed at
showing the differences between the compared approaches. Furthermore,
we used appropriate statistical tests (e.g., Wilcoxon, Cliff’s delta) to support
our findings. As for the machine learning model, a possible bias related to
the interpretation of the results might have been due to the usage of the
10-fold cross validation. This strategy randomly partitions the set of data
to create training and test sets: such randomness might have possibly led
to the creation of biased training/test sets that have the consequence of
under- or over-estimate the model performance. To account for this aspect,
we performed additional analyses: as suggested by Hall et al.[115], we ran
the experimented model multiple times to assess how stable it is depending
on the random splits performed by the validation strategy. Thus, we ran 10
times 10-fold cross validations and, then, we measured the variability of the
predictions performed by the model; as a result, we observed that in the great
majority of the cases (more than 95%) the predictions do not change over
different runs. As such, we can conclude that the results achieved are not
influenced by the randomness of the validation strategy.

7.1.4 Threats to Internal Validity

These threats are related to the internal factors of the study that might have
affected the results. The results we discussed are characterised by a great
variability with respect to the smell under analysis. A possible reason could
be the metric selection for code smell detection. Indeed, some of the selected
metrics could represent a confounding factor threatening the internal validity
of the study. To mitigate this threat, we relied on previously defined and
validated metrics.

7.2 discussion and implications

This section provides the answers to our first two high-level research questions
(i.e., RQa and RQb) through a deep discussion of the results achieved in the
studies presented in Part I.
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Table 7.1: Type I and Type II Errors Achieved in the Overall Evaluation
Naive Bayes Optimistic Constant Pessimistic Constant Random
Type I Type II Type I Type II Type I Type II Type I Type II

God Class 1,263 (0.90%) 65 (0.10%) 144,798 (99.60%) 0 (0.00%) 0 (0.00%) 509 (0.40%) 72,683 (50.00%) 251 (0.20%)
Spaghetti Code 2,269 (1.40%) 1,009 (0.60%) 159,436 (99.10%) 0 (0.00%) 0 (0.00%) 1,443 (0.90%) 79,669 (49.50%) 690 (0.40%)
Class Data Should Be Private 874 (0.60%) 770 (0.50%) 142,558 (99.20%) 0 (0.00%) 0 (0.00%) 1,150 (0.80%) 71,221 (49.50%) 589 (0.40%)
Complex Class 1,303 (1.00%) 282 (0.20%) 127,538 (99.50%) 0 (0.00%) 0 (0.00%) 669 (0.50%) 63,507 (49.50%) 335 (0.30%)
Long Method 15,449 (1.20%) 2,101 (0.20%) 1,283,312 (99.60%) 0 (0.00%) 0 (0.00%) 4,763 (0.40%) 641,914 (49.80%) 2,431 (0.20%)

7.2.1 RQa - The capabilities of machine learning-based algorithms for
code smell detection

In our first high-level research question (RQa) we wondered about the
capabilities of machine learning-based algorithms for code smell detection.
The results of the study presented in Chapter 3 provided a number of insights
to answer RQa that deserve some further considerations.

On the Performance of Machine Learning Models As we have observed
in Section 3.2, the performance of machine learning techniques are not as
good as the one of heuristic approaches. To further investigate the potential
of these techniques, we performed an additional analysis aimed at comparing
the model with three simple baselines such as: (i) the optimistic constant
classifier, that always classifies an instance as smelly; (ii) the pessimistic
constant classifier, that always classifies an instance as non-smelly; and
(iii) a random classifier, which randomly classifies an instance as smelly
or non-smelly. Should the performance of the model be lower than any of
this baseline, it would indicate a major threat to the usability of the model in
practice. As previously done in literature [111], we performed this comparison
in terms of Type I and Type II errors, i.e., computed as the total number of
false positive and false negative errors.

Table 7.1 reports the results achieved. We can observe that, for each of the
classifiers, the total number of errors (i.e., Type I + Type II) is independent
from the smell to detect. The total number of errors in percentage is between
1% and 2% for Naive Bayes, higher than 99% for optimistic constant, less
than 1% for pessimistic constant and around 50% for random Classifier.
This means that the pessimistic constant outperforms all the other classifiers
producing a lower number of errors.
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Of course, this result was due again to the unbalanced nature of the problem.
However, this has a key implication for the research community: based on our
results,machine learning seems still unsuitable for code smell detectionwhich
also involves practitioners who currently cannot use this approach in practice.
The inclusion of orthogonal metrics as independent variables (e.g., process
indicators), the adoption of ensemble techniques [69], the experimentation of
different training strategies (e.g., cross-project models) are just some of the
research fields that would require further attention in the future.

On the Performance of Heuristic Approaches One of the most surprising
result of our study in Chapter 3 concerns the fairly low performance achieved
by Decor over the considered dataset. Specifically, while the recall of the
approach was in line with the one stated in literature [197], we found its
precision to be extremely low. We see two main motivations behind this
result. First, in our study we employed Decor with a larger variety of code
smells with respect to previous work [139, 228, 234]: therefore, we tested its
performance in the wild, showing some limitations of the technique when
employed for the detection of certain code smell types. Secondly, we relied on
a manually-validated dataset containing real instances: as shown by previous
work [71], the composition of the dataset might influence the performance
of a technique; this is especially true in the case of code smell detection,
where a detector should recognize code smells over datasets that are both
unbalanced (i.e., limited number of actual instances) and noisy (i.e., the
presence of several smell types might interfere and make the detection rules
less effective).

Thus, while heuristic techniques still slightly outperform machine learning
models, the problem of detecting code smells using heuristics is still far from
being solved. We believe that our findings support the preliminary research
efforts conducted to filter code smell candidates output by the detectors to
reduce the false positive rate, thus improving their precision [84]. At the same
time, we also envision further research on how to limit the interaction of
multiple code smells with similar characteristics on the performance of code
smell detectors: to this aim, we envision the concept of local smell detection,
that, similarly to what has been done in defect prediction [193], would have
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Figure 7.1: Boxplots representing the MCC values obtained by Naive Bayesian
trained applying different balancing strategies for all the considered code
smells

the goal of clustering similar classes first (possibly positively affecting the
interaction problem) and then apply the detector that is most suitable for the
classes of a cluster.

7.2.2 RQb - The limitations of machine learning-based algorithms for code
smell detection

While assessing the performance of machine learning-based approaches for
code smell detection in order to answer RQa, we found somemajor limitations
of these approaches. This section provides discussions about such limitations
and possible solutions to overcome them.

On the Role of Data Balancing In the study presented in Chapter 3, we
consciously chose to not use balancing techniques when building our code
smell detection model. This choice was due to experimental tests where we
compared the balanced version of the model with the non-balanced one. As
balancing algorithm, we applied the Synthetic Minority Over-sampling
TEchnique, (SMOTE) [48].

The results of our analyses are shown in Figure 7.1. At a first sight, it may
seem that the balanced model achieves better performance for most of the
considered smells (except the one created for Long Method). However, by
further investigating this result we realized that such performance is biased
by the high number of cases in which the data balancing algorithm failed,



124 threats to validity, discussion, and implications

not producing any valid predictions. In particular, the problem of code smell
detection is strongly unbalanced and, in many cases, SMOTE does not have
a feature space large enough to perform a balancing, thus producing a failure.
Such failures do not contribute to the computation of the evaluation metrics
used for performance assessment. As such, the interpretation of the results
would have been biased by the absence of many predictions.

To further investigate this aspect, we tried to reduce the failure rate by
considering the default Class Balancer provided by Weka: differently from
SMOTE, it performs a very simple balancing that has the goal of re-weighting
the instances in each class to obtain the same total class weight. Thus, it
theoretically reduces the number of failures as it does not require a large
feature space. As expected, the failure rate was actually reduced but, however,
the results (shown in Figure 7.1) showed lower performance than the ones
produced by the non-balanced model in most cases.

In Chapter 4 we conducted a deeper analysis on the role of data balancing.
However, since we described the results only in quantitative terms, herein we
provide a deeper discussion in qualitative terms. Specifically, we analyse the
overlap between the results achieved by the models using different balancing
technique to understand which instances they predict and whether these are
complementary.
Figure 7.2 shows the misclassified instances obtained by the five models

using the data balancing techniques and the No-balancing model. The axes
represent the features of the model: the x-axis is ELOC, while y-axis is
NMNOPARAM . ’+’ data points represent false negatives, while ’x’ data
points represent false positives. We describe this case because it nicely
explains the behaviours of the balancing techniques. The model is built with
two features, thus making it easier to analyse than models trained with many
more features.

The results confirm what we previously reported. In particular, One-Class
Classifier exhibited a high level of recall but a very low precision. This means
that for code smell detection training only on the instances belonging to the
minority class is not effective because these few instances poorly represent
the smelly classes. A similar result is obtained for Cost-Sensitive Classifier
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Figure 7.2: Scatterplots representing the misclassified instances obtained by Naive
Bayesian trained applying different balancing strategies for Spaghetti
Code. ’+’ data points are false negatives, while ’x’ are false positives.

which had poor precision. In particular, we notice that many points were
misclassified as true, even if they were false (i.e., false negative). We can argue
that giving higher weights to the instances belonging to the minority class
is not effective. When analysing at the Oversampling and Undersampling,
we observe that their accuracy is similar to that obtained by No-balancing.
Therefore, we deem that these techniques are ineffective but do not worsen the
accuracy achieved by the model trained without balancing. Finally, we note
that SMOTE can slightly improve accuracy. However, it is worth remarking



126 threats to validity, discussion, and implications

Table 7.2: Number of software systems not exhibiting instances of each smell (i.e.,
No Smells), along with the instances on which SMOTE could not be
executed because of lacking instances for that specific smell (i.e., SMOTE
Failures).

No Smells SMOTE FailuresCode Smell
# % # %

Number of Systems

God Class 20 16 46 37 125
Spaghetti Code 7 6 16 13 125
Class Data Should Be Private 10 8 11 9 125
Complex Class 30 24 52 42 125
Long Method 68 54 89 71 125
Feature Envy 82 66 96 77 125
Inappropriate Intimacy 3 2 72 58 125
Middle Man 64 51 104 83 125
Refused Bequest 34 27 46 37 125
Speculative Generality 3 2 11 9 125
Long Parameter List 54 22 62 50 125
Brain Repository 90 75 95 79 120
Fat Repository 87 72 94 78 120
Promiscuous Controller 44 37 73 61 120
Brain Controller 52 43 75 62 120

that some balancing techniques can fail to balance the dataset when the
number of smelly instances is minimal. We tuned SMOTE to rely on the
minimum number of smelly neighbour instances (i.e., two). If these are not
available, then the algorithm fails, representing a clear disadvantage with
respect to the other techniques.

Table 7.2 reports the number and the percentage of failures for each of the
code smells under analysis. While for some code smells, there is a minimal
number of failures (e.g., Speculative Generality), there are also smells in
which the analysis fails in the majority of cases. As an example, let us consider
the case of Fat Repository. This is one of the less frequent code smells, as
also reported in Table 4.6: indeed, in 72% of cases, all data balancing fails
due to the total absence of smelly instances in the considered system. As for
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SMOTE, it fails in 78% of cases (i.e., 72% with no smelly instances and 6%
with not enough neighbours).
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Figure 7.3: Boxplots representing the MCC values obtained by Naive Bayesian
trained with different balancing strategies for the detection of Fat Repos-
itory code smell. The picture on the left includes the cases in which not
all the algorithms could be executed. These cases are filtered out in the
picture on the right.

Due to these failures, our analyses have been performed on a smaller
population for some code smells. To avoid threatening the significance of
results, we conducted a further evaluation in which we included all the
systems, regardless of the failures. Figure 7.3 reports an example for Fat
Repository.The boxplot including all cases is reported on the left of the figure,
while on the right side is reported the one excluding failures. Generally, there
are small differences in terms of accuracy. Indeed, for both cases, One Class
Classifier is the most effective data balancing technique.

Overall the results obtained on the different models show that there are
no sensible differences in applying or not balancing techniques. This result
suggests that tuning data balancing techniques could not be an adequate
solution for code smell detection with respect to what achieved in other
contexts such as defect prediction [3]. This aspect raises several issues about
the feasibility of current machine learning-based approaches. We deem that
the meagre number of instances from the minority class (i.e., smelly instances)
is the cause of this low effectiveness.
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To sum up, data balancing does not significantly improve the effectiveness
of machine learning models for code smell detection. Training only on the
instances belonging to the minority class or giving them more weight (i.e., as
done by One-Class Classifier and Cost-Sensitive Classifier) is not effective
because these few instances poorly represent the minority class. Resampling
techniques such as Oversampling and Undersampling are ineffective but do
not worsen the accuracy achieved by the model trained without balancing.
Finally, SMOTE slightly improves the results, but in case of extremely
imbalanced datasets, the training phase fails.
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Figure 7.4: Boxplots and Nemenyi results representing the execution time of the
different data balancing techniques.

Furthermore, given that data balancing is an additional pre-processing step
in ML classification, we also conducted a further analysis to investigate the
overhead in terms of time consumption to apply this step. Specifically, we
compared the training time of the models configured with different balancing
techniques. We performed 30 independent runs training the models on the
most extensive system in our dataset, i.e., Eclipse 5.2.1. The selection is
motivated by a twofold reason. On the one hand, having a higher number
of instances should avoid (or at least reduce) failures. On the other hand, a
higher number of instances led to longer execution time for all the techniques,
and this may allow us to study the overhead better. We considered only one
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code smell (i.e., God Class). However, we believe that the results for the other
smells should not be very different.
The results in Figure 7.4 highlight that One-Class Classifier and Cost-

Sensitive Classifier take much more time than the others. This could be due
to the difficulties in carrying out the training phase using a limited number of
instances of the minority class. Also for the other techniques results show
an overhead, although less significant than the two mentioned above. In
particular Undersampling performance is very close to the No-balancing one.
Overall, except Undersampling, all data balancing techniques introduce

significant overhead in time consumption of ML algorithms. While the
two techniques based on meta-classification (i.e., One-Class Classifier and
Cost-Sensitive Classifier) take much more execution time, the other ones (i.e.,
Oversampling, Undersampling, and SMOTE) show performance pretty close
to No-balancing.

Our findings have two clear implications for the research community.
First, the problem of code smell detection is naturally unbalanced and, for
this reason, difficult to treat with machine learning techniques: as such,
researchers interested in this finding are called to devise novel effective
strategies to make machine learning really suitable for code smell detection.
Perhaps more importantly, the problem of code smell detection lends itself
to possible interpretation bias: thus, we advice researchers in the field
to carefully analyze the internal mechanisms of detection models before
interpreting their goodness. The results have implications for both researchers
and practitioners. Both are interested in understanding quantitatively the
effectiveness and efficiency of applying data balancing to Machine Learning
code smell detectors.

Analysing the Impact of Metric Selection
The study discussed in Chapter 4 also demonstrates that machine learning

models achieve good accuracy only for some code smells, regardless of the
adopted balancing technique. Hence we conducted an additional analysis
to assess the effectiveness of the heuristic-based techniques. Our main goal
is to investigate whether the low accuracy is due to the machine learning
techniques or caused by the reduced prediction power of the used metrics.
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We hypothesise that metrics with low prediction power are detrimental for
both Machine Learning-based and heuristics-based approaches. This analysis
was conducted only for Object-Oriented code smells where the accuracy of
machine learning techniques is low.

Table 7.3: Aggregate Results for Heuristics-based and Machine-Learning-based
Code Smells Detection

Code Smells Detection Comparison
Precision Recall F-measure MCC
ML H ML H ML H ML H

God Class 0.26 0.08 0.93 1.00 0.41 0.16 0.49 0.28
Complex Class 0.26 0.23 0.65 0.72 0.37 0.35 0.40 0.37
Class Data Should Be Private 0.23 0.23 0.55 0.42 0.33 0.30 0.35 0.31
Spaghetti Code 0.16 0.11 0.34 0.47 0.22 0.18 0.22 0.22
Long Method 0.15 0.57 0.56 0.37 0.23 0.44 0.30 0.42
Feature Envy 0.03 0.05 0.44 0.46 0.05 0.10 0.11 0.15
Inappropriate Intimacy 0.27 0.04 0.15 0.43 0.19 0.07 0.19 0.12
Middle Man 0.16 0.04 0.87 0.43 0.28 0.07 0.37 0.12
Refused Bequest 0.12 0.04 0.05 0.40 0.07 0.07 0.07 0.11
Speculative Generality 0.01 0.04 0.65 0.43 0.02 0.08 0.02 0.13
Long Parameter List 0.35 0.04 0.95 0.41 0.51 0.08 0.58 0.12

Table 7.3 reports the aggregate results of the evaluation metrics for (i) the
machine learning-based technique executed with the best balancing technique
for each code smell (ML); (ii) the heuristic-based approach based on the
detection rules described in Table 4.1 (H).

MCC values are generally low for any of the considered code smells (lower
than 0.5). Except for LongMethod, recall is always much higher than precision
for heuristics-based approaches as well as for machine learning-based ones.
In other words, they tend to produce a large number of false positives when
these metrics are employed. Therefore, such metrics might not be adequate
to discriminate smelly or non-smelly instances. Looking at these results, we
note that heuristics do not outperform machine learning. On the contrary,
for six of the eleven object-oriented code smells, machine learning-based
approaches have a higher MCC. For instance, let us consider the case of Long
Parameter List in which Machine Learning shows MCC equal to 0.58 that
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is much higher than the one of the heuristics-based approach (i.e., 0.12). To
sum up, the results indicate that the employed set of metrics (i.e., structural
metrics) are not adequate in most of the cases, thus confirming previous work
that deems as necessary the introduction of novel metrics as well as their
combination with structural metrics to achieve better accuracy.

This motivation, led us to conduct the study presented in Chapter 5. The
results reported by this study have shown that a combination of features
can improve the performance of ML-based code smell detection. This was
true when combining static analysis warnings raised by different automated
tools, but also when combining the warnings with code metrics considered
by previous work. But is this enough? To further understand this point, we
have compared the performance of the proposed combined model with those
of three baselines: (i) the Optimistic Constant classifier, that classifies any
instance as smelly; (ii) the Pessimistic Constant classifier, that classifies
any instance as non-smelly; and (iii) a Random classifier, which classifies an
instance as smelly or non-smelly with a probability of 50%.

Table 7.4: Type I and Type II Errors Achieved in the comparison between the
combined model, the optimistic constant, the pessimistic constant, and a
random classifier

Combined model Optimistic Constant Pessimistic Constant Random
Code Smell Type I Type II Type I Type II Type I Type II Type I Type II
God Class 4034 (4.68%) 214 (0.25%) 85799 ( 99.53%) 0 (0.00%) 0 (0.00%) 403 (0.47%) 43156.5 (50.06%) 650.5 (0.75%)
Complex Class 4907 (7.15%) 183 (0.27%) 68375 ( 99.60%) 0 (0.00%) 0 (0.00%) 277 (0.40%) 34372.5 (50.07%) 26.5 (0.04%)
Spaghetti Code 5005 (5.71%) 669 (0.76%) 86886 (99.09%) 0 (0.00%) 0 (0.00%) 796 (0.91%) 44526 (50.78%) 391.5 (0.45%)
Inappropriate Intimacy 728 (1.10%) 175 (0.26%) 65879 ( 99.69%) 0 (0.00%) 0 (0.00%) 205 (0.31%) 33984 (51.43%) 1202.5 (1.82%)
Lazy Class 1698 (3.29%) 108 (0.21%) 51525 ( 99.76%) 0 (0.00%) 0 (0.00%) 123 (0.24%) 26419.5 (51.15%) 101.5 (0.20%)
Middle Man 3695 (9.10%) 62 (0.15%) 40537 ( 99.83%) 0 (0.00%) 0 (0.00%) 70 (0.17%) 21271.5 (52.38%) 221.5 (0.55%)
Refused Bequest 8837 (11.28%) 377 (0.48%) 77870 (99.40%) 0 (0.00%) 0 (0.00%) 467 (0.60%) 37824.5 (48.28%) 1698.5 (2.17%)

We performed this comparison in terms of Type I, that counts the number
of false positive errors, and Type II, that counts the number of false negative
errors. The selection of these two metrics was inspired by previous work in
the literature [111]. Table 7.4 reports the total number of Type I and Type II
errors. Results show that, regardless on the code smell under consideration,
the Pessimistic Constant achieves the best results in terms of total errors,
i.e., Type I + Type II, thus pointing out once again the low performance of
ML-based code smell detection techniques.
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These results lead to clear implications: The problem of code smell
detection through machine learning still requires specific features that have
not been taken into account yet. Moreover, additional AI-specific instruments
should be considered in the future with the aim of improving the code smell
detection capabilities of these techniques.

The subjective interpretation of code smells. One of the best-known lim-
itations of code smell detection is the subjectivity of the results provided,
as perceived by developers. In Chapter 6 we devised a novel code smell
prioritization approach that is able to capture the real developer’s perception
of code smells in source code. The approach has been evaluated showing very
good performance, thus suggesting that it could represent a good solution
to overcome the limitation of the subjective interpretation of code smells.
While we are confident that this is true, we still suggest researchers further
investigate this limitation.



Part II

F U RT H E R R E S E A RC H O N T E C H N I CA L D E B T:
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BAC KG RO U N D & R E L AT E D WO R K

8.1 introduction and motivation

Software testing is the activity that allows developers to check that the
source code works as expected [253]. Having high-quality software is a
vital requirement for developers to keep staying on the market. Over the last
years, a number of researchers have investigated the properties that make
test code more effective [37, 49, 102, 208, 209] as well as their relation to
the ability of catching defects in production code [44, 49, 154]. Researchers
have successfully demonstrated that the quality of test suites has a strong
correlation with the post-release defects that appear in the production classes
they test [49, 145], i.e., the higher the test quality the lower the likelihood
that the corresponding production code will be affected by defects. For
instance, Kochhar et al.[145] have shown that having a higher assertion
density (measured as the number of assert statements per test lines of code)
relates to a significantly lower number of defects in production code. Similarly,
other studies have investigated the correlation between different types of code
coverage and post-release defects metrics [37, 49] as well as test smells [280]
on software quality, always reporting that test-related factors are relevant
to explain the number of post-release defects in production code. It should
be noted that by test-related factors we mean the set of metrics that can
characterize the quality of tests, e.g., their design quality rather than their
ability to cover the production code.
To provide the reader with a clearer understanding of how researchers

in the past have studied the relation between the characteristics of tests
and post-release defects, let consider the example reported in Listing
8.1.1 It concerns with the test case named testAdd, which belongs to

1 The suite to which the test case belongs has 1,128 lines of code - we report only an exemplary
test case for the sake of understandability.
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Listing 8.1: Example of a test case.

1. @Test
2. public void testAdd() {

3. SparseGradient x = SparseGradient.
createVariable(0, 1.0);

4. SparseGradient y = SparseGradient.
createVariable(1, 2.0);

5. SparseGradient z = SparseGradient.
createVariable(2, 3.0);

6. SparseGradient xyz = x.add(y.add(z));

7. checkFOFl(xyz, x.getValue() + y.getValue()
+ z.getValue(), 1.0, 1.0, 1.0);

}

the SparseGradientTest test suite of the Apache Commons Math 3.3
system—one of the projects considered in our study. The test aims at verifying
that the addmethod of the corresponding production class SparseGradient
correctly sums a set of numbers; to this aim, it instantiates the variables to
be added (lines #3, #4, and #5 of Listing 8.1) and sums them using the add
method (line #6). Finally, it calls the method checkF0F1, implemented in the
same test suite, that verifies the sum and checks for the first order derivative
passed as additional parameters (line #7). The test case is able to entirely cover
the corresponding production method (line coverage=100%) and, similarly,
the entire test suite has a line coverage of 98%. In the subsequent release of
Apache Commons Math, the class SparseGradient did not exhibit any
defect: a possible reason lies in the ability of the corresponding test suite
to provide developers with an effective instrument to verify the presence of
defects and, as a matter of fact, previous work in literature have discovered
a correlation between code coverage of tests and post-release defects in
production code, i.e., the higher the coverage the lower the number of defects
in subsequent releases of system [37, 49].
Despite the effort made by the research community in understanding the

relations between test quality and post-release defects, we identify a key
common limitation in previous work: they analyzed the impact of various
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test-related factors in isolation, controlling neither for other test-related factors
nor for additional known phenomena affecting the quality (measured in terms
of post-release defects) of production code (e.g., product metrics [19, 43]).
To clarify the practical effect of this common limitation, let consider

again the example reported in Listing 8.1. While the code coverage was
very high and suggested that the test suite could effectively help developers
in spotting post-release defects, the fact that the class SparseGradient
was actually defect-free in the subsequent release of Apache Commons
Math might have and might not have been due to the high code coverage
of SparseGradientTest. Other factors, for instance the low amount of
maintenance activities performed on the production class, may have played a
role. This is what actually happened to SparseGradient: it did not undergo
any modification in Apache Commons Math 3.4 and, therefore, this was
the reason making it defect-free—independently from the high value of code
coverage of the corresponding test suite. Should this example be generalizable,
it would mean that the findings reported in literature would not depict a clear
picture on the relation between the characteristics of tests and their ability to
foresee post-release defects.
As such, understanding this relation can have fundamental importance

to preserve code quality and reduce the number of defects that appear in
production.

Other than considering standard systems, could be even more important to
assess and verify these properties in mobile applications.
Over the last years, indeed, the need for mobile applications that could

connect people and support them when performing any kind of activities
[298] has increased rapidly; as a matter of fact, these days we have more
connected mobile devices (~7.94 billion) than people [13, 284].
The quality of mobile applications plays a central role for developers to

ensure that their apps stay on the market, keep gaining users, and have a high
commercial success [173, 188, 233].

Software testing is among the most relevant and well-established methods
to control for source code quality [204]. Its relevance is even more critical
in mobile computing [202], where continuous releases increase the risk
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of introducing defects [192, 212]. Furthermore, mobile applications have
peculiar characteristics, e.g., apps havemultiple sensors and users interact with
them through touch-screen, that make testing different and more challenging
than those of traditional systems [167]. For the above mentioned reasons,
the research community has been actively looking for solutions that could
improve the way developers test their applications: these efforts produced the
definition of several Graphical User Interface (GUI) testing approaches [101,
173, 182] and frameworks able to ease the verification of both functional and
non-functional requirements [70, 93] that can be used to automate some of
the developer’s activities.
While these approaches have shown to be somewhat actionable, there

are a number of limitations, e.g., poor ability to generate valid test data to
exercise specific program executions [53], that do not allow the definition
of comprehensive, effective, and practical automated testing approach [128].
These limitations make mobile developers reluctant to use automated testing
tools and more prone to keep writing tests manually [128, 146, 165].

Unfortunately, the nature of manually written tests has been barely analyzed
in literature: empirical studies focused on the characteristics of automated
tests [62, 146, 274], while little is known on (1) the extent to which mobile
applications contain manual tests, (2) how many of them can be actually
executed, (3) what is their quality, considering either test code design and
effectiveness metrics, and (4) what is their capabilities in foreseeing defects
in production code. An improved understanding of mobile app testing from
the perspective of manually written tests may provide important insights to
the research community. In fact, should mobile apps be well-tested and/or
manuallywritten tests be already effective, the urgency of designing automated
approaches could be toned down while focusing on how to complement
manually written tests and provide developers with information useful to
make tests more effective (e.g., which test data should be used to exercise
certain boundary conditions). On the other side, the empirically-grounded
results may serve to practitioners as an additional proof of the need for
using automatic solutions as well as further supporting the testing research
community.
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8.2 related work

This section analyzes and discusses the related literature about technical debt
in test code from two different perspectives: (i) test-related factors affecting
code quality and (ii) test code quality in mobile applications.

8.2.1 Test-related factors affecting source code quality

Nagappan et al.[209] used the Software Testing andReliability EarlyWarning
(STREW-J) metric suite [209] to investigate the relation between in-process
testing metrics and software quality. This suite includes a variety of test
metrics belonging to three categories: (1) Test quantification, e.g., presence
of test cases or assertion density, (2) Complexity and OO metrics, e.g.,
complexity and coupling of tests, and (3) size, i.e., the lines of code of tests.
Their investigation—conducted on 54 small to large industrial companies—
showed a significant relation between metrics in the suite and the emergence
of post-release defects. These findings were later confirmed by Rafique and
Misic [261], who pointed out that these metrics are even more effective in the
context of test-driven development. With respect to these papers, our aim is to
contextualize their results when considering a wider set of test-related factors
known in literature to impact post-release defects. At the same time, we aim
to shed lights on how much the power of test-related factors increases/reduces
when additional factors related to production code are taken into account.

Other studies found a relation between test effort and product quality [208,
287] based on other testing metrics such as code coverage [37, 49, 208]
and other static metrics (e.g., number of assertions) [209]. Kudrjavets et
al.[154] showed the existence of a high correlation between assertion density
and defect-proneness of production code, while Catolino et al.[44] showed
that this relation may be due to the experience of the testing teams. In the
experimental setting, these papers verified the relation of the considered
test-related factors to post-release defects by considering the former alone,
i.e., without controlling for possible confounding factors influencing the
results. As such, the setting might lead to a limited view of the phenomenon.
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Chen and Wong [49] used code coverage for software failures prediction
and showed that this metric influences code quality. Later, Cai and Lyu [37]
confirmed this result. Nevertheless, a recent work by Kochhar et al.[145]
contradicts those findings, reporting that coverage has an insignificant relation
with the number of post-release defects. This cluster of papers shares the
analysis methods employed: they relied on linear and logistic regression
to understand how the considered test-related factors were correlated to
the presence of defects in future software releases. Also in this case, the
test-related factors were considered alone and without additional confounding
factors.

Spadini et al.[280] and Qusef et al.[260] studied the relation between test
smells and software quality in terms of post-release defects. The former set
the problem from a statistical perspective: test smells were controlled for the
presence of code smells in production code as well as additional CK metrics
computed on the exercised classes. While the key results of the study showed
that smelly test suites make the production code more fault-prone, Spadini
et al.[280] did not consider the effect of test smells when other test-related
factors are included. The latter first analyzed the evolution of test smells
in Apache Ant; then, they used correlation analysis to study the relation
between test smells and post-release defects, finding a positive correlation.
This paper shares the same limitations of the other previous works, hence not
considering neither other test-related nor confounding factors - which is the
object of our study.

8.2.2 Test code quality in mobile applications

The ever increasing complexity of mobile applications, given by their pecu-
liarities (e.g., ensuring that the application is downloadable, works seamlessly,
and gives the same experience across various devices and users) as well as by
their differences with respect to standard applications [319, 338], has pushed
the research community to define methods to support developers with testing
activities [202]. Researchers have been investigating how developers test
their mobile applications in comparison to standard systems [202], showing
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dissimilarities, peculiarity and possible effective practices. In this section we
mainly focus on the studies aiming at analyzing testing practices of mobile
developers by (i) surveying and/or interviewing practitioners [146, 165] and
(ii) performing mining software repository studies [62, 146].

Linares-Vásquez et al.[165] surveyed 102 open-sourceAndroid developers
on their habits when performing testing, focusing on (i) their practices and
preferences, (ii) automated testing methods employed, and (iii) perception
of code coverage as indicator of test code quality. As a result, they found
that developers rely on usage models (e.g., use cases, user stories) of their
applications when designing test cases and perceive code coverage not
necessarily important for measuring the quality of test cases. Subsequently,
the same authors [167] investigated current tools and frameworks that support
mobile testing practices, including benefits and trade-offs between different
approaches/tools. A similar work has been done by Choudhary et al.[53],
which benchmarked automated test input generation tools, discovering that
Monkey, the random testing tool integrated within Android Studio is still
among the best ones.
Along the same direction, the work of Kochhar et al.[146] surveyed 83

Android developers and 27 Windows app developers at Microsoft to study
techniques, tools, and types of testing used in the mobile context. At the same
time, they also analyzed 600 Android apps in terms of the extent to which
they are tested, assessing line and block coverage. The results showed that
Android apps are not properly tested (i.e., 86% do not present any test cases),
and this seems to be in line with the perception of developers, who are not
aware of many existing testing tools.

Erfani et al.[128] interviewed 191 mobile developers asking about current
testing practices. Results showed that there is a lack of robust monitoring,
analysis, and testing tools. The work of Silva et al.[274] showed similar
results. Indeed, they studied 25 open-source Android apps in terms of test
frameworks adopted, highlighting that mobile apps are not properly tested;
a possible reason behind this result may be related to the lack of effective
tools [274]. A recent study by Cruz et al.[62] investigated working habits
and challenges when testing mobile apps. In particular, they analyzed 1,000
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Android apps, showing that testing technologies (e.g., JUnit) are absent
in the 60% of the cases; however, when a mobile application is tested, the
authors observed an increment of contributors and commit, moreover they
noticed that mobile apps with tests have got an high number of minor code
issues. Finally, the most recent work was performed by Lin et al.[164]; in
particular, they conducted a large-scale analysis, over 12.000 mobile apps,
to understand how test automation works in this context, i.e., tendency to
write tests and practice itself. Moreover, they analyzed how test automation
impacted the popularity and surveyed 148 developers to have feedback about
automation test adoption.

8.3 our contribution on technical debt in test code

This part of the thesis aims at addressing the open issues about technical
debt in test code. To this aim, first of all we asked whether and to what
extent, test-related factors have a real impact on software code quality, hence
defining our third high-level research question (i.e., RQc). In this regard, in
Chapter 9 we provide a multivocal literature review aiming to identify all
test-related factors that have been associated to software code quality in the
past. Then, to statistically verify this relation, in Chapter 10 we present a case
study in which we explore how the test-related factors identified in literature
are related to software quality. In this study, we build statistical models, to
study how test-related factors relate to the number of post-release defects
in production code, even when we also consider other product and process
metrics as confounding factors. The main finding of our study is that most of
the test-related factors do not have a direct relation with software quality, as
opposed to factors such as production class LOCs and pre-release changes.

Other than studying technical debt from the testing perspective on standard
software system, we also wondered about testing in mobile applications
through the definition of the fourth high-level research question (i.e., RQd).

Chapter 11 reports a large-scale empirical study on the prominence, quality,
and effectiveness of the tests manually written by mobile developers. The
study revealed that mobile applications are not sufficiently tested, e.g., we
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found just 2 test suites per app on average. Most of the available tests were
at unit-level and related to the verification of the application logic, while
GUI-related classes and storage of the considered apps were mostly untested.
In addition, we discovered that the majority of tests have design issues, as
measured by test smells, even though their metric profile would not suggest a
low design quality. Finally, also test effectiveness has been proven to be low.
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C O L L E C T I NG T E ST- R E L AT E D FAC T O R S : A
M U LT I VO CA L L I T E R AT U R E R E V I E W

This chapter presents a Multivocal Literature Review (MLR) [94] aiming
to identify the test-related factors that might influence the quality of the
exercised production code. An MLR is an enhanced version of systematic
literature reviews that not only considers white papers, i.e., those that have
been published in conferences and journals, but also gray documentation, i.e.,
the knowledge that can be extracted from online unpublished sources like
websites and blog posts. Next, we describe methodology and results achieved
from the literature review.

9.1 research methodology

The goal of the multivocal literature review is to collect the test-related
factors that have been analyzed and/or discussed in both previously published
work and online unpublished sources, with the purpose of providing a
comprehensive view of which factors have been associated to post-release
defects. The perspective is that of researchers who are interested in gaining
knowledge of test-related factors and their relation with software quality.

9.1.1 Research Question

To address the goal of our study, we set up the following research question:

RQ0. What are the test-related factors related to post-release defects,
according to the available white and gray literature?

As further reported in this section, we followed well-established research
guidelines to conduct systematic and multivocal literature reviews [94, 143].

145
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9.1.2 Search Query Definition

The search query represents the set of keywords that are used to search reliable
sources on the phenomenon of interest [143]. In our case, we made two
main considerations before defining it. First, we noticed that multiple terms
could be used as synonym of ‘defect’: these are ‘bug’, ‘fault’, and ‘failure’.1

Secondly, the term ‘post-release’ could also be referred to in different ways,
namely ‘post-production’, ‘post-delivery’, and ‘post-verification’. According
to these considerations, we defined the following search query:

(‘test’) AND (‘post-release’ OR ‘post-production’ OR ‘post-delivery’ OR
‘post-verification’) AND (‘defect’ OR ‘bug’ OR ‘failure’ OR ‘fault’)

9.1.3 Selecting the Source Engines

The selection of relevant sources is a crucial activity to provide a compre-
hensive description of the state of the art [94, 143]. In our context, this
step consisted of selecting search engines that could cover both white and
gray literature. As for the former, we selected all major databases indexing
published papers: these are (1) the IEEEXplore Digital Library,2 (2) the
ACM Digital Library,3 (3) Science Direct,4 (4) SpringerLink,5 and (5)
Scopus.6

The selection of these search engines was driven by our willingness to
consider as many sources as possible when conducting our literature search.
These databases are widely recognized as the most representative for research
in the field of software engineering [35, 133] and contain a massive amount
of resources, i.e., journal articles, conference and workshop proceedings,
books, etc., concerned with the research question we posed.

1 We did not include the term ‘error’ since it refers to the action performed by a developer to
introduce a defect in source code rather than to the defect itself [253].

2 Link: https://ieeexplore.ieee.org/Xplore/home.jsp
3 Link: https://dl.acm.org
4 Link: http://www.sciencedirect.com
5 Link: https://link.springer.com
6 Link: https://www.scopus.com



9.1 research methodology 147

As for the gray literature, we followed a similar approach as othermultivocal
literature reviews (e.g., [95, 125]) and exploited the Google search engine.7

9.1.4 Exclusion and Inclusion Criteria Definition

Exclusion and inclusion criteria report the characteristics that a retrieved
source must not (or must) have to be considered useful for addressing the
research question [94, 143]. Also in this case, we needed to define criteria
depending on whether a resource comes from the white or the gray literature,
as some characteristics might not be applied for gray resources.
As for the white literature, we adopted the following exclusion criteria:

• Articles that were not focused on investigating the relation between
test-related factors and post-release defects, e.g., papers studying how
test smells relate to mutation coverage;

• Articles that have later been extended; particularly, in case of a con-
ference paper has been extended to journal, we only considered the
journal article as it is more complete.

• Articles not reporting any empirical validation of the relation between
test-related factors and post-release defects, e.g., non-validated con-
jectures of the existence of a relation between test smells and code
coverage;

• Articles that were not written in English;

• Articles whose full text was not available;

• Articles that did not undergo a peer-review process, e.g., M.Sc thesis;

• Duplicate papers retrieved by multiple databases.

We set one main inclusion criterion:

7 Link: https://www.google.com
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• Articles reporting an empirical validation of the relation between
test-related factors and post-release defects, e.g., papers studying how
test smells relate to post-release defects.

It is worth noting that we did not set any temporal limit to our search,
as we were interested in retrieving all possible sources for conducting a
comprehensive analysis of test-related factors and post-release defects.
Turning the attention to the gray literature, the main challenge was repre-

sented by the assessment of the reliability of a source. Indeed, among the
resources retrieved, there might be some that did not have the minimum
quality to be considered reliable for our literature review. To take this aspect
into account, we assessed the reliability of gray resources by relying on the
guidelines provided by the University of Wisconsin8 and, according to them,
excluded unreliable resources. In particular, these guidelines are:

• Author. Information on the internet with a listed author is an indication
of a credible site. If an author is willing to stand behind the information
presented (and in some cases, include his or her contact information)
is a good indication that the information is reliable.

• Date. The date of any research information is important, including
information found on the Internet. By including a date, the website
allows readers to make decisions about whether that information is
recent enough for their purposes.

• Sources. Credible websites, like books and scholarly articles, should
cite the source of the information presented.

• Domain. Some domains such as .com, .org, and .net can be purchased
and used by any individual. However, the domain .edu is reserved for
colleges and universities, while .gov denotes a government website.
These two are usually credible sources for information. Websites using
the domain .org usually refer to non-profit organizations which may
have an agenda of persuasion rather than education.

8 Link: https://uknowit.uwgb.edu/page.php?id=30276
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• Site Design. This can be very subjective, but a well-designed site can
be an indication of more reliable information. Good design helps make
information more easily accessible.

• Writing Style. Poor spelling and grammar are an indication that the site
may not be credible. In an effort to make the information presented
easy to understand, credible sites watch writing style closely.

Of course, we only considered resources written in English and that were
fully available for reading. At the same time, to include a resource in our
study we defined the following two criteria:

• The resourcemust report on practitioner’s experiences and/or discussion
of using test-related factors to establish the likelihood to have defects
in production code;

• The resource must describe the test-related factor(s) it refers to, i.e., it
must clearly mention that the test executability represents an important
factor to assess post-release defects.

9.1.5 Execution of the Multivocal Literature Review

Once defined the ground for our multivocal literature review, we proceeded
with its execution. Figure 9.1 overviews the process, reporting the input-
s/outputs of each stage as well as summarizing the number of resources
retrieved from each search engine and considered for our study. For the
sake of understandability, the figure reports in white background the steps
referring to the white literature review, while in gray the parts related to the
gray literature.

The entire process was jointly executed by two of the authors in the period
between May 11 to June 10, 2020. Whenever possible, the two authors met
physically to perform the tasks; otherwise, they conducted the review through
Skype. The entire execution took around 80 person/hour: the inspectors
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Figure 9.1: Steps performed when conducting the multivocal literature review.

started analyzing the white literature, as this was supposed to take longer.
Upon completion, they then focused on the gray literature.

As shown, when executing the search query on the white literature search
engines, we obtained a total of 8,671 hits: most of them came from Science
Direct and SpringerLink, which returned 3,834 and 3,773 results, respec-
tively. The other databases were instead more restrictive when returning
results.
The inspectors applied the exclusion criteria on the initial set of papers

retrieved. In so doing, they mainly focused on title and abstract; nevertheless,
in cases where the exclusion criteria could not be applied solely looking at
these pieces of information, they explored the content of the paper more, for
instance by reading the research questions, methodology, or conclusion of
the paper. The exclusion criteria led to the removal of the vast majority of the
initial sources (8,599 papers), giving as output a candidate set of 72 papers.

At this point, the inspectors adopted a backward and forward snowballing
approach as recommended by Wohlin [326]. This was based on one iteration
which consists of examining (i) the outcoming citations, namely the list of



9.1 research methodology 151

papers cited by the article under investigation and (ii) the incoming citations,
namely the list of papers citing the article under investigation, with the aim
of augmenting the candidate set of papers with additional resources that were
not identified through the search engines. In the first case, the inspectors went
over the citations reported in the candidate papers. In the second case, they
used Google Scholar9 to retrieve the list of papers citing the candidate ones.
As previously done, the inspectors first focused on the title of a cited/citing
paper: if it was not possible to establish the actual relevance of a new resource,
they downloaded it and started reading its content. At the end of this stage, the
inspectors included 16 papers to the candidate set, which reached 88 sources.
Finally, the inclusion criterion was applied: 11 papers passed the exam-

ination, forming the final set of white resources to be considered in our
study.

As for the gray literature review, the inspectors followed a similar method-
ology. When executing the search query on Google, it returned a total of
210 results, distributed on 21 pages. It is worth noting that the inspectors
performed the entire gray literature identification process using the ‘incognito’
mode to avoid that their personal navigation history could bias the results of
the search process. Given the limited amount of results, the inspectors could
browse each of them and apply the specific exclusion criteria established for
the gray literature search. The joint work allowed them to immediately discuss
the suitability and reliability of the resources analyzed: as an outcome, they
identified a set of 26 candidate resources. Interestingly, all of them passed the
inclusion criteria, composing the final set of gray resources and contributing
to the grand total of 37 sources included in our multivocal literature review.

9.1.6 Quality Assessment and Data Extraction Process

As a final step of our multivocal literature search, we assessed the quality of
the retrieved literature sources and extract data about the test-related factors
associated with post-release defects.

9 Link: https://scholar.google.com
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In particular, after the selection process of both white and gray literature,
we defined a checklist to assess the reliability and thoroughness of the selected
sources. The checklist included the following questions, which have been
defined with the goal of determining whether the considered sources actually
treated test-related factors and their relation with software quality:

1. Are the test-related factors mentioned in the source clearly defined?

2. When considering white papers, are the test-related factors actually
assessed against post-release defects?

3. When considering white papers, is the research methodology clearly
stated?

4. Are the conclusions stated supported by data (for white papers) or clear
motivations (for gray sources)?

To each of these questions, the inspectors could reply with ‘Yes’, ‘No’,
‘Partially’. The inspectors considered a study as partial in cases where the
methodological details could have been derived from the text, even if they
were not clearly reported. These answers were scored as follows: ‘Yes’=1,
‘Partially’=0.5, and ‘No’=0. For each primary study, its quality score was
computed by summing up the scores of the answers to all the four questions.
At the end of the process, the inspectors classified the quality level into High
(score = 4 for white papers, score = 3 for gray articles since they did not
include point 3 of the quality assessment), Medium (2 ≤ score < 4 for white
papers, score = 2 for gray literature), and Low (score = 1). According to our
assessment, 2 resources were classified asMedium and 34 as High. Therefore,
we could be able to extract data from all the selected sources.

As for the actual extraction process, the inspectors proceeded as follow. For
white papers, they looked at the experimental design in order to identify (1)
the test-related metrics used as independent variables and (2) the dependent
variable adopted (i.e., post-release defects). Hence, in this case the data
extraction was only based on these two elements. As for gray sources, the
inspectors looked at the entire text to interpret the practitioner’s opinions and
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elicit the test-related factors they were referring to. For example, let consider
the following case, which comes from the source [S03] in the list of sources
reported at the end of the chapter:

“Under the assumption that tests are of good quality, [code coverage] can
uncover which parts of the software have a known level of defects vs.

unknown.”

As reported, in the text above the practitioner refers to code coverage and
how it can be used as an indicator for the location of faults in production
code.

9.2 analysis of the results

This section summarizes the results of our multivocal literature review. It is
worth remarking that we report the entire list of sources considered when
performing the review at the end of this chapter.
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Figure 9.2: Total number of articles retrieved over years. Red bars refer to the gray
resources, blue ones to white papers.
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Figure 9.2 depicts the distribution over years of the resources retrieved in
our review. There are two key observations to report by looking at the figure.
In the first place, we observe that the number of papers published on this
topic is particularly low (11) and most of them are rather recent: indeed, in
the last three years we observe a slightly increasing trend. In the second place,
it is surprising to see that the number of gray resources is higher than the one
of white literature papers: this aspect seems to suggest that the problem of
assessing the power of test-related factors to forecast post-release defects has
been neglected by the research community, while it represents something
important for practitioners. Also in this case, we notice that the number of
gray articles increases in the last few years. Intuitively, this aspect may be due
to the steady raise of development models that require the frequent execution
of tests (e.g., continuous integration) and that somehow enforce developers
in keeping the characteristics of tests into consideration, hence creating a
growing interest into the relation between tests and software quality.
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Figure 9.3: Total number of retrieved articles divided per theme. Red bars refer to
the gray resources, blue ones to white papers.

Turning the attention to the types of test-related factors mentioned in the
retrieved resources, Figure 9.3 overviews the themes extracted by analyzing
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each of them. Interestingly, most of the gray articles mentioned presence and
executability of test classes: in particular, a number of practitioners point out
that having a properly set environment represents a crucial factor that enables
the prompt identification of defects in source code. As an example, in the
resource [S25], the Chief Technology Officer of the Cockroach Labs—a
well-known company that develops relational databases for cloud-native
applications—reports on a two-year experience with using an open-source
framework for testing distributed databases, i.e., Jepsen.10 He explains that
an effective method to make tests actionable is to have a strong environment
and, indeed, quoting from [S25]: “every night we start up a 5-node cluster
and run each test+nemesis combination for 6 minutes each”.
Another aspect deemed as important by most practitioners is represented

by dynamic factors, e.g., code coverage. We can notice that this type of
factors has attracted most of the attention of the research community, which
frequently investigated how these factors can influence post-release defects.
At the same time, from the gray literature emerged the value of static
factors, e.g., test code metrics—an aspect that seems to be overlooked by
the research community. For instance, in the resource [S16], the founder of
SoftwareTestingMaterial—a blog reporting and discussing on testing
practices and methodologies—reports that test code metrics can “monitor
and control process and product. [They] help to drive the project towards
our planned goals without deviation”.
Finally, the last type of test-related factor emerging from our multivocal

literature review concerns with test smells, namely sub-optimal design or
implementation solutions applied when developing test code [195]. This
aspect was, however, only mentioned and investigated by researchers in the
past, while we did not observe gray literature reporting on it. This possibly
corroborates previous findings in the field reporting that practitioners do not
perceive test smells as actual problems [302].
To conclude the discussion of the results for the multivocal literature

review, Table 9.1 reports the specific metrics identified for each category of
test-related factors. As shown, we identified 14 test-related factors. First, we

10 Link: https://jepsen.io
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Table 9.1: Test-related factors resulting from the multivocal literature review.
Group Name Description

Presence and Executability

Availability of test classes The availability of a test suite for
a production class.

Executability of test classes The ability to run a test case for a
given production class.

Static factors

TLOC Number of lines of code of the
Test Suite.

TWMC Weighted Method Count of the
Test Suite.

TEC Efferent coupling of the Test
Suite.

Assertion Density Percentage of assertion state-
ments in the test code (i.e., num-
ber of assertions / T_LOC).

Test smells

Assertion Roulette A test containing several asser-
tions with no explanation.

Eager Test A test case testing more methods
of the production target.

Indirect Testing A test interacting with the target
via another object.

Resource Optimism A test that make optimistic as-
sumptions on the existence of ex-
ternal resources.

Mystery Guest A test that use external resources
(e.g., files or databases).

Dynamic factors

Line Coverage Percentage of statement in pro-
duction class that are covered by
the test.

Branch Coverage Percentage of branches in produc-
tion class that are covered by the
test.

Mutation Coverage Percentage of mutated statement
in production class that are cov-
ered by the test.

extracted metrics related to presence and executability of test classes, which
are connected to the testing environment. Secondly, we identified structural
metrics [50] such as test lines of code (LOC), test complexity (WMC), test
coupling (EC), and assertion density. Also, we found classical metrics like
line and mutation coverage [9]. Finally, we found five test smell types, i.e.,
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Assertion Roulette, Eager Test, Indirect Testing, Resource Optimism, and
Mystery Guest: these were the test smells associated to defect-proneness in
previous work [260, 280].

¤ Summing Up: From the multivocal literature review, we discovered
four categories of test-related factors that have been associated to post-
release defects in white and/or gray literature. These are connected to
presence and executability of tests, static and dynamic test code metrics,
and test smells.

9.3 conclusion

The main contribution of this chapter is represented by the extraction of a
comprehensive set of test-related factors possibly influencing post-release
defects. To this aim, we conducted a multivocal literature review on the
test-related factors that have been associated to post-release defects in both
white and gray literature, in an effort of eliciting a comprehensive set of
metrics to consider in our study.
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ST U DY I NG T H E R E L AT I O N B E T W E E N
T E ST- R E L AT E D FAC T O R S A N D P O ST- R E L E A S E
D E F E C T S

In this chapter, we present a case study conducted on eight systems of the
Apache ecosystem in which we explore how test-related factors are related
to software quality. As done in previous studies, we operationalize software
quality at software component level (in our case, file level) and by measuring
the component’s post-release defects. To this aim, we build statistical models
to study how test-related factors relate to, i.e., (i) presence and executability
of test suites, (ii) statically computable test code factors, and (iii) dynamically
computable test code factors, relate to the number of post-release defects in
production code, when also considering several product and process metrics.

10.1 research methodology

The goal of the empirical study is to investigate how test-related factors are
related to post-release defects, with the purpose of measuring the explanatory
power of having a good test suite on software code quality. The perspective is
of both researchers and practitioners: the former are interested in assessing
the relation between test-related factors and post-release defects, while the
latter are interested in understanding the extent to which good quality test
suites can help them to reduce post-release defects.

10.1.1 Research Questions and Methodological Sketch

Our study is structured around three main research questions. Figure 10.1
synthesizes the levels of our analyses. In an ideal scenario, all production
classes in a software project have corresponding tests that can be successfully
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executed. However, in practice this is rarely the case, which represents an
interesting scenario for us, because it creates a natural experiment where we
can compare software quality (measured as post-release defects) in both tested
and untested classes. Therefore, we started our empirical study by investigating
the role played by the presence of test classes and their executability with
respect to software quality.

RQ1. How do presence and/or executability of test classes relate to
post-release defects of production code?

We further investigated the role of testing on source code quality at a finer
level of granularity. We restricted our analysis to those test-related factors
that can be statically computed (e.g., test size)

RQ2. How do statically computable test code factors relate to post-release
defects of production code?

The final part of our empirical study was focused on the understanding of
how dynamic factors (e.g., code coverage [9]) relate to software quality. This
maps a scenario in which production classes are exercised by executable tests.

RQ3. How do dynamically computable test code factors relate to
post-release defects of production code?

From an experimental design perspective, for each research question we
established a set of subjects, factors, and treatments - as also illustrated in
Figure 10.1. As for RQ1, we considered all the classes of the considered
systems as subjects, taking into account the presence and executability of
tests as factors, with the aim of assessing the extent to which they affect
source code quality (i.e., the treatment). In RQ2, we narrowed the subjects of
the study so that we could only consider the classes having at least one test
associated to compute factors computable using static analysis (i.e., metrics
and code quality indicators) and assess their impact on post-release defects.
Finally, in RQ3, the subjects are represented by the set of classes having at
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Figure 10.1: The three levels of investigation considered in our empirical study, by
research question.

least one executable test, while the factors are the dynamically computable
metrics: these are used to establish a relation between dynamic test factors
and software quality. The following sections report on the subject dataset as
well as the steps conducted to answer our RQs.

Table 10.1: Systems from Apache Commons considered in the study

Name # Commits # Releases # Contributors # Production
Classes

# Test
Classes

# Defects

Codec 1,792 45 39 26 31 134
Collections 3,091 49 51 270 139 341
DBCP 1,983 62 34 53 21 367
DbUtils 656 29 21 25 20 56
IO 5,400 54 58 100 47 281
Lang 2,141 89 140 119 98 634
Math 6,395 65 34 804 404 684
Pool 1,879 168 38 41 14 205

10.1.2 Context selection

The context of the study consisted of eight open-source software systems,
whose characteristics are shown in Table 10.1. Their selection was driven by
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three main requirements of both our tooling and data analysis procedures. In
the first place, we focused on Java because most of the test-related factors
experimented can be only computed for this programming language (e.g.,
test smells are only defined and validated by our community for Java [308]).
Secondly, we restricted our analyses to systems having a large change history
information, as it is our willingness to have projects with (i) a number of
post-release defects to allow significant analyses—we excluded systems with
less than 50 defects reported in the corresponding issue tracker1—and (ii)
a number of previous changes—we excluded systems with less than 500
commits—that can be used to control for our results, as detailed in Section
10.1.5. Finally, we required the selected systems to have at least one compilable
release to use for our study [303], as some of the considered test-related
factors can only work with compilable source code (e.g., dynamic information
like line and mutation coverage). Moreover, to allow the application of the
state-of-the-art tool for line and mutation coverage (i.e., PiTest), we checked
for projects having no sub-modules and built with Maven, using the default
Maven directory structure (i.e., the production classes are located in the
‘src/main’ package, while the test classes are in the ‘src/test’ package). As a
result of this selection procedure, we found a family of eight projects that
met all the aforementioned requirements, i.e., apache-commons.
In an effort of providing more details about the context of our study, as

recommended by a recent work [33], we manually dived into the information
reported in the repositories analyzed, particularly looking at (1) contribution
guidelines, which may indicate some relevant information of how contributors
are supposed to perform testing as well as on the development process in place
and (2) the change history, which reports data related to frequency of releases,
number of contributors, and so on. In cases where contextual information
were not minable looking at the above mentioned sources (e.g., testing type),
we also analyzed online documentation (e.g., guidelines of the Apache
Software Foundation) or directly looked at the source code and extracted
the remaining data. As a result, we discovered that the eight selected projects
share similar characteristics as well as a similar development community—as

1 We retrieve the link to the issue tracker adopted by a certain project through the analysis of
the developer’s contribution guidelines.
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somehow expected, since they belong to the same family of projects. Apache
Commons is a commit-then-review community, so developers who want to
contribute should follow Apache’s code of conduct2 and announce their
intentions and plans on the developers mailing list before committing code.
Releasing a new version of the system requires the vote of a PMC (Project
Management Committee) according to theApacheRelease Creation Process.3

For this reason, new code is not released at regular time intervals but its
release depends on several aspects. Tests are written and committed together
with production code indicating that developers adopt a test-as-you-write
development strategy. All the tests available in the considered systems are
written at unit-level, following a black box strategy.

10.1.3 Dependent Variable

The dependent variable of our study is the number of post-release defects. To
compute it, we first determined whether a commit fixed a defect. This was
done by employing the textual-based approach proposed by Fischer et al.[80],
which is based on the analysis of commit messages. Such an approach has
been extensively used in the past [130, 141] and was assessed to have an
accuracy close to 80% [80, 236]. Specifically, we searched for issue IDs in
commit messages by finding matches with the prefix used in the bug tracker
system. Once retrieved a commit referencing an issue, we queried the apache
issue tracker system’s APIs in order to filter only issues related to resolved
bugs. Then, we searched for keywords indicating fixing activities in the
commit message, such as ‘bug’, ‘fix’, or ‘defect’, in order to select only the
bug-fixing commits. Once we detect all bug fixing commits, we employed the
SZZ algorithm [278] to obtain the commits where the defect was introduced.
In particular, the SZZ algorithm relies on the annotation/blame feature of
versioning systems [278]: given a defect-fix activity identified by the defect
ID k, the approach works as follows:

2 http://www.apache.org/foundation/policies/conduct.html
3 https://infra.apache.org/release-publishing.html

http://www.apache.org/foundation/policies/conduct.html
https://infra.apache.org/release-publishing.html
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• For each file fi, i = 1 . . .mk involved in a defect-fix k (mk is the
number of files changed in the defect-fix k) and fixed in its revision
rel-fixi,k, we extracted the file revision just before the defect fixing
(rel-fixi,k − 1).

• Starting from the revision rel-fixi,k − 1, for each source line in fi
changed to fix the defect k, we identified the production class Cj to
which the changed line belongs. Furthermore, the blame feature of Git
is used to identify the revisionwhere the last change to that line occurred.
In doing that, blank lines and lines that only contain comments are
identified and excluded using an island grammar parser [199]. This
produces, for each production class Cj , a set of ni,k defect-inducing
revisions rel-defecti,j,k, j = 1 . . . ni,k. Thus, more than one commit
can be indicated by the SZZ algorithm as responsible for inducing a
bug.

Once retrieved the list of defect-inducing commits, we computed post-
release defects of a class as the number of defect-inducing activities involving
the class in the period after the selected release rj . To compute the depen-
dent variable, we use the spadini2018pydriller framework [279], which
implements the SZZ algorithm. Some recent work has reported that the SZZ
algorithm has a low accuracy, in particular concerning precision [59, 265];
should these observations be verified on our dataset, this would threat the
validity of our results. For this reason, we manually validated the performance
of the SZZ algorithm on our dataset. Specifically, two of the authors (the
inspectors) jointly analyzed all the 251 total defect-inducing commits output
by SZZ. In doing so, they relied on the source code of both defect-fixing and
defect-inducing versions of the projects: the task was performed to understand
whether a change in the defect-inducing version actually introduced the
defect that was fixed in the defect-fixing version. The inspection pointed
out a precision of 92% (231 correct defect-inducing commits): this result
diverges from previous findings [265] and suggests that the performance
of the algorithm is strongly dependent on the considered projects. As a
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consequence of this validation, we excluded the 20 false positives from the
analysis to have a more accurate dataset.

10.1.4 Independent Variables

We defined a different set of independent variables for the three RQs.

Independent variables for RQ1. In the first research question, we defined
two independent variables. The first one was represented by the presence
of a test class for each production class of the selected systems. We defined
a variable named ‘is-tested’ that assumes the value ‘true’ if the production
class has a test class that exercise it, ‘false’ otherwise. With respect to the
selection of this independent variable, there are two observations to be
done. Intuitively, the presence of test classes alone cannot affect software
quality—having a test does not imply the identification of defects. However,
having them is a necessary condition: the conjecture behind the selection of
‘is-tested’ as independent variable was that the availability of a test suite may
allow developers to promptly identify defects, hence affecting the number
of post-production defects. Hence, we conjectured an indirect relation and
aimed at verifying it. In this respect, it is also worth noting that the presence
of tests was one of the factors mentioned by practitioners when analyzing
the gray literature: this means that the availability is actually perceived as
a relevant factor for software quality. This supports the idea of an indirect
relation of this factor with post-release defects.
A key point for the computation of the independent variable was related

to linking each test class to each of the considered production class. All the
selected projects rely on Maven as build tool. Thus, to perform the linking,
we relied on the pom file, which contains the rules to identify the test classes
to execute when the projects need to be built or packaged. In particular, we
first identified all production and test classes by scanning the pom file and
looking for the sourceDirectory and testSourceDirectory fields, that
indicate the location of production and test code, respectively. When the
fields were not reported explicitly, we considered the default source and test
directories. Afterwards, we used a patternmatching approach based on naming
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conventions to find the production class related to a certain test class, as it has
been done in previous work [104, 171, 302]: given the name of a production
class (e.g., ‘ClassName’) belonging to the sourceDirectory folder, it
checks for the presence of a test class having the same name as the production
class but with the prefix or postfix “Test” in the testSourceDirectory
(e.g., ‘ClassNameTest’ or ‘TestClassName’). In case the approach cannot
identify a test for a certain class, the variable ‘is-tested’ for the considered
production class is “false”, “true” otherwise. The accuracy of this linking
approach has been previously assessed [310]: it showed an accuracy close to
85% and is comparable with more sophisticated (but less scalable) techniques
(e.g., slicing-based approaches [259]).

The second independent variable is named ‘are-tests-executable’: it as-
sumes the value “true” if the tests exercising the production class can be
ran, “false” otherwise. Also in this case, the selection was supported by the
results achieved when analyzing the gray literature: indeed, multiple times
practitioners reported that having tests that can be actually run against the
production code is an important factor to assess post-release defects. In this
sense, we aim at providing evidence of the effect of having runnable tests on
software quality. To determine the value of the variable, for each considered
project we ran the mvn verify command, which executes all the available
tests. If the execution of a test proceeds without errors,4 then we considered
the test as executable. Otherwise we marked it as non-executable.
With respect to the executability of tests, it is worth noting that we

considered the building environment directly used by developers of the
considered Apache projects. In other words, the methodology we used to
run tests is exactly the same as the one used by the actual developers. Hence,
we considered a real-case scenario of use of the tests, i.e., we considered a
natural experiment that considers what actually happens in practice.

Independent variables for RQ2. In the second research question, we
studied the relation between static test-related factor and post-release defects.
So, we considered test-related factors that can be computed without executing

4 Note that a Maven error explicitly indicates that the test cannot be run for some reasons, as
opposed to a failure, which instead reports that the test has found an anomalous behavior in
the production code.
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test classes: these are test code metrics and smells. To compute the former, we
relied on the tool by Spinellis [282]. As for the latter, we used the code-metrics
based tool developed by Bavota et al. [25]. The detector is able to identify
instances of five test smell types, namely Mystery Guest, Resource Optimism,
Eager Test, Assertion Roulette, and Indirect Testing. All the considered smells
have been related to defect-proneness by previous work in the field [260, 280].
The selection of the test smell detector was driven by the high accuracy it
showed in previous studies, with F-Measure close to 86% [25, 239, 241].

Independent variables for RQ3. In the context of the third research
question, we also included the metrics that can be computed only when
executing the test classes: the dynamic factors (i.e., Line Coverage, Branch
Coverage, and Mutation Coverage). As for line and branch coverage, we used
Cobertura.5 For mutation coverage, we used PiTest.6 It is worth noting
that the choice of using PiTest was not only driven by the fact that this is the
state-of-the-art tool for mutation testing [104, 161], but also by the relatively
low number of equivalent mutants, i.e., mutants having a semantically similar
behavior [2], it generates: indeed, a recent study by Fernandes et al.[79]
reported that only 20% of the mutants generated by PiTest can be considered
equivalent, which is substantially lower than other mutation testing tools
available in literature.

10.1.5 Confounding Factors

In addition to the test-related factors we collected from our MLR (see Chapter
9), the number of post-release defects may be due to other factors related to
the structure of production code [19]. Thus, to avoid a biased interpretation
of the results, we introduced a set of well-known source code and process
metrics as confounding factors, which are summarized in Table 10.2. All of
them have been previously related to defect-proneness, as further explained
in the following:

5 Link:https://cobertura.github.io/cobertura/
6 Link: http://pitest.org
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• We considered the Lines Of Code (PLOC) metric, that measures the
size of production classes. According to previous findings [149, 242,
337], the larger a class the higher its fault-proneness. As such, the
number of post-release defects might be a reflection of the production
code size and, therefore, we computed LOC to control our findings on
the impact of the presence of test suites. To measure PLOC, we used
the tool devised by Spinellis [282].

Table 10.2: List of confounding factors used in the study.
Group Name Description

Static factors
PLOC Number of lines of code of the

Production Class
PWMC Weighted Method Count of the

Production Class
PEC Efferent coupling of the Produc-

tion class

Code smells God Class A class having a large size, poor
cohesion, and several dependen-
cies with other data classes of the
system

Class Data Should Be Private A class exposing its attributes,
thus violating the information hid-
ing principle

Complex Class A class presenting a overly high
cyclomatic complexity

Functional Decomposition A class implemented as a func-
tion

Spaghetti Code A class that exhibit a functional-
style programming structure,
declaring a number of long meth-
ods without parameters

Process Metrics Pre-release Changes Number of changes involving the
Production class before the re-
lease date of the considered snap-
shot

• We computed Weighted Method per Class (PWMC) [50] as a way
to measure the complexity of production code. A number of previous
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studies has shown the metric to be related to the number of defects in
which a production class will incur [68, 210, 341]. The tool by Spinellis
[282] was used to compute the metric on our dataset.

• We measured the Efferent Coupling (PEC) of production classes
because, as reported by previous research [19, 65, 91, 144, 272], the
higher the coupling of a class the higher its fault-proneness. Also in
this case, we employed the tool by Spinellis [282] to compute PEC.

• We considered code smells, i.e., symptoms of the presence of poor
implementation choices [34, 88], since they are reported to be connected
to the fault-proneness of production code [64, 116, 137, 225, 226, 243,
304]. We considered five code smells from the catalog by Fowler
[88] that have different characteristics, namely God Class, Class Data
Should Be Private, Complex Class, Functional Decomposition, and
Spaghetti Code. These code smells have been analyzed by previous
work studying their effect on source code defect-proneness [137, 226].
Therefore, our selection was driven by these findings. As for the actual
detection of these code smells, we relied on Decor [197], a state-
of-the-art detection tool which has shown an accuracy close to 80%
[197]. In our work we re-evaluated the precision of Decor. The two
authors previously involved in the validation of the test smells also
conducted this analysis: they manually validated all the 137 code smell
instances output by the tool. The task was to understand whether a
certain code smell candidate given by Decor actually revealed the
existence of a design problem in source code. After the first assessment,
the two inspectors compared their evaluations, reaching an agreement
of 95%. The remaining 5% of cases (i.e., seven code smell candidates)
were discussed and, finally, four of them turned to be real code smells.
Following this validation, we (i) confirmed the good accuracy and the
suitability of Decor in our context and (ii) excluded the false positive
smells from our analysis.

• We computed the number of pre-release changes and pre-release
defects because metrics capturing the previous history of production
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classes can reveal relevant evolution aspects [119, 262]. To compute
the number of pre-release changes, we mined the change log of the
considered projects and count how many times a certain production
class has been modified. As for the pre-release defects, we relied again
on the SZZ algorithm implemented in PyDriller [279].

10.1.6 Statistical Modeling and Data Analysis

After collecting the data for all the considered projects, we defined three
groups of hypothesis, related to the three research questions.
As forRQ1, we defined two pairs of null (Hn) and alternative (An) hypotheses:

Hn1. There is no correlation between the presence of test classes and software
quality, as measured by post-release defects.

An1. There is a correlation between the presence of test classes and
software quality, as measured by post-release defects.

Hn2. There is no correlation between the executability of test classes and
software quality, as measured by post-release defects.

An2. There is a correlation between the executability of test classes
and software quality, as measured by post-release defects.

Regarding RQ2, we defined the following hypotheses:

Hn3. There is no correlation between test code metrics and software quality,
as measured by post-release defects.

An3. There is a correlation between test code metrics and software
quality, as measured by post-release defects.

Hn4. There is no correlation between test smells and software quality, as
measured by post-release defects.

An4. There is a correlation between test smells and software quality,
as measured by post-release defects.
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Finally, we report below the hypotheses to address RQ3:

Hn5. There is no correlation between code coverage metrics and software
quality, as measured by post-release defects.

An5. There is a correlation between code coveragemetrics and software
quality, as measured by post-release defects.

Hn6. There is no correlation between mutation coverage and software quality,
as measured by post-release defects.

An6. There is a correlation between mutation coverage and software
quality, as measured by post-release defects.

To test the hypotheses, we built a statistical model relating the independent
and confounding factors to the post-release defects. A first key design decision
regarded the proper choice of the statistical approach to fit our observations.
We built a Generalized Linear Model (GLM) [213]. This method models the
relationship between a scalar response (i.e., number of post-release defects
in our case) and one or more explanatory variables (i.e., the selected set
of independent and confounding factors) by fitting a linear function whose
unknownmodel parameters are estimated from the data.We use the ‘Gaussian’
family when implementing the model.
We relied on this approach for two main reasons. First, it simultaneously

analyzes the effects of both confounding and independent variables on the
response variable [112]. Second, it does not require distribution of data
to be normal: indeed, in our case, the Shapiro-Wilk test [270] rejects the
null-hypothesis, i.e., our data is not normally distributed.

To avoid multicollinearity [217], which may bias the interpretation of the
results [201, 217], we first applied a hierarchical clustering based on the
Spearman’s rank correlation coefficient [281] of the studied variables (done
using the varclus function available in the R statistical toolkit7), then, if two
variables had a correlation higher than 0.6, we excluded the more complex one
from the model. We interpreted the output of the Generalized Linear Model

7 https://bit.ly/2YFltBU
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by considering the statistical significant codes it assigns to each explanatory
variable, i.e., if a certain variable is deemed as statistically significant, the
chances of the effect on the number of post-release defects being random is
sufficiently low. We also computed the Adjusted R-squared [73] to assess the
goodness of fit of the model, a metric indicating how close the data is to the
fitted regression line.

10.2 analysis of the results

For each RQ, we build the models in a progressive manner, so that we can
measure the explanatory power of different factors step-by-step. In particular,
for each analysis we define three models: (i) the first only considers the effects
of test-related factors, (ii) the second considering both production and test
metrics, and (iii) a full model that includes production metrics, test-related
factors and the selected process metric.

10.2.1 RQ1. The presence and executability of tests

Table 10.3 reports the results of our first analysis. From the total set of
variables employed within the model, we had to exclude (i) PWMC and PEC
because they were too correlated with PLOC and (ii) the one signaling the
presence of the Spaghetti Code smell, which in this case had high correlation
with the presence of Blob instances. In conclusion, the model was composed
of a total of seven metrics whose distributions are described in Table 10.4. The
Adjusted R-squared measured 0.264: the value can be considered “moderate”
[51, 57], namely the statistical model can fit the data with amoderate precision:
≈ 85% of variation is still unexplained. Results of the first model led us to
reject the two null hypotheses related to our first research question (i.e., Hn1
and Hn2) in favor of the alternative hypotheses (i.e., An1 and An2), indicating
that the presence and the executability of test classes have a correlation
with the number of post-release defects. However, when adding confounding
factors, the hypotheses cannot be rejected nor confirmed.
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Table 10.3: Results for RQ1 - The impact of the presence and executability of tests
on the number of post-release defects. N = 1, 457

Test Test + Prod. Full
Estimate S.E. Sig. Estimate S.E. Sig. Estimate S.E. Sig.

Intercept 0.11 0.05 * -0.03 0.05 -0.17 0.04 ***
is-tested 0.57 0.12 *** 0.14 0.12 -0.09 0.11
are-tests-executable -0.49 0.13 *** -0.23 0.12 . -0.05 0.11
PLOC 0.00 0.00 *** 0.00 0.00
isGodClass 0.24 0.16 0.17 0.15
isClassDataShouldBePrivate 0.39 0.38 0.70 0.34
isComplexClass -1.12 0.30 *** -0.29 0.27
pre-release changes 0.05 0.00 ***
pre-release defects 0.10 0.01 ***

Multiple R-squared: 0.268; Adjusted R-squared: 0.264
significance codes: ’***’p <0.001, ’**’p <0.01, ’*’p <0.05, ’.’p <0.1

Table 10.4: Descriptive statistics for variables used in RQ1. N = 1, 457

Variable name Minimum Maximum Mean SD
PLOC 2.00 6291.00 211.00 359.90
isGodClass 0.00 1.00 0.10 0.30
isClassDataShouldBePrivate 0.00 1.00 0.01 0.09
isComplexClass 0.00 1.00 0.02 0.14
is-tested 0.00 1.00 0.49 0.50
are-tests-executable 0.00 1.00 0.38 0.49
pre-release changes 0.00 201.00 7.32 12.26
pre-release defects 0.00 35.00 1.03 3.37
post-release defects 0.00 23.00 0.20 1.33

Looking at the table, the variable which mostly influences post-release
defects is the number of pre-release changes. Thus, we can confirm previous
findings in the field [106, 142] on the relevance of this variable: the information
coming from the past history of a class is a valuable predictor of its future
quality. At the same time, the contribution given by this metric somehow hides
the value of other product-based confounding variables: more specifically,
factors like production code size and code smells—that were found to be
highly relevant to explain the future defect-proneness of source code [137, 206,
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226]—are subsumed by this change history-based metric. Indeed, observing
the results of the other two models which do not contain the process metric,
we notice that some aspects related to the production code result to be highly
significant (i.e., PLOC, Complex Class).
In the full model, the two independent variables selected for RQ1, i.e.,

is-tested and are-tests-executable are not statistically related to the number of
post-release defects that will incur in source code classes. This result suggests
that the mere existence of tests and/or their executability does not affect the
number of post-release defects in the exercised production code.

From another perspective, our results can be also interpreted as a sign that
the quantity of tests is not enough, and that perhaps their quality can serve
as better indicators of post-release defects. In the next research question, we
investigate whether the quality of tests is related to post-release defects.

¤ Summing Up: Neither the executability nor the presence of tests are
statistically significant variables to explain post-release defects when other
confounding factors are taken under consideration. We confirm that the
number of pre-release changes has the highest explanatory power.

10.2.2 RQ2. The impact of static test code indicators

While in the first research question we considered the entire set of instances
belonging to our dataset, in RQ2 we have to consider on a smaller set of
cases (as also seen in Figure 10.1), because we focus on the relation of
statically computable test-related indicators to post-release defects, therefore
the presence of tests is required to compute these indicators. The dataset
we consider for the second research question has 774 observations and 184
post-release defects (as opposed to the 231 of the dataset used in RQ1). The
descriptive statistics for all the variables are reported in Table 10.5. When
removing untested classes from the dataset, the mean of the considered
process metric (i.e., ‘pre-release changes’) increases (see Tables 10.4 and
10.5). This may suggest that the number of changes tends to be lower when
tests are not available, perhaps because developers are less confident with
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Table 10.5: Descriptive statistics for variables used in RQ2. N = 774

Variable name Minimum Maximum Mean SD
PLOC 13.00 6291.00 311.00 460.00
isGodClass 0.00 1.00 0.17 0.38
isClassDataShouldBePrivate 0.00 1.00 0.01 0.12
isComplexClass 0.00 1.00 0.04 0.19
TLOC 5.00 2210.00 168.00 248.10
Assertion Density 0.00 0.83 0.19 0.15
isAssertionRoulette 0.00 1.00 0.87 0.34
isEagerTest 0.00 1.00 0.61 0.49
isMysteryGuest 0.00 1.00 0.07 0.26
isResourceOptimism 0.00 1.00 0.02 0.14
isIndirectTesting 0.00 1.00 0.06 0.24
pre-release changes 1.00 201.00 10.00 16.21
pre-release defects 0.00 35.00 1.73 4.54
post-release defects 0.00 23.00 0.29 1.65

modifying the source code in such a circumstance or because tests are added
when more changes are needed on certain files.

The multicollinearity analysis led us to remove (i) PWMC, PEC, TWMC,
and TEC, as they were too correlated with the PLOC and TLOC metrics, and
(ii) the variable related to the Spaghetti Code smell, as this still has a high
correlation with the Blob code smell. Therefore, the model was composed of a
total of 12 variables and reached an Adjusted-R squared of 0.282 (moderate).8

This means that the model only explains ≈ 15% of variation.
In the first place, the results, reported in Table 10.6, show that TLOC, is

highly significant when test-related factors are considered in isolation, thus
allowing to reject Hn3 in favor of An3. However, this relation cannot be
extended to the full model since the addition of confounding factors led to

8 Note that the three statistical models for the different research questions are not comparable
in terms ofR2, since they operate on different datasets (see Figure 10.1). We report the values
for the R2 only to give an idea of the statistical models’ explanatory power.
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Table 10.6: Results for RQ2 - The impact of static test-related factors on the number
of post-release defects. N = 774

Test Test + Prod. Full
Estimate S.E. Sig. Estimate S.E. Sig. Estimate S.E. Sig.

Intercept -0.02 0.18 -0.08 0.18 -0.19 0.16
TLOC 0.00 0.00 *** 0.00 0.00 -0.00 0.00
Assertion Density 0.16 0.44 0.02 0.43 -0.38 0.39
isAssertionRoulette -0.06 0.20 -0.04 0.19 0.05 0.17
isEagerTest 0.12 0.14 0.03 0.14 -0.05 0.13
isMysteryGuest -0.19 0.28 -0.20 0.28 -0.54 0.25 *
isResourceOptimism 0.73 0.53 0.54 0.52 -0.22 0.47
isIndirectTesting -0.01 0.27 -0.04 0.27 0.09 0.24
PLOC 0.00 0.00 *** 0.00 0.00
isGodClass 0.36 0.23 0.32 0.21
isClassDataShouldBePrivate 0.27 0.56 0.93 0.50 .
isComplexClass -0.97 0.41 * -0.22 0.38
pre-release changes 0.03 0.00 ***
pre-release defects 0.09 0.02 ***

Multiple R-squared: 0.294; Adjusted R-squared: 0.282
significance codes: ’***’p <0.001, ’**’p <0.01, ’*’p <0.05, ’.’p <0.1

a decrease of the significance of test code metrics, namely Hn3 cannot be
rejected nor confirmed.
The results of the full model confirm the previous ones: there is a strong

relation between the process metric we considered (i.e., pre-release changes)
and post-release defects even when adding factors quantifying the properties
of test code. On the one hand, this finding reinforces the idea that the change
process underwent by production classes is among the most valid indicators
for software quality. On the other hand, statically computable properties of
test code do not impact the future defect-proneness of production classes.

The only exception is the variable measuring the presence of the test smell
Mystery Guest, which allowed to reject the null hypothesis Hn4 in favor of the
alternative hypothesis An4.Mystery Guest is a test smell that appears when a
test relies on external resources (e.g., files) [308]. To understand the reasons
behind this finding, two of the authors jointly looked at the tests affected by
this smell, trying to understand the characteristics of those tests that could
justify a similar result. In the end, the two researchers come to the conclusion
that there may exist an indirect relation between this smell and production
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code quality. Specifically, one of the main negative consequences of having
Mystery Guest instances is the non-deterministic behavior of the affected test
code [308]. Intuitively, test classes that intermittently pass/fail cannot properly
exercise the corresponding production code and find defects: thus, one likely
reason behind the achieved result is the direct relation between this test smell
and test flakiness [308], which therefore turns to be indirect when considering
Mystery Guest and post-release defects. To some extent, our findings also
confirm what reported by Spadini et al. [280] on the relation between test
smells and defect-proneness of production code. This observation has to be
confirmed through further empirical investigations.

The results obtained when considering the first two models (i.e., ‘test’, ‘test
+ prod’) also confirm the ones reported in RQ1; indeed, PLOC and presence
of Complex Class instances are statistically significant factors only when the
process variable is not taken into account.

¤ Summing Up: The size of the test classes relates to post-release defects
only if no production and process metrics are considered. We also found
that Mystery Guest is a statistically significant factor, but a fine-grained
analysis only highlighted its possible indirect relation to software quality.

10.2.3 RQ3. The impact of dynamic test code indicators

In the last research question, we measure how dynamically computable test
code indicators are related to post-release defects. To compute these indicators,
we needed to analyze tests that are executable. This restricted the scope to a
dataset including 103 post-release defects. To study the effect of dynamic test
code indicators, we computed and integrated them in the model coming from
RQ2, thus building a Generalized Linear Model with 15 variables whose
descriptive statistics are reported in Table 10.7. To avoid collinearity, we had
to exclude PWMC, PEC, TWMC, TEC, and Spaghetti Code. The goodness
of fit of the resulting full model was 0.225, which indicates that the model has
a weak explanatory power—this because the percent by which the standard
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Table 10.7: Descriptive statistics for variables used in RQ3. N = 577

Variable name Minimum Maximum Mean SD
PLOC 13.00 5077.00 259.00 342.20
isGodClass 0.00 1.00 0.12 0.38
isClassDataShouldBePrivate 0.00 1.00 0.01 0.11
isComplexClass 0.00 1.00 0.02 0.14
TLOC 5.00 2210.00 135.90 194.40
Assertion Density 0.00 0.83 0.20 0.16
isAssertionRoulette 0.00 1.00 0.86 0.34
isEagerTest 0.00 1.00 0.62 0.49
isMysteryGuest 0.00 1.00 0.06 0.23
isResourceOptimism 0.00 1.00 0.02 0.12
isIndirectTesting 0.00 1.00 0.04 0.20
Line Coverage 0.00 1.00 0.90 0.14
Branch Coverage 0.00 1.00 0.75 0.32
Mutation Coverage 0.00 1.00 0.70 0.32
pre-release changes 1.00 139.00 8.49 10.91
pre-release defects 0.00 29.00 1.37 3.66
post-release defects 0.00 23.00 0.19 1.23

deviation of the errors is less than the standard deviation of the dependent
variable is pretty low: ≈ 13%.

Table 10.8 reports the results. When analyzing the model that only in-
cludes test-related factors, Test LOCs and Mutation Coverage are statistically
significant. On the one hand, this result may indicate that larger test classes,
which likely contain more tests, represent a better guard to the introduction
of post-release defects. On the other hand, mutation coverage measures the
ability of tests to identify artificially created defects; looking at the sign of
the relation, our findings suggest that having a lower mutation coverage is
related to a higher number of post-release defects, which is expected given
the goal of mutation testing. Nevertheless, this variable is significant only
when considering test-related factors in isolation, while its explanatory power
decreases as additional factors are added to the model. In particular, the
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Table 10.8: Results for RQ3 - The impact of dynamic test-related factors on the
number of post-release defects. N = 577

Test Test + Prod. Full
Estimate S.E. Sig. Estimate S.E. Sig. Estimate S.E. Sig.

Intercept 0.17 0.38 -0.16 0.37 -0.18 0.36
Line Coverage 0.27 0.45 0.41 0.44 0.21 0.43
Branch Coverage -0.08 0.17 -0.08 0.17 -0.17 0.16
Mutation Coverage -0.55 0.18 ** -0.35 0.19 . -0.12 0.18
LOC (test suite) 0.00 0.00 *** -0.00 0.00 -0.00 0.00 *
Assertion Density 0.38 0.36 0.15 0.35 -0.12 0.34
isAssertionRoulette -0.10 0.17 -0.04 0.16 0.01 0.16
isEagerTest 0.09 0.12 0.03 0.12 -0.04 0.11
isMysteryGuest -0.14 0.27 -0.02 0.27 -0.22 0.26
isResourceOptimism 0.67 0.50 0.54 0.49 0.32 0.47
isIndirectTesting 0.23 0.26 0.16 0.26 0.18 0.25
LOC (production class) 0.00 0.00 *** 0.00 0.00 **
isGodClass -0.08 0.23 -0.14 0.22
isClassDataShouldBePrivate 1.22 0.54 * 1.49 0.52 **
isComplexClass 0.26 0.45 0.37 0.43
pre-release changes 0.03 0.01 ***
pre-release defects 0.04 0.02 *

Multiple R-squared: 0.244; Adjusted R-squared: 0.225
significance codes: ’***’p <0.001, ’**’p <0.01, ’*’p <0.05, ’.’p <0.1

number of pre-release changes is among the most important factors related to
software quality, while line and branch coverage do not relate to post-release
defects, meaning that the amount of production code lines touched by a test
does not reduce the likelihood to have faults in source code: this is in line
with the recent findings of Kochhar et al.[145].

Line and branch coverage are not significant, regardless of the model
considered. This does not allow us to reject the null hypothesis Hn5. Mutation
coverage, instead, is significant only when test-related factors are considered
in isolation. Also in this case we cannot reject the null hypothesis Hn6.

In this part of the dataset, with the addition of dynamic factors and process
metrics, some of the previously not significant statically computable variables
assumed a higher relevance. This is the case of LOC of production and test
code. We extensively analyzed and discussed our data to understand the
reasons behind this result and further discuss them in the following.
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In RQ2, we considered both tests that could and could not be executed
(see Figure 10.1): as such, the dataset possibly included non-executable tests
having a large size which, clearly, could not exercise the production code and
find defects. This might have limited the effect of TLOC on the dependent
variable; conversely, when considering only executable test suites (RQ3),
the variable turned to be significant. This statement is supported by the fact
that 71% of the tests excluded from RQ2 have a LOC higher than the third
quartile of the distribution of all test LOCs of the dataset.
A similar discussion can be done when considering the statistical signif-

icance of production code LOC. The dataset employed in RQ3 may have
filtered out small classes exercised by non-executable tests that lead to post-
release defects. To verify this hypothesis, we performed an additional analysis
in which we assessed how the results of RQ3 change when running a model
only based on statically computable test code indicators (i.e., the setting used
in RQ2): as a result, we found that PLOC remains significant, meaning that
the different statistical findings are indeed due to the specific composition of
the exploited dataset. Another interesting observation concerns the relation be-
tween test and production size metrics. The directions of the two distributions
(i.e., column “Estimate” in Table 10.8) are opposite, which means that: (i) the
larger the TLOCs, the fewer the number of post-release defects, and (ii) the
larger the PLOCs, the higher the number of post-release defects. This result
is quite expected and can be better explained analyzing two relevant qual-
itative examples. The first one is the class ClassDerivativeStructure
belonging to the Commons-Math project; it shows a high number of PLOCs
(i.e., 1,011) but at the same time a high number of TLOCs (i.e., 1,172).
This class has no post-release defects, perhaps due to the robustness of the
test suite. The second example is the class BaseGenericObjectPool in
the project Commons-Pool; like the previous one, it is characterized by a
high PLOCs (i.e., 849) but, the low number of TLOCs (i.e., 43) may have
led to 23 post-release defects (the maximum number of defects among the
instances we analyzed). These two examples, together with the results of the
statistical model, suggest that the size of test suites can be a proxy metric to
assess how robust a test is. Differently from the other research questions, the
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considered variables remain significant across the four models. Indeed, also
adding the process metrics, the PLOC and ‘isClassDataShouldBePrivate’ are
still significant.

¤ Summing Up: Mutation coverage statistically relates to post-release
defects only when test-related factors are considered in isolation. When
considering both static and dynamic test code indicators, we observed
production and test code size to be statistically significant in explaining
post-release defects. Furthermore, our findings suggest that TLOC can be
a proxy metric to assess the quality of the test.

10.3 conclusion

In this chapter, we have presented an empirical study we conducted to
investigate the role of test-related factors on software quality, operationalized
as the number of post-release defects of production source code files. We
considered eight Apache-Commons systems as our case study, as they satisfy
important selection criteria. We found that neither the executability nor the
presence of tests is a significant factor to explain post-release defects in a
statistical model. In addition, other, finer-grained test-related factors seem to
have a limited effect on the number of post release defects, while we confirm
the value of process factors as indicators of future software quality.
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S O F T WA R E T E ST I NG A N D A N D RO I D A P P L I CAT I O N S :
A L A RG E - S CA L E E M P I R I CA L ST U DY

This chapter presents a large-scale empirical study on the prominence, quality,
and effectiveness of the tests manually written by mobile developers. Starting
from a dataset composed of 1,693 open-source Android apps, we first
extracted manually written test cases and computed how many and which
types of tests are actually available as well as which kinds of production
classes are more exercised. Secondly, we focused on the design quality of
those tests, computing test code quality metrics and smells. Finally, we
measured test code coverage and assertion density as proxy metrics to assess
test code effectiveness. In this chapter, we provide insights into the nature of
manually written tests of Android apps. More specifically, we deliver the
following contributions:

1. A large-scale empirical study on the prominence, design quality, and
effectiveness of test cases manually written by developers in the context
of mobile applications;

2. A statistical analysis into the relation of test cases to the actual defects
in production code, with the aim of shedding lights into the practical
usefulness of manually written tests with respect to the discovery of
issues in production;

3. A qualitative investigation, in which we recruit five Android testing
experts and ask them to be part of a focus group [325] aimed at
commenting our findings and eliciting what are the current limitations
that led to them, in an effort of providing concrete insights into the new
research avenues that need to be undertaken by both testing community
and tool vendors to better assist developers in their daily activities;

187
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11.1 research questions and context selection

The goal of the empirical study is twofold: on the one hand, it aims to
assess prominence, quality, and effectiveness of test cases written by mobile
developers; on the other hand, it aims at identifying the key limitations
of mobile testing as perceived by experts when commenting the current
status of testing in mobile applications. These two goals have the purpose
of understanding testing practices, properties, and limitations in the wild,
i.e., to what extent mobile apps are tested in practice, what is the outcome
of such testing, and what are the factors influencing it. The perspective is
of both practitioners and researchers: the former are interested in observing
how effective are their testing practices, while the latter are interested in
understanding whether developers need new instruments to improve the
quality of their test suites. In this section, we provide an overview of the
research questions driving our empirical investigation and present the dataset
employed to address them.

11.1.1 Research Questions

Our study was structured around five main research questions (RQs). We
started by considering some recent findings in the field of mobile software
testing [41, 101, 128, 167, 196, 202], which showed that writing tests may
be challenging for developers because of (i) the lack of appropriate testing
tools and (ii) limited knowledge of testing practices or even willingness of
developers to write tests. As such, we first analyzed the prominence of test
cases in mobile applications, particularly looking at how many tests are
actually developed, which types of tests are implemented and what are the
kind of production classes whose functionalities tend to be exercised more.
Thus, we asked:

RQ1. To what extent are test suites developed in mobile apps?

It is worth noting that, by addressing the first research question, we also
provided a larger ecological validity to some preliminary findings [62, 128] on
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the extent to which mobile apps are tested. After this first analysis, we started
a finer-grained investigation of test cases. First, we considered their design,
as measured by test code readability and quality metrics [50, 105, 235] and
test smells [195, 302, 308]. Second, we took into account the effectiveness of
test cases in terms of code coverage [100] and assertion density [44, 154].
Third, we assessed the relation between test cases and post-release defects
[49, 208, 209], in an effort of understanding how well can tests prevent the
introduction of defects in production code. For these reasons, we defined the
following research questions:

RQ2. What is the design quality of test cases developed in mobile apps?

RQ3. What is the effectiveness of test cases developed in mobile apps?

RQ4. What is the relation between test cases and post-release defects in
mobile apps?

The analyses of these research questions allowed us to provide a detailed
overview of the extent, quality, effectiveness, and fault detection capabilities
of tests available in mobile applications. Such an overview was then presented
to testing experts with the goal of assessing the quantitative findings against
their opinion/expertise and identifying the major reasons behind the current
state of testing in mobile applications. This led to our final research question:

RQ5. What is the developer’s take on the current state of mobile apps
testing?

By definition, our methodology followed a mixed-method research ap-
proach [61] where the insights derived by mining mobile app data are
complemented with qualitative cues coming from experts working on mobile
app testing on a daily basis and that can contribute to the development of a
comprehensive state of the practice on the matter.
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11.1.2 Context of the Study

The context of the empirical study consisted of mobile application data
(RQ1-RQ4) and testing experts (RQ5).

As for the former, we considered a set of 1,693 open-source Android apps
gathered by mining F-Droid,1 a repository of free and open-source mobile
applications that has been widely employed in the past [53, 134, 198, 237,
267] and that contains a set of applications that enables a good generalizability
of the findings with respect to the overall population of free and open-source
mobile apps [70, 146, 153, 267]. It is important to note that, while F-Droid
contains over 3,000 apps, we narrowed our selection in order to only consider
repositories on Github;2 furthermore, we manually excluded duplicated apps
and forks of those already existing in the repository. Based on these filters,
we ended up with the final 1,693 open-source mobile apps. Our analyses
have been conducted on test cases written in Java. We are aware that this is
not the only language available to develop tests in mobile applications but
it is certainly among the most diffused. In order to reinforce the validity of
our study, we sift through our dataset in order to count the number of tests
written in Kotlin, a language that has continued to gain adoption in mobile
apps testing over the last year [190]. As a result, we found that only 139 out
of the 1,693 applications (< 1%) contain at least one Kotlin test. Even if a
few applications contain a reasonably high number of Kotlin tests (≈100),
we decided not to conduct further analyses, since these just represent rare
and isolated cases over the considered dataset.

As for the testing experts, we recruited five professional mobile developers
with an Android programming experience ranging between 5 and 10 years.
They all work in industry and, on average, they have been developing or
contributing as testers to the creation of 25 apps each.While all the participants
currently work in industry, two of them still contribute to open-source
Android applications, while the other three have worked on open-source
applications in the past. The size of the population of developers considered
was driven by the specific research approach employed to address RQ5: focus

1 https://f-droid.org
2 https://github.com
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groups are a form of qualitative research that involves a small number of
people sampled conveniently and that can provide expert judgments on the
subject of interest [325]. According to well-established guidelines, the ideal
size of a focus group is five to eight participants [55]: indeed, larger focus
groups are difficult to control and, more importantly, limit each participant’s
opportunity to share insights and observations [55]. More details on the
selection of this research approach as well as on the methodology employed
to recruit participants are reported in Section 11.6.

11.2 rq1 - on the prominence of test cases in mobile apps

This section discusses the research methodology and the results achieved
when investigating the prominence of test cases in the considered set of
mobile apps.

11.2.1 Research Methodology

To address RQ1, we first quantified the number of test classes available for
each of the apps in our dataset. Starting from their Github repositories,
we cloned the apps locally and, afterwards, we performed an exhaustive
search through their packages in order to extract classes having “Test” as
prefix or suffix. As a result of this search process, we computed the number
of test classes and methods per app, which corresponds to the number of
test suites and test cases available in a mobile application. Furthermore, we
proceeded with a more detailed analysis of test suites that aimed at classifying
them according to their granularity (e.g., unit vs. integration) and type (e.g.,
performance). As an automatic classification was not possible, we manually
analyzed all the 5,292 extracted test suites using a grounded theory-based
methodology [255] which involved two of the authors (from now on, the
inspectors). It is worth noting that, in order to exclude false positive tests,
during this manual investigation we also checked if the considered classes
were actually test classes. No false positives came out from this analysis.

The process consisted of two steps:



192 software testing and android applications

Tuning phase. Initially, the inspectors independently classified the same set
composed of 500 test suites and annotated in a spreadsheet their granularity
and type(s). Whenever possible, the inspectors relied on the available docu-
mentation (e.g., code comments) to understand the properties of a certain
test: for instance, if developers explicitly stated that the test suite covered the
corresponding production class, then the inspectors marked it as a unit test.
In the other cases, the inspectors relied on the name of the class as well as
analyzed its content to check if (i) only a production class was exercised, i.e.,
it was a unit test, (ii) more classes were involved to verify the interactions
among components, i.e., it was an integration test, or (iii) otherwise, it was
a system test. A similar strategy was employed when classifying the type:
whenever possible, the inspectors relied on the documentation, while in other
cases they manually went over the code to understand which functional or
non-functional requirement was exercised. Particularly hard was the case
of energy-related tests, for which the inspectors verified whether the test
code contained any identifier, API of a third-party library, or profilers of the
Android platform connected to energy management. To provide the reader
with a concrete example of the classification made, let consider the case
of the ProgramMemoryTest class of the Finneypoker app. This test suite
aims at assessing the memory consumed by the animations implemented in
the Animator class, which is used by the PokerActivity, i.e., the main UI
class of the app. As such, the (i) granularity of the test suite was categorized
as ‘integration’, since it did not involve one class in isolation nor the system
as a whole, and (ii) the type was associated to ‘performance’, as the goal was
to assess the consumption of the app in certain conditions.

Through the classification of the same test suites, the inspectors could tune
their judgments, find a common way to classify granularity and type of the
considered test suites, and discuss their disagreements to better understand
the reasoning done by the other inspector. Furthermore, they could compute
an initial coding agreement using the Krippendorff’s alphaKrα [152]. This
measured to 0.92, that is considerably higher than the 0.80 standard reference
score [11] forKrα.
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Classification phase. Once completed the tuning phase, the inspectors
classified the remaining 4,795 test suites, by analyzing 2,397 and 2,398
each. The outcome allowed the creation of a test suite granularity and type
taxonomy for Android apps, which we discussed in Section 11.2.2.

As an additional analysis aiming at addressing our first research question,
we quantified how many and which types of production classes are tested. In
this way, we could understand whether developers tend to test only certain
specific types of classes (e.g., Activity or Fragment classes) as well as
how much of the production code is covered by a test suite.
To enable this analysis, we first needed to link production to test classes.

We relied on the pattern-matching approach designed by Van Rompaey and
Demeyer [310]: for each test class, it removes the string “Test” from its name
and search the production class that matches the remaining part of the name.
For instance, using this strategy the test suite MainActivityTest would be
linked to the production class namedMainActivity. It is worth mentioning that
this linking approach is lightweight in nature and can scale up to the number
of apps considered in our study; yet, it has shown similar performance with
respect to more sophisticated test-to-code traceability techniques [310].
Afterwards, we computed the number of production classes having a

corresponding test suite. As for the type of production classes tested, we
performed a first automatic classification, based on keywords, and then we
double-checked the classification manually. Specifically, we defined a set of
keywords that can distinguish GUI, application logic, and storage components
of an Android app. For instance, the GUI keywords included “activity” and
“fragment”, which generally characterize Activity and Fragment classes
used by developers to develop the graphical interface of the app. Since this
automatic classification may be erroneous in some cases, one of the authors
double-checked it and corrected the labels assigned whenever required.

11.2.2 Analysis of the Results

Table 11.1 reports descriptive statistics on the number of test suites and test
cases available in the considered dataset as well as the overall number of
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Table 11.1: Descriptive Statistics of the mobile apps analyzed.
#Test Suites #Test Cases

Min 0 0
Max 205 2045
Average 3.24 63.30
Median 0 5
Standard Deviation 14.07 202.80

%Apps Tested % Apps Not Tested
40 60

mobile applications containing at least one test class. As shown, the first
thing that leaps to the eye is that 60% of apps do not present any test case: as
such, we can confirm the results obtained by previous work which proved
that mobile apps, and in particular Android ones, generally lack tests [62,
146, 274]. This finding reinforces the need for further research on the topic
of mobile app testing and, specifically, how to convince developers—who
may be non-experienced with the development of source code [319]—of the
importance of testing their apps, e.g., by means of empirical evidence showing
how lack of testing may worsen the quality of mobile apps. For instance, our
results motivate and promote investigations aimed at relating test code quality
to change/fault-proneness of the apps [22, 267] or the commercial success of
mobile applications [40, 233].

Narrowing our attention to the applications that are actually tested, i.e., the
40% of the apps in our dataset, we computed descriptive statistics related to
both test suites and test cases. Table 11.1 reports the results of this analysis.
Looking at the minimum and maximum number of test cases, we found a high
variability among the considered applications: indeed, the minimum size of
test suites is zero, while it reaches 205 in the best case, with a mean of about
three test classes. This result clearly highlights that even apps having Java test
suites are in general poorly exercised and would need further support in this
activity. The standard deviation value (202.80) confirms the high variability
among the considered apps.
As a second part of our analysis aimed at addressing RQ1, we classified

test suites according to their granularity and type. Table 11.2 summarizes our
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Table 11.2: Granularity and type of test suites developed in the dataset.
Granularity

Name Abs. Rel.
Unit 3,872 73%
Integration 1,273 24%
System 147 3%

Type
Name Abs. Rel.
Functional 4,619 87%
Performance 190 4%
Energy 145 3%
Portability 133 3%
Security 104 2%
Usability 101 1%

results. In the first place, we can notice that most of the test suites analyzed
are at unit-level: 73% of the tests in our dataset are indeed at this granularity.
Interestingly, we discovered that 3,605 of them are directly related to a single
production class, while the remaining 268 unit tests exercise more classes
at the time. For instance, tests named IntentTest or SwipeTest indicate
generic tests that exercise common functionalities of certain classes without
focusing on some of them specifically.
Furthermore, we found that 24% of the test suites pertain to integration

testing and aim at exercising how components behave when working together.
Finally, a small portion of the considered tests (3%) consists of system tests
that aim at testing the application as a whole. Perhaps more interestingly,
our investigation into the types of test classes written by developers revealed
the existence of a taxonomy composed of six types. As expected, most of
the test suites refer to functional tests (87%), namely tests that exercise the
input/output of production code classes: this confirms the findings of previous
researchers who found that functional testing is the most widely spread type
of testing [28, 45]. Subsequently, our categorization shows that performance
tests represent the 4% of the available tests: while this number is way lower
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than the functional tests, this seems to indicate that (1) developers care, even
if in a lower extent, of performance of mobile apps, thus confirming previous
findings in the field [67, 140] and (2) performance testing is a more delicate
problem than for traditional applications [156, 205], suggesting the need
of more research to understand better why this happens and what are the
consequences.

Furthermore, we found the energy testing is the third more popular type of
exercising mobile apps. Also in this case, the number of tests is substantially
lower than the one of functional tests; these results are in line with previous
findings that highlighted that more automated support to this type of testing
would allow developers to better exercise the energy aspects of mobile apps
[200, 231]. A small percentage of test suites in our dataset relates to portability
testing, namely the types of tests that verify whether the functionalities of an
application is compatible with previous versions of the Android operating
system [321]: the small amount of tests in this category suggests that more
research would be needed in order to understand the reason behind these
achievements [194]. Finally, security and usability testing represent the least
prominent types of tests in the exploited dataset. On the one hand, the very
small amount of tests in these categories clearly highlight that developers
are not properly aware of how to cover these aspects [93, 99, 254]: this is
particularly worrying in the case of security, also considering the recent data
provided by NowSecure3, which showed that (i) 35% of communications
sent by mobile devises are un-encrypted, (ii) 25% of apps have high-risk
security flaws, e.g., expose private or sensitive data about a user or their
activity, and (iii) 82% of Android devices use an outdated version of the
operating system. On the other hand, our findings support and motivate the
research done on usability and GUI testing [101, 182], which has been an
active field over the last years.
Finally, we focused on the production classes that are actually exercised.

Table 11.3 reports the results achieved: specifically, we split the classes based
on their role in the system and, according to this classification, we identified
three main categories, namely, GUI, Storage, and Application Logic: the first

3 A well-known security company targeting mobile apps: https://tinyurl.com/rdhrszc

https://tinyurl.com/rdhrszc
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Table 11.3: Types of production classes tested. Abs. = Absolute number; Rel. =
Relative number.

Activity Intent Fragments Storage Application Logic
Abs. Rel. Abs. Rel. Abs. Rel. Abs. Rel. Abs. Rel.
202 6% 9 1% 52 1% 114 3% 3,228 89%

Table 11.4: Percentage of tested classes per production class type.
Type # tests # production_classes tests/production_classes %
Activity 202 8,202 2%
Intent 9 38 24%
Fragments 52 5,362 1%
Storage 114 1,713 7%
Application Logic 3,228 14,109 23%

refers to production classes implementing the logic behind the graphical user
interface of mobile apps, the second to the classes that manage the storage
of the apps, while the latter to the classes having the single responsibility of
implementing business logic of the apps. For the sake of comprehensibility,
we split the GUI category in the three main class types, namely Activity,
Intent, and Fragment. These are the class types that Android developers
use to develop the user interface of their applications.
Looking at Table 11.4, we can observe that most tests in the dataset

exercise the application logic of mobile apps. Behind this result, there might
be different explanations: First, developers are not properly supported nor
aware of current techniques when it comes to the testing of other aspects of
their apps [62]. Second, mobile developers are sometimes junior or with less
experience than programmers working in other domains and, as shown by
previous researchers, they might be less aware of the importance of testing,
hence limiting themselves to exercise a limited amount of classes [254].
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¤ Summing Up: Mobile applications contain very few java tests, indeed,
only 40% of the apps contain at least one test suite. As for the tested apps,
most of the tests pertain to unit tests that exercise the functionalities of
the app, while other aspects are not widely considered, like for instance,
performance of GUI testing.

11.3 rq2 - on the design quality of test cases in mobile
apps

This section reports methodology and results of our analyses to address RQ2.

11.3.1 Research Methodology

Given our original dataset, we had to exclude all the apps without tests from
this second research question. This process led us to focus on 673 mobile apps.
To assess the design of the considered test cases we covered three macro-
aspects that can characterize their maintainability and understandability.
Table 11.5 summarizes the metrics adopted to address RQ2. The selection
of these metrics was based on the findings reported by Grano et al.[102],
which presented a taxonomy of metrics deemed significant by developers
to measure test code quality. More specifically, such a taxonomy includes
behavioral, structural, and execution high-level concerns that developers
consider relevant when developing tests and that can be mostly quantified
using the metrics in Table 11.5.
In the first place, we considered test code quality metrics, relying on the

metric suite originally defined by Chidamber and Kemerer [50] and other
metrics related to code quality. According to Grano et al.[102], this set of
metrics addresses or helps addressing aspects like scope, size, reusability,
and independence of test cases. We computed the Lines of Code (LOC):
according to previous achievements [149, 242, 337], having higher size may
cause issues for developers with respect to the maintainability of tests as
well as to their fault-proneness [280, 306]. For similar reasons, we computed
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Table 11.5: List of factors considered in order to measure the design quality of test
cases.

Group Name Description

Code Metrics

LOC Number of lines of code of the
Test Class

WMC Weighted Method Count of the
Test Class.

RFC Response for a Class.
IFC Information Flow Coupling.
LCOM5 Lack of Cohesion of Test Meth-

ods.
TCC Tight Class Cohesion.
LCC Loose Class Cohesion.

Textual Metrics
Readability The readability level of the test.
Comment ratio Ratio between lines of comments

and lines of source code.

Test smells

Eager Test A test exercising more methods
of the production target.

Indirect Testing A test interacting with the target
via another object.

Resource Optimism A test that makes optimistic as-
sumptions on the existence of ex-
ternal resources.

Mystery Guest A test that uses external resources
(e.g., files or databases).

Assertion Roulette A test method containing several
assertions with no explanation.

cohesion metrics such as Lack of Cohesion of Test Methods (LCOM5 [122]),
Tight Class Cohesion (TCC), and Loose Class Cohesion (LCC) [60]; we
measured different metrics as they can provide orthogonal information that
may be useful to analyze the cohesion of tests better [305]. Furthermore,
we considered the coupling between tests, which is one of the most critical
problemswhen comprehending test code [102, 335]. To this aim, we computed
the Information Flow Coupling (IFC), a metric that captures the relations
between tests in terms of information exchanged [305] and is among the
best suited for assessing the quality of tests [91]. Finally, we considered
the complexity of test code. In this case, the rationale comes from previous
studies [68, 102, 210, 341] which showed that complexity metrics may be
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related to both scope and defectiveness of test code as well as may lower the
overall understandability of the target of tests [335]. We quantified complexity
by computing Weighted Methods per Class (WMC) and Response for a Class
(RFC): the former represents the sum of the complexity of the test cases
included in a suite, while the latter estimates complexity by considering
the number of methods that can potentially be executed in response to a
message received by an object of a class. All the metrics were computed at
test suite-level, as they can be only extracted at this granularity.
The second set of metrics relate to textual aspects of source code. These

can be helpful when quantifying the readability and diagnosability (i.e., the
ability of developers to understand faults detected by a test) of test code [102].
First, we computed the overall readability of test cases by relying on the
automated approach proposed by Buse and Weimer [36] - we employed the
original tool proposed by the authors. Such an approach employs a machine
learning-based solution that internally computes 19 metrics covering various
aspects of source code that may influence its readability, like the number
of keywords or the number of spaces in a piece of code to name a few. The
output of the readability tool consists of a readability index ranging between
0 and 1, where 0 indicates an unreadable code and 1 a perfect readability. We
also computed the comment ratio, namely the percentage of comments per
test method lines of code - the higher this ratio the higher the documentation
available for developers and, therefore, the higher its understandability.
To complement the analysis of test code quality metric profiles, we

considered test smells, i.e., poor design or implementation choices applied by
programmers during the development of test cases [308]. On the one hand, test
smells make test code more change- and fault-prone [280] as well as harder
to comprehend and maintain [25]. On the other hand, test smells have been
shown to be one of the primary causes behind test instability, thus making
them extremely harmful for developers [74]. We focused on five forms of test
smells widely investigated by the research community, namelyMystery Guest,
Resource Optimism, Eager Test, Assertion Roulette, and Indirect Testing.
Their definitions are provided in Table 11.5. To detect them, we employed
the code metrics-based tool developed by Bavota et al.[25], which has shown
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Table 11.6: Descriptive statistics for all metrics considered in RQ2. Outliers have
been removed from distributions.

Metric Min. 1st Qu. Median Mean 3rd Qu. Max.
LOC 2.00 14.00 32.00 46.40 66.00 181.00
WMC 0.00 2.00 4.00 4.80 7.00 17.00
RFC 0.00 6.00 17.00 26.30 39.00 112.00
IFC 0.00 0.19 0.36 0.37 0.53 1.00

LCOM 0.00 0.27 0.50 0.50 0.75 1.00
TCC 0.00 0.00 0.00 0.26 0.50 1.00
LCC 0.00 0.00 0.50 0.50 1.00 1.00

Readability 0.00 0.00 0.00 0.13 0.01 1.00
Comment ratio 0.00 0.00 0.00 0.04 0.03 0.40

to have high accuracy, close to 86% of F-Measure [25, 241] and has been
validated several times in previous work [95, 230, 235, 280], thus making us
confident of its suitability for our study. The detector identifies test smells
at class-level granularity, which is the same as the other considered metrics.
In particular, for each test suite and test smell type, the detector provides a
boolean value reporting whether the suite contains at least one instance of
the test smell type under investigation.

11.3.2 Analysis of the Results

Table 11.6 reports the distributions for all the quality metrics considered in
our second research question—note that outliers have been removed from the
table for the sake of comprehensibility.

Looking at the table, we first noticed that the LOC metric, which computes
the size of test suites, has a median value of 32.00, meaning that the vast
majority of the considered tests have a limited size. There are, however,
several outliers: we manually analyzed them to better understand how are
they composed. From this analysis, we found that all the outliers refer to
apps having only one big test class containing several test methods that
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exercise production code belonging to different classes. As an example, the
test MainActivityTest, belonging to the package opencamera.test of
the OpenCamera app, has 12,637 lines of code and implements 1,188 test
methods.
When considering complexity metrics like WMC and RFC, our findings

suggest that the complexity of tests is generally low (median of 4.00 and
17.00 for WMC and RFC, respectively). The discussion for coupling is more
interesting: indeed, the IFC metric has a median of 0.36: this indicates that
there exist a non-negligible number of test suites containing methods that
depend on other methods of the same class. Besides making such tests less
comprehensible [335], this phenomenon may potentially lead to undesired
issues like, for instance, potential flakiness due to a test ordering problem,
which arises when the execution of a test depends on the execution of another
one [172].

Turning the attention to the test case cohesion, we can provide a number of
observations. First, the LCOM is almost equally distributed over the spectrum
of possible values for this metric. Given its definition, this result indicates
that there is a fairly similar amount of test cases that use and not use instance
variables defined in the test suite; from a practical perspective, this possibly
indicates that the design of tests and their inter-dependence may be affected
by the way specific developers implement test cases (e.g., their experience or
knowledge of the domain [44, 254]).
The analysis of TCC and LCC provided us with further insights into the

cohesion of tests. While the former measures the number of test pairs that
directly share instance variables of the test suite, the latter indicates how
many of them are either directly or indirectly connected (i.e., share the same
variables or are directly connected to the same test). The distribution of those
metrics tell us that, while test methods are not always directly connected,
they have more often an indirect connection. As such, they follow a similar
trend as the one shown in previous studies done on the code quality profile of
production classes [75]—there seems to be no peculiarities of these metrics
that distinguish tests written by mobile developers.
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Finally, we could observe that both the textual metrics considered have
a median equals to 0, with a third quartile of 0.01 and 0.03 for readability
and comment ratio, respectively. On the one hand, these results suggest that
mobile developers spend almost no time addressing documentation concerns
in test cases: the low distribution of values for the comment ratio, indeed,
reports that only in a few cases developers add comments that explain the
responsibilities of the test. On the other hand, the analysis of readability is
somewhat even more worrisome: not only tests are not documented, but also
potentially hard to comprehend for developers - note that previous literature
has shown that poor test readability is often connected to a decrease of bug
detection capabilities [105, 333].

Table 11.7: Absolute and relative number of test smells detected. AR = Assertion
Roulette; ET = Eager Test; MG = Mystery Guest; RO = Resource
Optimism; IT = Indirect Testing.

AR ET MG RO IT
Abs. Rel. Abs. Rel. Abs. Rel. Abs. Rel. Abs. Rel.
2,508 50% 1,556 31% 439 9% 123 3% 371 7%

As for the test smells, Table 11.7 reports the distribution of design issues
over the considered set of mobile apps. In the first place, we can confirm
previous findings in the field [25, 26, 103] and claim that test smells have
a high diffuseness also when considering the mobile context. Most of the
instances found (50%) refer to Assertion Roulette, namely the smell that arises
when there are multiple assert statements without explanation—this smell
lowers understandability and maintainability of test suites [308]. Instances
of Eager Test are also quite diffused and affect 31% of the test suites in our
dataset. According to previous results [280], this smell type is associated
with a lower effectiveness of the affected test in terms of fault detection
capabilities. The other test smells are less diffused: Mystery Guest appears in
9% of the considered tests, while Resource Optimism and Indirect Testing
in 3% and 7% of the cases, respectively. These percentages are in line with
those found in traditional systems by Bavota et al.[26] and Grano et al.[103],
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thus indicating that test smells have similar diffusion and relevance in both
contexts.

More in general, from our empirical analyses we observed that, while the
structural metric profile of tests would not show potential problems affecting
their design, the quality of tests is still threatened by the presence of test
smells [280]. Despite the fact that they capture two different concepts, this
contradiction may potentially indicate that currently available metrics are not
enough to measure the actual quality of test suites and, as such, new, different
test code metrics that better capture the design quality and understandability
of test suites should be further studied and defined.
¤ Summing Up: The metric profile of the considered test suites does
not always indicate the presence of possible issues in test code. However,
tests are often affected by test smells that may possibly negatively influence
their effectiveness, for instance by leading them to miss faults in production
code. Our findings suggest the need for new test code metrics that can
better measure the actual quality of test suites.

11.4 rq3 - on the effectiveness of test cases in mobile apps

This section details the methodological steps conducted to address our third
research question and the results achieved.

11.4.1 Research Methodology

Test code effectiveness can be estimated in different ways. In the context of
our study, we focused on two complementary aspects that have been shown
to influence the ability of tests to catch defects in production code, namely
line coverage [322] and assertion density [154]. The former measures the
amount of code that has been exercised based on the number of Java byte code
instructions called by the tests: from a practical perspective, we employed
the JaCoCo Android plug-in,4 a popular code coverage tool, to compute the

4 https://github.com/arturdm/jacoco-android-gradle-plugin
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value for each of the considered test suites. As for the assertion density, this
is defined as follow:

assertion.density(tc) =
#assertions(tc)

LOC(tc)
(11.1)

where tc is the test case under consideration,#assertions(tc) is the number
of assert statements in tc and LOC(tc) is the number of lines of code of the
test. Note that we employed the definition of assertion density introduced by
Kudrjavets et al.[154]. We considered this metrics since it has been associated
in the past with a reduction of defect density in production code [44, 154],
hence providing an indication of how good a test suite can actually be. To
compute assertion density, we developed our own tool.
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Figure 11.1: Distribution of test code quality metrics in our dataset.

11.4.2 Analysis of the Results

Figure 11.1 reports the distribution of line coverage and assertion density
among all the applications of the dataset. As the figure shows, the values
of both the metrics are between 0 and 0.5, excepting for some outliers. The
median for line coverage is equal to 0.23, while the one of assertion density
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is 0.17. We also observe a notable number of outliers, especially when
considering the assertion density. Nonetheless, we can claim that these values
relate to low effectiveness [185]: their effect on the post-release defects of
mobile applications is investigated in the context of RQ4.
When considering line coverage, the discussion is similar. The vast ma-

jority of the test suites have low coverage and cannot properly exercise the
corresponding production code. Unlike assertion density, for line coverage we
noticed something peculiar and worth of discussion: in some cases, developers
discuss about code coverage on the issue trackers and, particularly, on the way
they can increase it. For instance, let consider the AnySoftKeyboard app:
the developers in this case adopt a pull-based development process where
all changes must pass through a pull request before being merged. In most
of the cases where new code is committed, developers explicitly ask to the
author of the change to verify that the code coverage of unit tests is high
enough. As an example, in the issue #551, one developer applied multiple
changes to the test code in order to increase its coverage up to 87%. We
found similar cases when considering other applications, thus leading us to
claim that the developer’s perception of code coverage is sometimes pretty
high and reflected into the way test cases are developed—this result partially
contradicts what reported by Linares-Vásquez et al.[165] through their study
on the developer’s perception of code coverage and indicates that further
experiments would be desirable to understand the real value of code coverage
for developers. Nevertheless, our findings suggest that mobile programmers
still experience troubles when developing effective tests.

¤ SummingUp: Themedian code coverage and assertion density are 0.23
and 0.17, respectively. The effect of these low values is analyzed in the next
research question. Furthermore, we found that in some cases developers
perceive code coverage as highly relevant to accept pull requests.
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11.5 rq4 - on the relation of test cases to post-release
defects in mobile apps

In this section, we describe methodology and results pertaining to RQ4, i.e.,
the relation between test cases and post-release defects of mobile apps.

11.5.1 Research Methodology

In the context of this research question, we adopted a statistical approach
with the aim of relating and assessing how test-related metrics characterizing
the goodness of the manually written test cases in mobile applications can
indicate the statistical likelihood to have defects in production code. In more
practical terms, while in RQ3 we measured the effectiveness of test cases
only based on metrics computable considering the test code itself, in RQ4 we
assessed whether and how the goodness of test cases is reflected to the quality
of production code, as measured by the number of post-release defects.

The statistical approach employed consisted of multiple steps and method-
ological choices. The remainder of this section explains our approach in
terms of model dependent and independent variables as well as of methods
applied to enable valid statistical conclusions and interpretations.

Dependent variable. The dependent variable considered in RQ4 is the
number of post-release defects, namely the amount of bugs affecting the
mobile applications in our study after the snapshot considered for the analysis.
The Github repositories pertaining to those apps offer the entire change
history in form of commits. We first determined if a commit fixed a defect.
In this regard, we searched for issue IDs in commit messages by finding
matches with the prefix used in the bug tracker system. Once retrieved a
commit referencing an issue, we queried the mobile app’s issue tracker system
in order to filter only issues related to resolved bugs. Then, we relied on
the keyword-matching technique devised by Fischer et al.[80] to analyze
the commit message and search for the presence of specific keywords, e.g.,
‘bug’, ‘fix’, or ‘defect’, that are typically used by developers to mark defect-
fixing activities. The application of this technique allowed us to filter out all
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those commits that referred to issues in the issue tracker but were related to
other maintenance and evolution activities. Despite the technique might be
considered naive, empirical assessments have shown an accuracy of ≈80%
[80, 236] and, for this reason, often been used by previous research [130,
141].

After detecting all defect-fixing commits, we applied the Śliwerski-
Zimmerman-Zeller (SZZ) algorithm [278], which is able to identify the
defect-inducing commits, namely those modifications that likely introduced
defects. The algorithm relies on basic Git features such as annotation and
blame. Given a defect-fixing commit k as input, SZZ works as follows:

• For each file fi, i = 1 . . .mk involved in a defect-fix k (mk is the
number of files changed in the defect-fix k) and fixed in its revision
rel-fixi,k, SZZ extracts the file revision just before the defect fixing
(rel-fixi,k − 1).

• Starting from the revision rel-fixi,k − 1, for each source line in fi
changed to fix the defect k, SZZ identifies the production class Cj to
which the changed line belongs. Furthermore, the blame feature of
Git is used to identify the revision where the last change to that line
occurred. In so doing, blank lines and lines that only contain comments
are identified and excluded using an island grammar parser [199]. This
produces, for each production class Cj , a set of ni,k defect-inducing
revisions rel-defecti,j,k, j = 1 . . . ni,k. As such, more than one commit
can be marked by SZZ as defect-inducing.

Once extracted the defect-inducing commits, we finally computed the
post-release defects of a production class as the number of defect-inducing
activities involving the class after the release date of the snapshot of the
mobile apps considered. From a technical perspective, we employed the
SZZ algorithm implemented within PyDriller5 to compute the dependent
variable.

5 Link: https://pydriller.readthedocs.io/.
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Independent variables. Our aim was to verify the extent to which the
goodness of test cases implemented by mobile developers relate to post-
release defects. As such, the independent variables of the statistical model
comprise the set of metrics considered in RQ2 and RQ3. This way we could
analyze the impact of various features, i.e., static and dynamic factors, textual
metrics as well as test code design, on the ability of tests to act as a guard for
the introduction of defects in forthcoming versions of mobile apps.

Confounding factors. Other than to test-related features, the number of post-
release defects might be due to additional aspects pertaining to production
code quality or the development process. As an example, larger production
code classes might be more defect-prone independently from the test cases
exercising it. To account for this aspect and avoid a biased interpretation of
the results, we computed a set of confounding features that have been shown
to influence the defect-proneness of source code. These are summarized in
Table 11.8. As shown, they cover four main characteristics of product and
process quality:

• Among the structural metrics, we first take the Production Lines
Of Code (PLOC) metric into account. It measures the size of the
production classes. Its selection was driven by the fact that PLOC has
been often associated to an increase of fault-proneness [149, 242, 337].
To compute it, we employed the automated tool developed by Spinellis
[282].

• The Weighted Method per Class (PWMC) and Re-
sponse for a Class (PRFC) metrics [50] measure the complexity of
production code, which is something that naturally influences the
defect-proneness of source code [68, 210]. The tool by Spinellis [282]
is able to compute this metric too.

• Coupling is another aspect strongly connected to software quality [91].
In our work, we computed the Information Flow Coupling (PIFC) of
production classes, i.e., a metric describing the relation between classes
in terms of information exchanged.



210 software testing and android applications

Table 11.8: List of confounding factors used in the study.
Group Name Description

Structural metrics
PLOC Number of lines of code of the

production class.
PWMC Weighted Method Count of the

production class.
PRFC Response for a production class.
PIFC Information FlowCoupling of the

production class.
PLCOM5 Lack of Cohesion of Methods of

the production class.
PTCC Tight Class Cohesion of the pro-

duction class.
PLCC Lose Class Cohesion of the pro-

duction class.

Code smells God Class A class having a large size, poor
cohesion, and several dependen-
cies with other data classes of the
system.

Class Data Should Be Private A class exposing its attributes,
thus violating the information hid-
ing principle.

Complex Class A class presenting a overly high
cyclomatic complexity.

Functional Decomposition A class implemented as a func-
tion.

Spaghetti Code A class that exhibit a functional-
style programming structure,
declaring a number of long meth-
ods without parameters.

Android-specific smells Durable Wakelock A class acquiring a wake-lock
without releasing it.

Inefficient Data Structure A class that declares a HashMap
local variable whose first type
argument (i.e., key) is an Integer.

Internal Setter A class containing one (or more)
non-static method(s) that calls a
setter having only a single assign-
ment.

Leaking Thread A class exhibiting a Thread that
is started but not interrupted.

Member Ignoring Method A class containing a non-static
and non-empty method that (i)
does not access any instance vari-
able; (ii) does not use this and su-
per keywords; (iii) does not over-
ride an inherited method.

Development process Pre-release changes Number of changes involving the
production class before the re-
lease date of the considered snap-
shot.
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• Cohesion has also been associated to fault proneness in the past
[19]. In this respect, we measured cohesion of production classes by
mean of Lack of Cohesion of Methods (PLCOM5), Tight Class Cohe-
sion (PTCC), and Lose Class Cohesion (PLCC).

• Code smells are indicators of sub-optimal design/implementation
choices in source code [88]. A number of previous papers have es-
tablished that those smells heavily increase the chance of production
code being faulty [64, 116, 137, 225, 226, 243, 304]. On the one hand,
we considered five traditional code smells from the catalog by Fowler
[88]. These have different characteristics and cover various program
entities, i.e., God Class, Class Data Should Be Private, Complex Class,
Functional Decomposition, and Spaghetti Code. On the other hand, we
took the peculiarities of mobile applications into account and computed
the so-called Android-specific code smells, i.e., design flaws that are
specific of mobile apps and that can impact on defect-proneness in
different manners, e.g., by increasing the chance of functional and
energy-related defects. In this regard, we computed the 5 code smells
mentioned in Table 11.8.

As for the actual detection of these code smells, we relied on Decor
[197] for the traditional ones and on aDoctor [124] for the Android-
specific ones. Both tools have been extensively validated by the research
community and showed an excellent accuracy [124, 228], hence repre-
senting valid tools to use for our purposes.

• Finally, we computed the number of pre-release changes. This metric
captures the quality of the development process [119] and can highlight
relevant complementary evolutionary aspects. The metric was com-
puted by mining the change log of the considered apps and counting
how often a certain production class has been modified.

Statistical approach. As last step to address our research question, we built
a statistical model relating independent and confounding metrics to post-
release defects. We opted for the construction of a Generalized Linear Model
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(GLM) [213]: it models the relationship between a scalar response, like the
number of post-release defects, and one or more explanatory variables, i.e.,
the set of independent and confounding factors, by fitting a linear function
whose unknown model parameters are estimated from the data; we used
the ‘Gaussian’ family when implementing the model. The reason behind
the choice of this statistical approach was twofold. At first, it simultaneously
analyzes the effects of both confounding and independent variables on the
response variable [112]. Secondly, it does not require the normality of data
distribution: in our case, the Shapiro-Wilk normality test [270] rejected the
null-hypothesis, hence indicating that our data is not normally distributed.
To properly interpreting the statistical results, we accounted for possible

issues with multicollinearity [217]. In doing so, we run a hierarchical
clustering based on the Spearman’s rank coefficient [281] to cluster together
variables at different levels of correlation. Afterwards, if two of them had
a correlation higher than 0.6, we excluded the more complex one from the
model.
Finally, we interpreted the output of GLM by analyzing the statistical

significant codes it assigns to each explanatory variable: if a certain metric
is statistically significant, this implies that the chances of the effect on the
number of post-release defects being random is sufficiently low. We also
computed the Adjusted R-squared [73] to assess the goodness of fit of the
model, a metric indicating how close the data is to the fitted regression line.

11.5.2 Analysis of the Results

Table 11.9 reports the statistical results obtained. Before discussing them,
it is worth pointing out that from the total set of variables employed within
the model, we had to exclude (i) the variable signaling the presence of the
Functional Decomposition code smell because it was too correlated with
p_lcc, (ii) p_wmc due to its high correlation with p_loc, and (iii) t_wmc
and t_rfc, which in this case had high correlation with t_loc. In addition, the
statistical model could not consider the Member Ignoring Method, Inefficient
Data Structure, and Leaking Thread smells because the Android-specific
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Table 11.9: Results for RQ4 - Factors influencing post-release defects in mobile
apps.

Estimate S.E. Sig.
Intercept -1.18 1.14
TLOC -0.01 0.01
TIFC 1.67 1.11
TLCC 0.04 0.67
TTCC 1.91 0.56 ***
Assertion Roulette -0.23 0.53
Eager Test -0.34 0.46
Mystery Guest 1.03 0.81
Resource Optimism -2.73 1.37 *
Indirect Testing 1.29 0.63 *
Readability 3.74 2.30
Comment Ratio -15.43 7.07 *
Line Coverage 0.31 0.94
Assertion Density 1.48 1.61
PLOC -0.06 0.02 **
PIFC 0.60 1.00
PLCC 1.94 1.19
PRFC 0.33 0.99
PTCC -0.51 0.71
God Class 2.51 1.32 .
Class Data Should Be Private 6.91 5.25
Complex Class 11.49 4.32 **
Durable Wakelock 1.00 4.30
Internal Setter 2.84 3.51
Pre-release Changes 0.78 0.05 ***

Multiple R-squared: 0.169; Adjusted R-squared: 0.114
significance codes: ’***’p <0.001, ’**’p <0.01, ’*’p <0.05, ’.’p <0.1

code smell detector, i.e., aDoctor, did not detect any instance for these
smells.
Overall, the model was composed of a total of 24 metrics. The Adjusted

R-squared measured 0.114: the value is pretty low, meaning that the input
variables, i.e., the set of independent and control factors taken into account,
cannot determine well the value of the dependent variable. From a practical
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perspective, this means that there might exist additional metrics that cover
peculiar aspects of mobile applications and that can contribute to the expla-
nation of the statistical power of the model—this seems to suggest the need
for more extensive and comprehensive studies on the factors making mobile
applications more defect-prone.
Looking at the table, a first aspect to discuss is the high significance of

pre_release_changes (ρ-value <0.001). The estimate is positive, meaning
that the higher the number of changes done before releasing the higher
the likelihood that classes will be subject to defects. The result is not really
surprising since the past history of a class has been found to strongly influence
its future quality in a number of previous work [106, 142]. In this sense, our
findings corroborate what discovered in the available literature.
Analyzing the effects of the other confounding factors, we found that (i)

the presence of code smells and (ii) the size of production code can influence
the number of post_release_defects. As for the former, our results still
confirm that the presence of design issues in production code, and of God
Class and Complex Class instances in particular, leads the affected classes
to be more defect-prone [137, 226]. As for the latter, it is worth noticing
that the estimate is slightly negative (-0.06): this indicates that the lower
the number of production code lines, the higher the number of post release
defects. While at first glance this could sound counter-intuitive, there are
two observations to do. In this first place, the estimate is close to zero and,
therefore, there might not be evident reasons making the metric connected
to the dependent variable. In the second place, however, the result could be
explained by a larger adoption of third-party libraries [267] that has the effect
of sensibly reducing the amount of code in the app but, at the same time,
increasing the likelihood of developers introducing defects because of API
misinterpretation or the usage of defect-prone APIs—as shown in literature
[22].
Turning the attention to our core interest, namely the impact of tests on

post_release_defects in mobile applications, we found that cohesion of test
cases is a very relevant aspect (ρ-value<0.001) that influences the dependent
variable with a positive estimate, i.e., the higher the cohesion the higher
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the number of defects. Also in this case, the result is counter-intuitive. The
findings of RQ1 have shown that mobile applications are characterized by
a few number of tests with a limited size: having a high cohesion in these
cases may indicate that the test exercises only few and strongly cohesive
functionalities in production code, hence neglecting others. The low coverage
observed in RQ3 seems to confirm that the few tests available are not able to
verify the production code in an appropriate manner.

The significance of test smells confirm previous results achieved in the
context of traditional applications [280]. Interestingly, we noticed that the
Indirect Testing smell has an estimate of 1.29, hence directly affecting
the number of post-release defects. This smell arises when a test exercises
multiple classes of the production code, not being able to focus on a specific
target class. As previously shown [280], the lack of focus is among the key
test-related problems increasing the defect-proneness of production code.
Last but not least, the Comment ratio of test cases was found to be

statistically significant, with an estimate of -15.43. This means that the lower
the amount of documentation in tests the higher the number of defects in
production. Our results in RQ2 revealed that test cases of the considered
applications are indeed poorly documented: the statistical analysis suggests
that such a lack of documentation represents a serious threat to the reliability
of source code. This is in line with previous findings [245] showing that
non-commented tests cause a decrease of program comprehensibility and,
for this reason, developers might encounter difficulties in detecting defects in
production code.

¤ Summing Up: Post-release defects are mainly influenced by the
number of changes performed on production code. A few test-related-
factors negatively contribute to the phenomenon as well. The cohesion of
test cases is one of the most significant factors influencing the number of
post-release defects. Other aspects such as the comment ratio and presence
of test smells are still important but with a lower significance.
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11.6 rq5 - on the developer’s opinions on mobile app testing

This section reports on methodology and results that address RQ5.

11.6.1 Research Methodology

The analyses done so far provided a quantitative view on the state of the
practice inmobile application testing.While we could provide some additional
insights through our manual investigation of the considered apps, these are
clearly not generalizable and would require further investigation. Being aware
of that, our last research question sought to elicit the opinions of developers
having a solid experience in the context of mobile app testing.
Previous work in the field have exploited survey research to complement

mining studies (e.g., [212, 233]): by nature, surveys provide quantifiable data
that can be used to establish, on a large scale, the maturity of a technology
or, in the software engineering field, of novel instruments. Yet, surveys are
not interactive and the data coming from them are likely to lack details or
depth on the topic being investigated [266]. As the goal of RQ5 was to gather
insights and in-depth opinions on the findings achieved in the mining study,
we then preferred not to go for a survey, favoring a more qualitative approach
like the one of focus groups, which are rarely large enough to draw definitive
conclusions, but have the advantage of fostering discussions and uncovering
ideas that otherwise would have been missed [266, 325].
More specifically, focus group research is defined as a small group of

carefully selected participants who contribute to open discussions for research
[325]. In the context of our study, a focus group enables a joint discussion on
current testing practices and limitations among the recruited experts. From
a methodological standpoint, the participants were invited to join an online
Zoom meeting6—note that at the time of the study we were not allowed to
run a physical meeting because of the COVID19 pandemic.
Two of the authors acted as moderators. At the beginning of the meeting,

a 2-minute presentation of the participants was allowed, so that all of them

6 https://www.zoom.us/en/

https://www.zoom.us/en/
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got to know the others. Then, we provided an overview of the main goals
of the study, a brief explanation of the research methods employed, and a
detailed discussion of the results achieved in the context of RQ1-RQ4. To this
purpose, a 10-minute slideshow was prepared: the last slide was designed to
contain a summary of the main findings of the study and was kept shared with
the participants till the end to allow them to always bear in mind the achieved
results. It is worth noting that, while summarizing the results, we highlighted
that these came out exclusively from open-source applications—this was
done with the aim of setting the participants’ expectations on the open-source
side.

In the second part of the focus group, participants were asked to comment
on the results and report experiences with respect to the testing of mobile
applications that might explain the quantitative results of the study. This part
of the meeting lasted 45 minutes and was kept by the moderators highly
interactive: they did not simply leave the word to each participant, but asked
others to comment and reflect on the possible reasons behind what s/he was
reporting. The entire discussion was recorded and stored for analysis.
Upon completion of the recording, Zoom provided as output both the

video registration and a text file reporting the transcript of the meeting. We
reviewed the transcript together in order to identify the main insights and
comments left by the participants. We finally addressed RQ5 by reporting
the most relevant insights from the focus group.

Table 11.10: Background of the focus group participants.
ID Dev. Exp. Mobile Exp. Working context
P1 13 10 Software Corporation
P2 11 6 Airline company
P3 11 6 Mobile Software House
P4 10 6 Researcher & Spin-off CTO
P5 11 6 Testing researcher
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11.6.2 Analysis of the Results

Table 11.10 reports the background of the five experts to the focus group.
As shown, all of them have a similar development experience and, since at
least five years actively work on the development of mobile applications.
Three participants (P1, P2, and P3) have a full-time appointment in large
software companies of different nature: P1 works within a well-known US
software and technology corporation founded in 1975, P2 is employed in a
Dutch airline company, while P3 works for a multinational corporation that
develops mobile applications. The fourth participant (P4) is a Senior Research
Associated in an Italian university, but also has a partial appointment as Chief
Technology Officer of a technological spin-off operating in the context of
big data analytics. Finally, P5 is a researcher in the field of software testing
having, however, experience in the development of mobile applications, i.e.,
P5 was employed within a mobile software company before starting the
academic career.

For the sake of readability, in the followingwe report the key insights coming
from the focus group by discussing each research question independently.

Commenting RQ1.After the introductory part, the two moderators started
the focus group by asking whether the presented results were in line with
the participant’s expectations of how mobile testing is applied in practice.
All participants agreed on the fact that, based on their experience, mobile
apps are poorly tested and that, unfortunately, our results for RQ1 provide
a representative overview of what happens in practice. In this respect, P1
commented that “the majority of mobile developers have poor testing skills
and, indeed, they mostly perform manual testing by adding pre- and post-
conditions in the production code”. In other words, according to P1’s opinion,
developers tend not to develop test cases but verify the behavior of their apps
by crafting specific statements within the production code to verify pre- and
post-conditions while developing or evolving the code. It also turned out that
these statements might be even opportunistically disabled, i.e., test code is
activated for debugging purposes and then commented when the app is finally
released. The other participants agreedwith the P1’s take, yet they also pointed
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out that this is a typical behavior observed with small applications developed
by a few number of developers having low or no software engineering skills.
P4 also found another motivation for the low amount of tests: in some cases,
s/he said, “testing specific usage scenarios is challenging, since mobile
apps can interact with various hardware components and sensors (like the
Bluetooth)”. Hence, the overall discussion not only highlighted education
challenges, e.g., how to address the problem of testing mobile applications
at an education level, but also that developers sometimes need specific test
beds or mocking strategies to simulate the behavior of external hardware
components.

When it comes to the classification of test cases reported inRQ1 (see Table
11.2), the participants unanimously agreed that the higher percentage of unit
tests discovered in our study is due to the higher simplicity of performing
unit testing with respect to the other types. Furthermore, P1 pointed out that
“the lower amount of integration and system tests might be also explained
with developers writing tests that cover very specific, domain- and context-
dependent use cases of their applications”. Reasoning around this statement,
it seems that the small number of integration and system tests may not
necessarily be a problem in practice, since developers might have a deeper
knowledge of the use cases that users will more frequently apply. Perhaps
more importantly, P2 and P5 highlighted that mobile developers have the
opportunity to test apps as a whole by employing established behavioral
testing framework like Cucumber7 and others—which are actually widely
used in practice [167]. Interestingly, however, P2 reported that: “behavioral
tests provide developers with the perception that everything is working
properly, but there must still be uncaught bugs. Nevertheless, in most cases
developers accept those bugs since the cost of writing integration and system
tests would be excessive”. These observations allowed us to provide two
main conclusions. On the one hand, having a few integration and system
tests might not necessarily be an issue as long as they are complemented
with testing frameworks that can exercise the app in different manner. On
the other hand, our findings further support the work done by the research

7 https://cucumber.io

https://cucumber.io
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community around automatic test case generation: as a matter of fact, writing
tests remain a costly activity that should be appropriately supported with
automated mechanisms, especially in a context where continuous releases
are expected to be delivered.

Our participants also actively discussed the results reporting non-functional
attributes to be poorly tested. P3 argued that “while there exist some frame-
works to assist developers while exercising, for instance, performance and
energy constraints, software companies do not often care about these types
of testing”, i.e., companies focus on functional requirements, neglecting
non-functional ones. Moreover, P3 explained that “it is hard to create
non-functional tests because the definition of oracles is challenging and
developers do not often have expertise to deal with the complexity of these
tests”. The other participants also pointed out a lack of tools able to measure
non-functional aspects. To draw a conclusion, the discussion raised two main
challenges for researchers: the need for more research on oracles and the need
for more techniques/tools able to properly assess non-functional attributes of
mobile applications - especially when these depend on external events.

Commenting RQ2. Moving the attention to the developer’s take on the
results achieved when considering the design quality of the manual tests object
of our investigation, the participants were quite interested in commenting
on the documentation of those tests. P2 pointed out that “is it not really
surprising that amount of comments is low. There is a growing trend in
industry for which developers should not spend too much time in documenting
test cases since they will not frequently change over time”. P5 confirmed this
line of thinking and added that “in the company I worked, the governance
used to employ a strict naming convention to enforce developers write test
names that clearly define the goals of the test and its target; in this way,
failing tests could be easily retrieved and diagnosed”. These observations led
us to first argue that the documentation strategies for test cases are drastically
different from those of production code, i.e., the focus is on names that can
quickly evoke the responsibilities of the tests rather that on code comments
that are more costly to write and may possibly become outdated. At the same
time, we still see room for better assisting developers by means of improved



11.6 rq5 - on the developer’s opinions on mobile app testing 221

automatic code comment generators as well as refactoring instruments that
can update tests and their documentation when new changes to production
code are applied.
When addressing the readability of test code, participants were instead

reluctant to consider this as a relevant aspect for design quality. In this
respect, P2 reported that “the readability of tests is much lower than the
one of production code, but this is quite normal given the different goal that
testing has”. In other words, the participant argued that the main objective
of test cases is to find defects, independently from how good the test code
is readable. Additionally, P4 claimed that “the readability values are really
low considering that tests are usually short pieces of code. Perhaps, the
metric employed does not appropriately capture the readability of tests”. This
statement led to the formulation of a hypothesis: the currently available test
metrics do not properly measure the desirable properties of test cases. We
further investigated such a hypotheses in the remainder of the discussion.
The participants also had concerns when discussing the structural code

metrics. P3 reported that “in my experience, low cohesion and high coupling
in tests indicate that there is something wrong in production code”; the other
participants agreed with this statement and confirmed that the status of test
cases often simply reflects the quality of production code. Going deeper into
the discussion of the specific metrics, P2 added that “the coupling values
are particularly worrisome, it is likely that tests only exercise a few methods
of the production code”, while P1 reported that “the test cohesion must not
necessarily be high, yet this may indicate that there exist poorly cohesive
test suites exercising more production classes”. Based on these observations,
it seems clear that there is a strong relation between production and test
quality and, therefore, our results can reflect the more general poor quality of
mobile applications—hence corroborating the findings by Linares-Vásquez
et al.[166].
To conclude the discussion on RQ2, the moderators explicitly asked

participants whether the available test code metrics are actually suitable to
provide developers with relevant information about the design quality of tests.
In response, P2 explained that “there are some good metrics, like LOC, while
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others are quite meaningless in practice, like the comment ratio”. More in
general, P1 reported that “the level and goal of the metrics that we expect to
assess tests is different from those of production code”. Although our findings
in this respect are not conclusive, we believe they raise the need for further
investigations into the real usefulness of the current metrics.

Commenting RQ3. The participants went through the results achieved
when computing code coverage and assertion density. In the first place, all
participants agreed that the results are not surprising: these are, indeed, in
line with their expectations since “it is a standard, yet unhealthy practice
that of considering test cases as second-class citizens", said P5.
P2 added that “most of the tests analyzed are at unit-level, which makes

the low coverage even more worrisome: they are likely to exercise only the
easiest parts of the production code”. More in general, P3 commented that
“even if the coverage is objectively low, this metric does not necessarily imply
that the tests cannot catch defects”.On the one hand, this confirms recent
findings by Grano et al.[102], i.e., test case effectiveness is a multifaceted
concept that should be assessed by combining multiple metrics. On the other
hand, the participants’ opinions led us to further push the need for additional
investigations into the definition of novel metrics to assess test code quality
and effectiveness.

The discussion on assertion density led to a similar conclusion. P1 reported
that “some tests might be useful even when they have no assertions; the
assertion density is a metric, but not necessarily good”. In addition, P1 and
P4 observed that the metric computation is naturally biased by the amount
of code required to setup the test environment, i.e., if a test requires more
code to prepare the environment the denominator will be higher, leading to a
lower density that does not necessarily indicate the poor quality of the test.
Concluding the discussion for these results, we could confirm that the

general feeling of our participants was that the available testing metrics are
not enough to provide a comprehensive view of test code effectiveness.

Commenting RQ4.When discussing the results on the relation between
test code properties and post-release defects, participants basically confirmed
the opinions given for the previous research questions. In the first place, they
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pointed out that test cases of such a poor quality cannot provide any significant
indication to developers and are, naturally, going to fail in catching defects in
production code. They also clarified how the continuous changing nature of
mobile apps make the testing development process particularly challenging,
since tests must be frequently updated and, as a matter of fact, there is typically
not enough workforce, time nor experience to write effective tests and deal
with the intrinsic complexity given by the environmental constraints (e.g.,
hardware components and sensors).

¤ Summing Up: The quantitative results of our study reflect the ex-
pectations that developers have of the status of mobile app testing. The
participants provided further explanations and insights into the matter, e.g.,
by raising specific education and technical challenges that the research
community should carefully look at. In addition, our focus group let emerge
the need for additional/novel metrics able to better measure both quality
and effectiveness of test cases.

11.7 conclusion

In this chapter, we conducted a large-scale investigation into the character-
istics of test suites written by developers of mobile applications under four
perspectives, namely (1) whether and to what extent these apps are tested
and which kind of tests are developed, (2) what is the design quality of the
test suites, in terms of code metrics and test smells, (3) what is the effective-
ness of tests, considering assertion density and code coverage, and (4) how
test-related metrics are associated to the defect-proneness of production code.
The quantitative insights coming from the analysis of these aspects were then
discussed in the context of a focus group involving 5 mobile testing experts,
who commented the achieved results and provided practical explanations and
experience reports useful for understanding the status of testing in mobile as
well as the key limitations that must be addressed.

The main results of the study highlight that 40% of the considered apps
have at least one test suite; developers mostly test source code to exercise its
functionalities, while other types of testing are less widespread. Test smells
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represent a key problem for most of the test suites, since some of them
exhibit characteristics making them possibly flaky. Their effectiveness is low
when considering all the computed metrics. Finally, the characteristics of
test cases lead to a negative impact on production code and, indeed, most
of the statistically significant test-related factors in our study are correlated
to a higher defect-proneness of the corresponding classes. These findings
reflected the expectations that the involved experts had when thinking of the
status of mobile testing. Furthermore, from the focus group discussion we
could delineate a number of education and technical challenges that future
research should address.
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T H R E AT S T O VA L I D I T Y, D I S C U S S I O N , A N D
I M P L I CAT I O N S

This chapter reports some aspects that might have threaten the validity of the
results achieved in our empirical studies and discusses our main findings to
answer RQc and RQd.

12.1 threats to validity

The results of our studies might have been biased by a number of factors. In
this section, we overview the main threats to validity and how we mitigated
them.

12.1.1 Threats to Construct Validity

Threats in this category are concerned with the relation between theory and
observation. A key point in this regard is related to the accuracy of the tools
used to compute the metrics for the two studies. This threat has been mitigated
by the selection of tools that are (i) well established in the field (e.g., Decor
[197] for the detection of code smells) and (ii) accurate enough for conducting
our study, according to the manual validations conducted in the context of
our work. However, it is worth mentioning that the manual analyses could
only deal with false positives but not with false negatives.
A partially different discussion should be made when considering test

smells. To detect them, we relied on the detector made available by Bavota et
al.[25]. While previous studies have shown that its F-Measure is close to 86%
[25, 239, 241], the detector could have had a different accuracy in our context.
Recognizing this as a possible threat to validity, we conducted an additional

225
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investigation aimed at measuring the precision of the detector.1 Unlike the
case of code smells, we could not validate all the 1,217 instances output by
the test smell detector as a manual analysis would have been excessively
expensive. Instead, we focused on a stratified statistically significant sample
(confidence level=95%, confidence interval=5%) composed of 169 instances.
The task was jointly conducted by two inspectors and consisted of assessing
whether each test smell candidate presented a certain design issue. At the end
of the process, 86% of the instances were considered as real test smells - thus
confirming the high precision of the detector.

We are also aware of the possible limitations of the SZZ algorithm that we
adopted to identify commits where defects were introduced, as highlighted
in recent works [265]: in this respect, we conducted a manual validation of
the results of the SZZ algorithm that aimed at excluding false positives. Of
course, we are aware that this analysis could not cope with false negatives.
Another discussion point relates to the methodology employed to link

production classes to test cases: in particular, we employed a traceability
technique based on naming conventions, i.e., it identifies the test corresponding
to a certain production class by looking at the name of the test and verifying
whether it is the same as the production class expect with the prefix ‘Test’.
While the accuracy of the technique has been previously assessed [310]
showing a good compromise between accuracy and scalability, the linking
proceduremay have introduced some bias in cases tests exercising a production
class are not all included in the test suite retrieved by the technique but put in
other test suites. In our case, this may have been happened, as mentioned by
the interviewed developer of Apache Commons-Pool who commented on
our findings in the context of our additional qualitative analysis.

There are two observations to make with respect to this potential bias. First,
it has been pointed out by only one developer and was related to only one of
the considered projects: as such, we are not able to estimate the extent of this
bias in other systems as well as to verify whether this may have represented a
general problem for Commons-Pool or if it was instead focused on a subset
of classes of the project—it is worth noting that a manual examination of this

1 The recall cannot be assessed because of the lack of an oracle.
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bias would have not only been prohibitively expensive, but also error-prone
given our lack of expertise on the project. Second, we could not identify
an alternative traceability technique which may have provided better results
than the one employed: indeed, while some more sophisticated test-to-code
traceability techniques have been proposed [247], these are likely to suffer
from similar issues as the one based on naming convention. As an example,
the slicing-based approach proposed by Qusef et al.[259] exploits slicing
and conceptual coupling to identify the set of test suites associated with a
production class. By design, this approach may have higher recall, since it
is able to model the case in which more test suites exist for a production
class. At the same time, however, this may not be enough. The involved
developer mentioned a finer-grained problem where specific test cases are
included in other suites, as opposed to the existence of multiple test suites for
a production class. As such, the technique by Qusef et al.[259] may lead to
overestimate the number of tests for a certain class, decreasing the precision
of the analysis. In other words, such a fine-grained linking between test suites
and production classes would have needed a traceability approach able to
cluster the test cases connected to a production class: unfortunately, to the best
of our knowledge, such a technique is not available in literature—we hope
that this additional finding may serve as an input for the software traceability
research community.
Furthermore, to extract a comprehensive list of test-related factors to

experiment, in the fist study we applied a MLR [94]. In this regard, possible
threats refer to the soundness and completeness of the review. With respect
to the former, two inspectors followed well-established guidelines [143, 326]
to search, analyze, and select relevant sources; moreover, the joint work
conducted by the two authors have reduced the risk of subjective evaluations
of the resources to include as well as allowed a quick solving of possible
disagreements. As for the latter, we defined a search query targeting the
research goals of the study; at the same time, we targeted databases that
allow searching for most of the white papers published in our community.
Furthermore, we analyzed all the relevant Google pages when gathering
gray literature, also performing it using the incognito mode to avoid biases
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due to previous navigation history. However, it is worth noting that, being
very specific, our search query could have led to overlooking some potential
sources; indeed, the resulting number of retrieved sources is quite limited.
Anyway, we think that this just represents a marginal threat to the study
validity since a wide set of heterogeneous factors was retrieved by the MLR
process.
Finally, previous work has found that some of the applications available

in the F-Droid repository are very basic projects [97, 98], thus possibly
biasing the conclusions of our second study. To overcome this limitation,
we manually went over each of the initially downloaded apps in order to
discard those that appeared to be too trivial to be considered. In particular, we
looked at their repository in order to check whether they result active, e.g., in
terms of commits, conjecturing that trivial apps are not updated and actively
developed, e.g., since could be part of a university project for an exam.

12.1.2 Threats to External Validity

With respect to the generalizability of our findings, in our first study we
analyzed eight open-source Java projects. Analyzing only a small number of
systems could threat the external validity of our study. However, during the
context selection, we had to deal with a set of constraints that have significantly
limited the list of candidate systems. In particular, we restricted our search to
Maven projects with no sub-modules and a standard Maven structure. We
made this choice to allow the employment of the PiTest command-line tool
for the calculation of the dynamic factors (i.e., line and mutation coverage).
Nevertheless, further replications of our study, conducted in different contexts
overcoming the constraints mentioned above (e.g., by aggregating the results
of multiple submodules) might be worthwhile to corroborate our findings. In
the second study, instead, we targeted a large set of open-source applications,
thus allowing the verification of the characteristics of tests on a large scale.
Nevertheless, it is worth pointing out that our findings may differ in different
contexts, e.g., in closed-source apps testing practice results different, as well
as settings, e.g., when considering test smells other than those taken into



12.1 threats to validity 229

account. As such, further replications of our study would be desirable and
are already part of our future research agenda.

Moreover, it is worth remarking that the statistical models were built over
the specific independent, control, and dependent variables adopted in the two
studies. Despite our effort in taking into account all factors known to have
an impact on post-release defects, we are aware that different results may
arise when considering different/additional variables. Similarly, our findings
on the relation between test smells and software quality are deemed to be
valid for the five test smell types considered in the study: other results may
be achieved with other design issues.
Another aspect to consider when interpreting our results is that some

post-release defects may be discovered with unit testing, while others can be
found only at higher-levels (e.g., with integration or system testing) [66]. We
are aware of this point and recognize that our study is limited to the analysis
of the behavior and the relation that unit tests have with post-release defects.
Replications of our studies targeting different test levels would provide a
more comprehensive view of how tests can forecast post-release defects. On
a similar note, our study investigated the role of the tests actually available in
the considered software projects: it may be possible that different results could
be achieved in cases where the diversity of test cases, i.e., the extent to which
a test is different from the others in the suite [76, 77], is higher. Understanding
the impact of diversity on both test and production code quality is part of our
future investigations.

12.1.3 Threats to Conclusion Validity

As for the relationship between treatment and outcome, a first possible threat
is connected to the statistical models built in our studies. Throughout our
research, we controlled the impact of independent variables for possible
confounding effects due to the characteristics of production code, considering
both product and process metrics that have been shown to be connected with
the dependent variable.
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Another threat is related to the actual suitability of the employed statistical
method, i.e., Generalized Linear Model. In this regard, before selecting it
we verified the assumptions that the model makes on the underlying data.
Nevertheless, it may still be possible that the statistically significant variables
discovered through the use of linear regression may be due to the specific
data manipulation and analysis done by the statistical model [120].
Another potential threat could be related to the manual analysis we

performed to classify granularity and type of tests in mobile applications. To
this aim, we followed a grounded-theory approach [255] where two authors
first classified an identical set of tests in order to tune their judgment and
proceeded with the classification process smoothly. Of course, we still cannot
exclude the presence of some imprecision in the classification, however the
high agreement reached by the inspectors makes us confident of the reliability
of the process conducted.

As a final remark, in our second study we follow a focus groupmethodology.
This is a qualitative research method that, by nature, does not require the
participation of a large amount of experts — it is explicitly designed to
have a small group of participants able to foster discussion and provide
insights/recommendations on the phenomenon of interest [266, 325]. The
conclusions reached might not be definitive: we are aware of that, yet we
preferred to have in-depth opinions on the findings achieved in the mining
study rather than more generic results that might have achieved using other
instruments, e.g., surveys. As usual, however, replications are desirable and
might provide complementary insights into the testing of mobile applications.

12.1.4 Threats to Internal validity

This category of threats concern with intrinsic factors of our studies that
could have influenced the reported results. In this regard, there are some
intrinsic issues when computing some of the test-related factors, like mutation
coverage. In particular, there are two relevant aspects when measuring this
metric: the problem of equivalent mutants and the one of live mutants. As for
the former, it arises when two generated mutants are semantically equivalent.
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Unfortunately, determining whether a mutant is equivalent is an undecidable
problem. Furthermore, detecting them is also hard - there is still no mature
tool available for this task [175] - and computationally expensive [218]. For
these reasons, equivalent mutants represent a common threat to the validity
of the results of studies concerned with mutation testing. In our study setup
we took into account the equivalent mutants problem when selecting the
mutation testing tool. Among the available ones, PiTest has shown better
performance than others: specifically, less than 20% of the mutants generated
by the tool are deemed to be equivalent, which represents an important step
forward in the context of mutation testing [79]. Other control mechanisms,
e.g., manual removal of equivalent mutants, would not be feasible in our case
because of the high number of mutants generated by PiTest.
As for the live mutants, these represent the mutants generated by the tool

but not detected by the available tests. Live mutants allow the mutation score
computation (i.e., mutants detected over mutants generated). On average,
these mutants represent around 30% of all mutants generated, as shown in
Section 10.2.3, meaning that most of the tests in our dataset have a rather
high mutation score. This suggests that the study takes into account valuable
tests that can actually be used to investigate post-release defects.

12.2 discussion and implications

This section discusses the main findings of the studies presented in Part II in
response to RQc and RQd.

12.2.1 RQc - On the relation between test-related factors and software code
quality

The results of the studies in Chapter 9 and 10 provided two main findings to
be further discuss.

On the (limited) importance of test-related factors for software code
quality. The main outcome of our research reports that—surprisingly—most
of the considered test-related factors do not have a significant explanatory
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power with respect to post-release defects. Despite this could seem strange,
it is possible to reason on why this could happen. Let consider a scenario
in which tests have good quality and effectiveness: these tests are likely to
accurately identify defects present in the same snapshot of the production
code, however they do not necessarily predict the future defect-proneness of
the class under test. So, probably the test-related factors commonly known
and used in literature are not appropriate enough to catch the defect proneness
of the exercised code. Proposing new metrics able to describe the relation
between tests and software quality could be an interesting cue for future
works.

From another point of view, there are some exceptions that may allow us to
claim that keeping test code design under control might still help developers
in reducing the number of post-release defects. In the first place, the test
LOC metric not only appears as highly significant, but it is also inversely
proportional to the dependent variable: this indicates that larger tests (that are
likely to exercise deeper the production code) reduce the risk of having defects
in future versions of the system. Thus, our findings seem to indicate that
the lines of code of a test suite may represent a proxy measure for test-code
effectiveness.

Furthermore, while other test-related factors investigated in the study (e.g.,
line coverage or assertion density) are not correlated enough to test LOC
to cause collinearity, it is reasonable to believe that they have some sort of
relations with the size of the test: for instance, the assertion density generally
tends to increase with the size of the test [154]. On the one hand, these
relations should be further assessed in the future. On the other hand, this
observation may further suggest that high-quality tests lead to post-release
defect reduction: the results achieved on the role of test smells, particularly
Mystery Guest, also go toward this conclusion.

In order to better comment on our results, we performed an additional qual-
itative analysis in which we contacted the top contributors of the considered
projects. In so doing, we followed a similar experimental design as Mäntylä
et al.[180]. In particular, we sent direct e-mails to the two top developers of
the systems, i.e., the two having the highest amount of commits, asking them
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to comment on our findings and provide feedback on some boundary cases
we discovered when analyzing their systems—this means that developers
were inquired only on the matters related to their own projects. Unfortunately,
we received an answer for just one of the considered systems—even tough
they were insightful to better contextualize and understand the findings of the
study. The answers was related to Commons-Pool. In this specific case, we
asked the developer to comment on the release 2.3 of the project, in which
the class named BaseGenericObjectPool had 849 lines of code, while the
corresponding test suite BaseGenericObjectPoolTest had just 43 lines of
code. After release 2.3, the class BaseGenericObjectPool had 23 defects.
At a first sight, this may suggest that the test suite was not robust enough in
preventing or diagnosing the introduction of defects. However, the developer
found that just considering the test suite BaseGenericObjectPoolTest
could potentially be not enough. He pointed out to us that when code is
refactored, the tests are left in the original test suites to help detect re-
gressions during the refactoring. So, there could exist a subset of tests
in other classes, that we did not consider, which exercise the production
class BaseGenericObjectPool—the test-to-code traceability technique ex-
ploited in the study may have under-estimated the number of tests connected
to the production class.
To sum up, our findings reveal that the problem of understanding the

effect of tests on post-release defects is still open and would require further
investigations—especially in the lights of the potential threat to validity related
to the test-to-code traceability technique raised by the involved developer.
At the same time, the results provide some hints of the importance of (i)
test-related factors for software quality, even though other aspects, e.g.,
the number of changes to production code, are still primarily connected to
post-release defects and (ii) continuously keep test suites up to date with the
changes applied to production code.

On the comparison with previous studies. A number of researchers have
investigated the role of test-related factors on post-release defects in the past,
finding them as highly relevant. While our results do not tell the opposite,
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we found that most of the considered factors have a lower explanatory power
than the one previously reported.
The key to explain the difference between our outcomes and the ones

previously provided is in the presence of confounding factors that possibly
balanced the effect of test-related factors. This is particularly true in the
case of LOCs of production class and pre-release changes, that are the most
relevant metrics to explain the future defect-proneness of source code and
are directly proportional to the dependent variable, i.e., the higher the size
and the number of pre-release changes, the higher the number of post-release
defects. This suggests a pretty straightforward interpretation: classes having
large size or being involved in several changes over the history are more prone
to have defects in the future.

Our results provide a number of implications for both research community
and practitioners.

Keep the change process under control. The most important finding of
our study is the very high influence of pre-release changes on post-release
defects. This relation indicates that the change frequency of classes impacts
the future defect-proneness of production code more than other aspects,
confirming previous findings on the relationship between change- and defect-
proneness [52, 119]. In this respect, it may be possible that high-quality
pre-release changes prevent the emergence of post-release defects: we indeed
noticed that the LOC of production code—which has been often used as
a proxy metric for code quality—and pre-release defects are statistically
significant factors for the future defect-proneness of source code. Based
on these observations, we can claim that keeping the change process under
control would be worthwhile and that the definition of mechanisms supporting
developers when dealing with software evolution represents a key challenge
for the research community. While a number of attempts in this direction
have been performed during the last years, e.g., through the definition of of
just-in-time quality assurance mechanisms [130, 246, 248], we believe that
further research effort should be invested. In particular, most of the approaches
developed so far should be considered as prototypes and, as such, are still not
mature enough to be used in practice. For example, researchers have been
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working on just-in-time defect prediction models (e.g., [130, 248]), but up
to now there are no fully-available tools that enable their practical usage.
This clearly represents a key threat to the adoption of these tools in practice
that the research community should investigate more. As a consequence,
we argue that continuous integration pipelines as well as typical software
development practices should be empowered with additional instruments
that allow developers to promptly assess the quality of the changes made on
production code: for instance, we refer to defect localization tools that can be
integrated within CI environments or code smell detectors and refactoring
recommenders that allow an agile quality improvement of source code during
the code review process.
At the same time, tool vendors have been spending effort in providing

developers with tools that can help them spotting defects. The main outcome
is represented by automated static analysis tools, which are generally used
in open-source systems as highlighted by a number of papers in literature
[315, 320, 336]. One of these tools is FindBugs, which is the one employed
by the Apache Software Foundation and, as a consequence, by the
projects considered in our study (this tool is configured within the Apache
Continuum server they have in place). On the one hand, static analysis
tools suffer from a high rate of false positive alerts [127]: this aspect has the
effect of reducing the trust of developers with respect to the outcome of these
tools, possibly leading them to ignore relevant defect warnings. On the other
hand, it has been shown that open-source systems (including those of the
Apache Commons family) do not apply continuous code quality practices
[314], meaning that they do not run quality checks at every build they do:
this is an additional limitation of the current quality assurance practices.
According to these observations, our work further stimulates the research
effort around the definition of techniques able to reduce the number of false
positives given by static analysis tools as well as mechanisms enabling the
adoption of continuous code quality.

Test-related factors and defect prediction. The results of the study revealed
that, in some cases, test-related factors are related to post-release defects.
While we cannot speculate on whether there exist specific types of defects
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that can be better analyzed through the exploitation of test-related factors,
we still see some value in this finding. More specifically, from our study we
observed that test-related factors become relevant especially when process
metrics are not considered. This represents an interesting case for defect
prediction: indeed, new projects interested in deploying these models might
not have enough historical data to enable the computation of process metrics.
In these cases, there are two solutions. On the one hand, developers may
rely on cross-project information to train defect prediction models [340]:
nevertheless, the adoption of this strategy does not still provide accurate
results, hence limiting its applicability. On the other hand, developers can
create prediction models based on product information coming from the
analysis of their own systems: our results can be useful in this context, as
test-related factors may complement other product metrics and potentially
improve the quality of the predictions. In the recent past, researchers have
started looking at the role of tests in defect prediction [31], however we
believe that our study may inspire further research on the matter, especially
based on the factors that turned to be important for post-release defects, e.g.,
test size or presence of five test smells considered in the study.

Test-related factors and automatic test case generation.Our findings point
out that other test-related factors, namely test size and test smells, are more
related to post-release defects than metrics generally considered relevant,
i.e., code or mutation coverage. This seems to suggest that the design of
test suites matter. This may possibly pave the way for the next generation
of automatic test case techniques that do not consider anymore (or decrease
the importance of) code and mutation coverage as main metrics to optimize
during the creation process: such a generation mechanism would possibly
allow automatic tools to focus on the creation of tests around factors that are
more connected to post-release defects (as also proved by Kochhar et al.[145]).
Furthermore, our results also highlight the existence of production-related
factors, and specifically production code size and presence of code smells,
that have a relation with post-release defects. It would be worth to consider
how these production-related factors can contribute to the generation of
effective test classes: for example, existing automated tools may exploit these
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metrics within their fitness function and balance them with other metrics
with the aim of refining or further optimizing the generated test suites around
the metrics that are more connected to post-release defects.

12.2.2 RQd - Testing activities in mobile applications

We addressed RQd in Chapter 11. The achieved results provided a number
of insights and practical implications for the research community that need
further discussion.

Mobile apps contain very few numbers of Java tests. The first evident,
worrisome result of our study clearly indicated the lack of tests in mobile
applications: not only the mean number of tests is≈ 3, but also the percentage
of apps without any test is rather high (60%). There are multiple factors
possibly contributing to this finding. First, our dataset is composed of open-
source mobile applications that can be developed under different conditions
with respect to other applications: as an example, they can be developed
by inexperienced or novice programmers with little knowledge on testing
practices [319]. During the focus group discussion, our participants also raised
this point and commented on how the lack of software engineering/testing
expertise can have a significant impact on how mobile applications are tested.
At the same time, the developers involved reported that test cases are typically
seen as second-class citizens, especially in a dynamic environment like the
one of mobile development, where a continuous release model might soon
make tests outdated other than increasing the cost required to maintain and
evolve them. In this respect, our findings corroborate previous results obtained
by Beller et al.[27] on the lack of developer’s willingness in successfully
evolving tests. As an exemplary case appearing in our dataset, let consider
the case of Acastus Photon,2 an online address/POI search for navigation
apps. Looking deeper at its issue tracker and the developer’s comments, we
noticed that the developers of the app have consciously postponed some
testing activities with the aim of entering the market faster or because of the
lack of time to dedicate to testing. For instance, in one of the issues still open

2 https://f-droid.org/en/packages/name.gdr.acastus_photon/
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on the issue tracker (#2), one of the core developers of the app posted the
following comment:

“[...] I’m probably going to merge the build changes later on
too. [...] I don’t have time to test them right now so just merging
master.”

As shown, in this case the developer decided not to test the newly committed
code change because of the need to other modifications to the production code.
Even without an extensive search, we found similar cases in other apps of our
dataset. Finally, our findings can be also due to the limited automated support
that developers have when testing their apps. As pointed out in the context
of our focus group, mobile developers experience very specific challenges
when developing test cases, like the need for considering external events
coming from hardware components or sensors. By looking at the state of the
art, there exist a number of tools to automate GUI testing (e.g., Monkey or
Sapienz [182]), other than some frameworks for behavioral-driven testing,
yet only a few automated and practical mechanisms are available for the
generation of functional and non-functional test cases (e.g., Evosuite [89]).
In addition, these tools do not explicitly take into account the problem of
mocking hardware components. As such, our findings do not only support
the research in the field of automatic test case generation, but also call for the
definition of mobile-specific instruments.

On integration and system testing. According to our findings, most of the
test suites present in mobile apps pertain to unit testing, while we discovered
only a limited amount of them referring to integration and system testing [17].
This result might be due to various reasons. While the lack of automated tools
and/or support mechanisms might influence the way mobile developers verify
their apps for integration- and system-level faults, it is also worth remarking
that different verification mechanisms, like manual validation, crowd-testing
[158], or even the use of external tools that can exercise the apps to verify
certain specific properties (e.g., energy consumption [70, 123]), might be put
in place. As an example, our study highlighted that, depending on the context,
the lack of automated integration and system Java tests might not necessarily
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be a problem because developers may want to test the use cases that users
perform more often when using the app, hence leading to the application
of non-systematic or opportunistic testing strategies that are not automated,
e.g., crowd-testing [158]. On the one hand, our findings may possibly pave
the way for novel smart techniques that can analyze runtime usage logs to
recommend when to add test cases or suggest modifications to the current
ones. On the other hand, we point out the need for additional investigations
into the methodologies employed by developers to perform integration and
system testing.

Enabling testing of non-functional attributes.Most of the tests developed
in mobile apps relate to functional aspects of production code, while few of
them refer to testing of non-functional attributes like, for instance, energy
consumption, security, or performance. The developers involved in our focus
group clearly pointed out how hard the development of these tests can be.
There are two key limitations of the state of the art in this respect. In the first
place, defining an oracle for these types of test is a challenging or even a
non-deterministic task, e.g., the oracle of an energy test must necessarily take
into account the non-determinism of energy measurements. In the second
place, our study highlighted a worrisome lack of instruments that support
developers when measuring non-functional aspects: these have been often
connected to the commercial success of mobile applications [22, 233, 237],
making the lack of testing a threat for the overall sustainability of these apps.
On the basis of these results, we therefore argue that more methods to manage
the complexity of non-functional attribute testing should be designed: while
the research community has been working already on the measurement side
(e.g., [70]), to the best of our knowledge there is no study targeting the oracle
problem when considering non-functional testing.

The design quality of mobile apps is low. Our findings report that most
of the tests analyzed are affected by some form of test smells. Previous
researches have shown how these problems can turn into critical threats to the
effectiveness of tests [280]. To identify them, some test smell detectors have
been developed in the past [107, 241, 311] and experimented in the context
of mobile applications [250, 251]. Yet, there is no empirically-assessed
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technique available to automatically refactor test code. As such, the practical
support provided to mobile developers is still very limited.

On the need of novel metrics for test code quality. When analyzing the
quality of test suites, we also computed code metrics capturing cohesion,
coupling, complexity, and documentation aspects. Our quantitative analyses
revealed a contradiction between the metric profile of tests and the actual
presence of design issues. While the values of the metrics would not indicate
problems with the design of test cases, we discovered that test smells are
often present and lower the maintainability and understandability of tests. By
contrasting these results with those achieved in our qualitative investigation,
we discovered that the meaningfulness of these metrics is limited. The
involved developers not only presented practical scenarios where the metrics
could not be relevant (e.g., companies may implement guidelines for naming
conventions, discouraging developers to write code comments), but also
pointed out that the level and scope of test metrics are different from those
of production code. Our findings indicate that researchers should go beyond
the currently available code metrics and define novel indicators that can
better quantify the quality of test cases. Furthermore, on the basis of our
results we argue that both available and prospective quality metrics should
be re-contextualized for mobile applications, for instance by providing an
easy way to quantity how much the quality of tests depend on the quality of
production code.

On the effectiveness of test suites. Another relevant finding is the low
effectiveness of the test cases analyzed when considering both code coverage
and assertion density. On the one hand, these metrics have been previously
positively correlated to the fault detection capabilities of tests: as such, their
low value is somewhat worrisome and depict a critical situation for the mobile
applications considered. On the other hand, however, developers raised some
practical critiques to thosemetrics: the assertion density computationmight be
biased by the amount of code required to setup the test environment, while the
coverage only provides a part of the whole story. These observations further
confirm the need to establish novel methods to evaluate test cases. Moreover,
the results corroborate recent findings showing that the effectiveness of tests
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represent a phenomenon that goes way beyond the currently available methods
[102]: as such, we argue that newly proposed metrics should consider the
aspects deemed important for developers and, more importantly, possibly be
directly assessed against the developer’s perception of test code effectiveness.

Teaching software testing. To some extent, both the quantitative and quali-
tative findings of our study showed that mobile developers do not have proper
testing skills. This is even worse when considering the constraints that mobile
apps might have, e.g., the interaction with sensors. As a consequence, our
study highlights the need for interventions on an educational level. This
concerns both software engineering courses covering basic testing skills,
and more sectoral courses on mobile development providing students with
specific mobile-oriented skills: we not only argue that the focus on testing
practices should increase from a technical perspective, but educators should
further pushed on the value of having quality and effective test suites in
practice, for instance by showing the extent to which testing is connected to
the failure of software engineering projects [291] or by designing additional
seminars on the matter, trying to engage students with practitioners.
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C O N C LU S I O N

The software engineering research community has been dedicating more
and more attention to technical debt, its consequences, and the cause that
lead to its introduction. Despite the noticeable effort spent so far, there are
some aspects that are still unexplored, as well as some limitations that are not
been overcame yet. In this thesis, we put our focus on two specific technical
debt-related topics, namely code smell detection and technical debt in test
code.
We firstly deal with the detection of code smells, which represent one

of the most common forms of technical debt. Our aim was to mitigate
the limitation of existing code smell detection heuristic techniques, i.e., (i)
subjective developers’ interpretation of their outcomes, (ii) low agreement
between different detectors, and (iii) performance strictly related to thresholds
definition. In this regard, our solution was to investigate the application of
machine learning-based techniques for code smell detection. This led us to
our first study [C01] (Chapter 3), in which we compared the performance
of heuristic and machine learning-based techniques on a manually-validated
dataset composed of 125 releases of 13 open source projects, considering five
code smell types in a within-project scenario. Results of these preliminary
studies highlighted that machine learning-based approaches are still immature
to be applied in practice.
More importantly, our preliminary results also highlighted three main

limitations of ML-based code smell detection techniques:

1. ML-based techniques suffer from the highly unbalanced nature of code
smell datasets;

2. The set of metrics exploited so far could be too limited to allow
automatic identification of code smells;

245
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3. Similarly to heuristic techniques, also with machine learning, there is
still a developers’ subjective interpretation of the results provided.

This thesis faces these three limitations separately. In particular, to address
the first limitation, we conducted a large empirical assessment on the role
of data balancing for code smell detection [C02, J01] (see Chapter 4). In
this study, we experimented with five different data balancing techniques
and compared their performance also with a baseline ML classifier trained
without the application of any data balancing technique. Results reported that
SMOTE is the data balancing technique that leads to the best, but still limited,
performance improvement. However, considering the limited improvement
together with the overhead introduced by data balancing, in some cases could
be preferable to not apply data balancing at all.
With respect to the set of metrics to use as predictors, we considered

the introduction of other, not yet explored, metrics to predict the presence
of code smell instances in the source code component. In Chapter 5 we
presented a machine learning-based code smell detection technique that uses
the warnings generated by three static analysis tools (i.e., Checkstyle, PMD
and Findbugs) as predictors [C04, J06]. The results that emerged from a first
preliminary analysis were really promising, indicating a drastic improvement
in detection capabilities. However, more in-depth analyses conducted on a
larger dataset have shown strong limitations also for this technique, as for the
previous ones. Despite the poor limitation capabilities of the models built
on the warnings generated by a single static analysis tool, the results show a
significant improvement when these warnings are combined with each other
or with other metrics used in the past.
Finally, to tackle the problem of subjectivity, we adopted an alternative

strategy, presenting a technique able to predict the presence of code smell as
actually perceived by developers [C03] (Chapter 6). In this study we used
a set of 20 factors, related to different aspects of software development (ie,
Product metrics, process metrics, developer metrics, and code smell metrics),
to predict the criticality of code smells as perceived by developers. To measure
this aspect, over a period of 6 months we sent a total of 1,733 e-mails to
372 different developers asking them if they perceived the presence of code
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smells within newly modified classes and if so, to evaluate their criticality.
on a scale of 1 (very low) to 5 (very high). The prediction, calculated through
the use of different machine learning techniques, showed results, on average,
20% more accurate than the considered baseline.
After having conducted a comprehensive analysis of the problem of

code smell detection using machine learning, we moved our attention to
technical debt in test code. Specifically, in Chapter 10, we first conducted a
multivocal literature review (MLR) aimed at collecting all the test-related
factors associated with software code quality in the past [C06, J03]. Then, we
built a statistical model to find significant relations between those factors and
software code quality, in terms of post-release defects. Results of this statistical
analysis evidenced that test-related factors generally have a way lower impact
on software code with respect to other process-related aspects. Furthermore,
a more important outcome provided by this study is that some intrinsic
characteristics of tests, such as size and presence of test smells, have a higher
impact on production code quality with respect to other coverage metrics
considered important in the past. Other than analyzing standard systems,
we also wondered about the attention that developers pay to test in mobile
applications [C07, J04]. Chapter 11 reports a large empirical assessment in
which analyzed a dataset composed of 1,780 Android applications to assess
(i) the quantity and type of test cases present in Android applications, (ii)
the quality of the test cases, and (iii) the effectiveness of the tests. From the
results obtained, it appears that over 60% of the applications analyzed do
not contain any test cases, highlighting little attention to testing activities by
mobile application developers. As for applications containing at least one
test suite, results show that developers pay more attention to functionality
testing rather than other aspects (e.g., performance, GUI). Furthermore, it
has been shown that the analyzed test cases have low effectiveness, with code
coverage percentages around 20%.

13.1 lesson learnt

The main lessons learnt from this thesis can be summarized as follows:
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1. Lesson 1. Heuristic techniques for code smell detection are too limited
to be applied in practice. One of the main and most surprising results
of the study in Chapter 3 relates to the low performance of existing
heuristic code smell detectors. Specifically, while they are able to
achieve a very good recall, i.e., a high number of actually smelly
instances are detected as smell, we found the precision to be extremely
low, i.e., they generate a high number of false positive instances. These
detectors are all built on the definition of detection rules in which a set
of metrics is compared with strict thresholds. However, defining either
the metrics to use and the thresholds before is a very subjective activity
and, as also results demonstrate, it appears not to be generalizable
enough.

2. Lesson 2. Machine learning-based techniques are still immature for
code smell detection. This thesis provides a very deep analysis of the
adoption of machine learning for code smell detection. We conducted
a preliminary study in which we compared machine learning with
heuristic techniques and then we individually treated all the major
limitations identified. Despite the great effort spent so far, none of the
proposed solutions seems to work properly to be applied in practice. A
possible explanation of the low performance could be related to the
subjectivity of the problem itself. Indeed, even humans could not be
able to objectively define a ground truth of actual smells to be used as
training set for Machine Learning-based algorithms. As such, even the
manually validated data sets of code smell instances could suffer from
a subjective interpretation by the human rater.

All these consideration let us think that it might make sense to com-
pletely change the route and consider the adoption of new techniques
for detecting code smell instances in source code (e.g., deep learning).

3. Lesson 3.Developers pay low attention to testing activities. Regardless
of the context, open-source developers appear to payway lower attention
to testing activities with respect to other development activities. The
repositories we analyzed are generally characterized by few tests,
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having low quality and low effectiveness both in the context of standard
and mobile applications.

4. Lesson 4. Test code quality matters. Despite the low attention develop-
ers spend in testing activities, our results evidenced that developing
good-quality test suites can provide important benefits for preventing
future faults in software systems. Indeed, in some cases, test code
quality appears to be even more impactful than other metrics consid-
ered important in the past for preventing bugs. This finding suggests
researchers give more prominence to test code quality, by taking into
account this aspect also in other areas such as defect prediction or au-
tomatic test case generation. Moreover, practitioners should be pushed
to pay more attention to test suites development.

13.2 open issues

Despite the effort devoted by the research community and despite the advances
proposed in this thesis, the current state of the art still propose a number of
open issues and challenges that need to be addressed in the future.

1. Open Issue 1. Machine learning for code smell detection. This thesis
demonstrates that machine learning can overcome the limitations of
heuristic techniques for code smell detection. However, at the same
time, machine learning comes with its own limitations that do not
allow its application in practice. Although this thesis already tries to
mitigate such limitations, there is still the need to design new solutions.
First of all, it is necessary to mitigate the problem of data imbalance
by proposing alternative data balancing techniques or making the
existing ones more sophisticated. Furthermore, given that our results
report that combining different sets of metrics leads to a performance
improvement, it could be worth exploring even more metrics and also
considering the combination between heuristics and machine learning-
based techniques (e.g., a classifier could detect an instance as smelly
based on the prediction provided by different heuristics). Should even
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these alternatives do not lead to acceptable performance, it should
be considered a complete change of route, abandoning the idea of
solving the problem of code smell detection with machine learning
and exploring the suitability of other alternative techniques such as
deep learning, search-based optimization, or anomaly detection.

2. Open Issue 2. Cross-project code smell detection. The ultimate goal of
our research on machine learning for code smell detection is to devise
a technique having high detection capabilities, being at the same time
generalizable. However, the studies proposed in this thesis adopted
a within-project model, i.e., they learn from a system to detect code
smell instances on the system itself. Clearly, these studies have the only
goal of assessing the feasibility of machine learning for code smell
detection, therefore, they cannot be applied in practice. Differently, in
a cross-project scenario, classifiers are trained on a set of systems to
detect code smell instances on another system external to the set used for
training. This wouldmakemachine learning-based code smell detection
applied in practice since it makes it possible to use known validated
data to detect code smells on an unseen project. In this regard, we have
recently performed a comparison between within- and cross-project
approaches for machine learning-based code smell detection with the
aim of discovering if a transfer learning approach (cross-project) could
bring some benefits in machine learning code smell detection research.
Our preliminary results show that there is no statistically significant
difference between the two approaches. However, since the transfer
learning approach does not perform worse than the “traditional” one,
it may be worth to keep investigating on this topic, for instance by
accurately tuning the cross-project machine learning pipeline or by
defining ad hoc software engineering for AI techniques. In our future
research agenda we plan to conduct a larger study, involving other
machine-learning models that we have not employed so far. Moreover,
whenever a new and larger code smell dataset will be available, we
plan to replicate this study in order to deepen our knowledge on this
topic.
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3. Open Issue 3. Defining new metrics to measure test quality and
effectiveness. Our research on technical debt in test code have provided
important insights to the research community. Specifically, our findings
report that, with respect to what previously stated in the literature,
existing metrics describing test code quality and effectiveness have a
way lower relation to software code quality. Moreover, as an outcome
from a focus group we organized with real software developers, it
came out that the set of metrics currently available to describe test
code quality and effectiveness is quite limited, therefore novel metrics
should be defined to better describe these testing attributes.

13.3 future research directions

In the following, we delineate the future research directions and report some
preliminary analyses that we already carried out to face the experienced
issues.

13.3.1 Automatic Test Case Generation 2.0

To support developers during unit testing activities, the research commu-
nity has been developing automated mechanisms that aim at generating
regression test suites targeting individual units of production code. However,
these approaches often fail to generate tests that are well-designed, easily
understandable, and maintainable [90].
One of the causes behind the poor maintainability of automatically gen-

erated test cases might be connected to the fact that existing approaches
do not explicitly follow well-established methodologies or guidelines that
suggest taking the problem of test case granularity into account [253]. In
particular, when developing unit test suites, two levels of granularity should
be preserved [117, 222, 253]: first, the creation of tests covering single
methods of the production code should be pursued, i.e., intra-method testing
[253] or basic-unit testing [222]; afterwards, tests exercising the interaction
between methods of the class should be developed in order to verify additional
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execution paths of the production code that would not be covered otherwise,
i.e., intra-class testing [253] or unit testing [222]. Besides producing test
cases of higher quality, a structured strategy might potentially lead to the
generation of tests whose oracle would be easier to be find for developers,
as they would be required to check smaller portions of code to identify the
expected behavior [18].

Recently, we have faced the problem of granularity in automatic test case
generation, advancing the state of the art by pursuing the first steps toward
the integration of a systematic strategy within the inner-working of automatic
test case generation approaches that might possibly support the production of
better and more comprehensible test suites [J07]. We build on top of Mosa
[244] to devise an improved technique, coined Granular-Mosa (G-Mosa
hereafter), that implements the concepts of intra-method and intra-class
testing. Our technique splits the overall search budget in two. In the first half,
G-Mosa forces the search-based algorithm to generate intra-method tests
by limiting the number of production calls to one. In the second half, the
standard Mosa implementation is executed so that the generation can cover
an arbitrary number of production methods, hence producing intra-class test
cases that exercise the interaction among methods.

Our key findings show that the defined systematic strategy actually allows
G-Mosa to create intra-method and intra-class test cases. More importantly,
the resulting suites have a lower size per test and a higher maintainability
than those generated by Mosa, yet having a statistically similar level of code
and mutation coverage.

13.3.2 From Technical Debt to Social Debt

One of the aspects that is often taken lightly while developing software
relates to the social structure organization, i.e., the structures adopted for
communication and collaboration during development phases. However, these
aspects have been found to be highly relevant factor for the success of software
systems [39, 155, 238, 289, 292]. As an example, Kwan et al. [155] showed
that the alignment between social and technical structure of the community,
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i.e., the so-called socio-technical congruence [39], has an effect on the build
success, while Palomba et al. [238] found that community-related factors
can increase the criticality of source code quality issues. As such, studying
software communities does not only represent a way to understand and
learn how to reduce social debt, i.e., the unforeseen cost given by a wrong
management of the communication/coordination between developers [290],
but also to possibly improve the overall quality of the technical products
being developed [155, 238].
During the last years, we have started working on these aspects by con-

ducting an empirical study on 25 open-source development communities to
evaluate (i) the relationship between community patterns (ie, recurring types
of organizational or social structures) and community smells (ie, sub-optimal
organizational models within the organizational structure that could indicate
the presence of problems related to communication and collaboration), and (ii)
the impacts of community patterns on software processes and products [C08,
J05]. Our results have shown the presence of some relationships between
community pattern and community smell as well as demonstrating that com-
munity patterns impacts both products and processes. These findings provide
important indications, useful for preventing the occurrence of problems if a
community is aware that it is following a certain communication model.

In the future, we plan to go more in-depth on this topic building just-in-time
mechanisms to make developers aware of these social aspects in real-time
and give them more information for deciding how to implement their pieces
of code.
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