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Abstract
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Part I

Preliminaries
Introduction

Ferromagnetism and superconductivity are usually competing phenomena in solid state systems. In spatially homogeneous superconductors the application of an external magnetic, or the internal field associated with ferromagnetic order, are known to be detrimental to the stability of the superconducting phase. In most of the cases, orbital pair-breaking effects lead to the emergence of the Abrikosov vortex state, eventually making the system become fully normal as the upper critical field \(H_{c2}\) is exceeded. However, under very specific conditions a breaking-up of the translational invariance may allow the superconducting order to remain stable even in the presence of a polarizing field \([1]\). The most celebrated example of an inhomogeneous state where SU(2) and U(1) symmetries are simultaneously broken, can probably be considered the so-called Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state \([2, 3, 4, 5]\). In this state Cooper pairs acquire a finite center-of-mass momentum and, as a consequence, the superconducting order parameter and the magnetization both exhibit a modulation in space. A further peculiar feature of the FFLO state is that it tends to be stabilized by the mixing of even and odd parity pairings. Evidence for this behavior has been given by Shimahara \([6]\) for a quasi-two-dimensional system where singlet pairing interactions coexist with relatively weak triplet ones. Moreover, an enhancement of the stability of the FFLO state due to the singlet-triplet mixing has also been demonstrated in recent studies on spin fluctuation-mediated superconductivity performed within the Hubbard model on a square lattice \([7]\), as well as on two-leg ladders becoming superconducting away from half filling \([8]\). Little evidence, however, has so far been reported of the occurrence of the FFLO state in real systems. This is mostly due to the fact that the coupling of a magnetic field to the electron spin via Zeeman effect is required to break Cooper pairs more efficiently than orbital coupling does, a situation which is typically not encountered in most of the known type-II superconductors. Nonetheless, besides the case of systems such as \(\text{ErRh}_4\text{B}_4\) \([9]\), where aligned magnetic impurities generate a very strong internal exchange field, a spin paramagnetic effect dominating over the orbital one can in principle take place in quasi two-dimensional layered systems where an external magnetic field is applied parallel to the planes. In this case orbital effects can be small or even negligible due to the weakness of the interlayer coupling, and thus the Zeeman effect is expected to dominate. A further element hindering the formation of the FFLO state is that it is not robust against the presence of impurities and thus its occurrence requires very clean samples. Presently, these rather stringent conditions are likely to be satisfied in very few superconducting systems, essentially belonging to two classes of systems, the heavy-fermion compounds \([10]\) and the organic superconductors \([11]\). Within the former, evidence of the FFLO state has been
found in several measurements performed on the compound CeCoIn$_5$ [12], while in the latter a clearcut signature has been provided by specific heat measurements on $\kappa$-(BEDT-TTF)$_2$Cu(NCS)$_2$ [13] (though it is also conjectured that the FFLO state is realized in the quasi one-dimensional Bechgaard salts (TMTSF)$_2$X with $X$ = PF$_6$ [14] and ClO$_4$ [15]).

Even if coexistence of ferromagnetism and superconductivity is still an open issue, their interplay in heterostructures is a well established sub-field. Indeed their interplay in hybrid systems has been the foundation for developments of several novel experimental techniques over the last decade or so [16, 17, 139] and, besides the interest from a fundamental physics viewpoint, such systems hold potential in terms of electronics and spintronics applications [19]. Versatility of such systems stems from the fact that Andreev reflection [20, 21], the peculiar process taking place at the superconductor/non-superconductor interfaces converting quasiparticles into Cooper pairs, is strongly sensitive to spin polarization [134, 171] and consequently it is modified if non-superconducting layers is a ferromagnet rather than a normal metal. Andreev reflection process is the main responsible of all unconventional phenomena in hybrid structures involving superconductors. Charge transport, spin transport, proximity effect, Josephson effect, all can be understood in terms of Andreev reflections. In its simplest realization, this process can be explained as follows. An electron in the normal metal excited from the Fermi level, e.g. by an applied voltage, which is trying to entering the superconductor can undergo several scattering processes depending on its energy. It can be transmitted in the superconductor only if its energy is larger than the gap because accessible single particle states exist only above this threshold (typical density of states for a normal
metal and a superconductor are compared in panel A of Fig. 1. If its energy is smaller than the gap instead the electron cannot propagate in the superconductor as a single particle but only as a Cooper pair. In order to do so it pairs with another electron in the normal metal leaving beside an hole and the two electrons enter the superconductor as pair. Considering a singlet conventional superconductor, it is important to notice that the electron to which the incident one pairs with, must have opposite spin in order to form a singlet pair. The Andreev reflection process in which a superconductor reflects electrons as holes allows quasiparticle to supercurrent conversion. Thus in a normal metal/superconductor bilayer it is found that the low energy conductance is doubled with respect to same structure in which the two leads are both non superconducting (panel B of Fig. 1). This is because when Andreev reflection takes place for every injected unit of charge a Cooper pair, build up by two elementary charges, is obtained. When a ferromagnet/superconductor bilayer is considered this picture is modified. To understand why this is the case consider the extreme case of half metals, e.g. CrO$_2$ (see panel C of Fig. 1). In this case only one spin species exist at the Fermi level and Andreev reflections cannot take place simply because electrons cannot find an oppositely polarized partner to form a Cooper pair. As a result low energy conductance of half metal/superconductor structures is very low (see panel D of Fig. 1). From this extreme situation one can deduce that when there is spin polarization in a metal (that is the number of up and down electrons at the Fermi level is different) not all electrons can be Andreev reflected: the larger the spin polarization, the lower the probability for electrons to find an oppositely spin polarized partner to form a Cooper pair, the lower the conductance of the ferromagnet/superconductor structure. Fig. 2 shows how ferromagnets with increasing spin polarization (from top to bottom) lead to decreasing low energy conductance for the bilayer. This effects, together with their generalizations to unconventional superconductors and/or different geometries and setups, promise to be fundamental for future device applications in electronics, spintronics, information and communication technologies, and quantum computation (two examples are shown in Fig. 3). Their usefulness
have been exploited in several experimental techniques like Point Contact Andreev Reflection Spectroscopy and Scanning Tunneling Microscopy. Besides an estimation of the degree of spin polarization in the ferromagnet \[24\], they can give insight about the amplitude and phase of superconducting order parameter, being Andreev reflection phase sensitive. This property has made this kind of measurements fundamental in finding clues about the symmetry of the new families of superconductors discovered, for which there is a general consensus that they cannot be considered as conventional. Over the last few decades, a remarkable set of unconventional superconductors has been found, including \(p\)-wave spin-triplet pairing in heavy fermions and \(\text{He}^3\), \(d\)-wave spin-singlet pairing in superconducting high-temperature cuprates, and unusual forms of \(s\)-wave pairing in the recently discovered iron-pnictides, to mention a subset \[27\] \[28\] \[29\] \[30\] \[31\] \[33\] \[34\]. Pairing phenomena related to some of these have also been discussed in the context of particle physics and high-energy physics, such as pseudogap phases in the Nambu-Jona Lasinio model \[35\]. In all of the above cases, a major challenge is to determine the symmetry of the superconducting order parameter. This is generally believed to be the issue to address when searching for a fundamental understanding of these phenomena. To acquire information about the order parameter, it is often useful to study how the superconducting correlations behave in hybrid structures considering transport and proximity effect in order to look for unique signatures of the superconducting order parameter. When the non-superconducting material is not a simple normal metal featuring intrinsic properties, such as magnetism, then the heterostructure provide an arena for studying the interplay between superconductivity and different types of electronic ordering \[36\] which can give a deeper insight in underlying physics. For example, one of the strongest evidences supporting \(d\)-wave symmetry for high-\(T_c\) cuprates is the zero bias conductance peak (ZBCP) revealed in \(ab\)-plane tunneling conductance from normal metals \[38\]. In some cuprates, such as for instance \(\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}\) \[39\] \[40\], the existence of a subdominant component in the order parameter possibly breaking time-reversal symmetry is still a matter of debate and, in this respect, exploiting the interplay between magnetism and superconductivity in tunneling experiments is one of the standard routes to investigate this issue. Generally, by using a ferromagnetic electrode in tunneling experiments it is possible to change the relative contributions of up and down electrons to the total density of states or, in the half-metal limit, to isolate a single spin channel. To interpret the large amount of tunneling experiments performed on ferromagnet/unconventional superconductor junctions \[41\] \[42\] \[43\] \[44\] \[45\] \[46\] \[47\] \[48\], fundamental theories of
transport, such as in particular the one by Blonder, Tinkham, and Klapwijk [141], have been suitably extended to take into account all possible symmetries of the superconducting order parameter. In this context, the ferromagnetic electrode has been predominantly described within the Stoner model, relying on the assumption that the bands associated with the two possible electron spin orientations have identical dispersion, but are rigidly shifted in energy by the exchange interaction. However, Stoner model may prove to be insufficient to describe real ferromagnets because many terms deriving from Coulomb repulsion are eliminated from the full Hamiltonian, although in some situations their contribution can be important [50, 51]. Indeed the complexity of ferromagnetism in metals is testified by the wide range of manifestations it exhibits in nature. As relevant examples of this variety, we mention the ferromagnetic transition metals Fe, Co, and Ni and their alloys [52], weak metallic ferromagnets such as ZrZn$_2$ [53, 54] and Sc$_3$In [55, 56], colossal magnetoresistance manganites such as La$_{1-x}$Sr$_x$MnO$_3$ [57], and rare earth hexaborides such as EuB$_6$ [58, 59]. Therefore, when theoretically modelling ferromagnet/superconductor hybrid structures, it may be important to assume for the magnetism microscopic scenarios other than the Stoner one. Among them, of peculiar interest is a form of itinerant ferromagnetism driven by a gain in kinetic energy deriving from a spin dependent bandwidth renormalization, or, equivalently, by an effective mass splitting between up- and down-spin carriers [60, 61, 62, 63, 64, 65]. The interplay of superconductivity with this kinetically driven ferromagnetism has been recently shown to originate different features compared to the Stoner case, concerning the phenomena of coexistence and proximity. More precisely, the occurrence of the coexistence of ferromagnetism and $s$-wave singlet superconductivity within a model where the magnetic moments are due to a kinetic exchange mechanism, has been studied and it has been shown that the depaired electrons play a crucial role in the energy balance, and that when their dynamical effect is such that to undress the effective mass of the carriers which participate in the pairing, a coexisting ferromagnet-superconducting phase can be stabilized [66]. Also an extended version of the reduced BCS model for particles that get paired in the presence of a polarization arising from spin dependent bandwidths has been solved and the ground-state phase diagram in the full parameter space of the pair coupling and the bandwidth asymmetry as a function of filling for different types of spectrum topologies has been calculated [67]. The two above-mentioned mechanisms for ferromagnetism have been shown to lead to different features of proximity effect in ferromagnet/superconductor bilayers as concerns the formation at the interface of dominant and sub-dominant superconducting components as well as their propagation in in the ferromagnetic side [68]. Part of this Dissertation is devoted to the analysis of the bandwidth asymmetry ferromagnetism effect in charge transport and spin transport in bilayers as well as its influence in Josephson effect in superconductor/ferromagnet/superconductor junctions. These are systems capable of sustaining a supercurrent carried by Cooper pairs in the superconducting leads and by quasiparticles in the ferromagnetic mid-layer. The unique interplay between ferromagnetic and superconducting orders provides quasiparticles with extra phase shifts absent in junctions with a non-magnetic mid-layer. This can give rise to the appearance of the so-called “π-phase” [69]. Under such circumstances, the energy minimum of the junction is reached at a phase difference of $\pi$ across the junction, unlike the standard “0–phase” in junctions with a non-magnetic mid-layer. The
existence of the $\pi$–phase has been experimentally confirmed \cite{70,71} and promise to be important for applications. Indeed $\pi$-junctions are considered to be one of the best candidates for realizing solid state qubits \cite{72}.

We postpone to appropriate sections more detailed descriptions of ferromagnetism and superconductivity and their unconventional manifestations hoping that this discussion has been convincing about the richness of the physics resulting from the interplay between the two orders. We conclude wishing that results described in the following may provide a useful contribution to the comprehension of some relevant phenomena in these hybrid structures. We believe that this rapidly growing field can become a playground for a wealth of interesting quantum mechanical effects pertaining to the interplay between spin and charge degrees of freedom, given the increasing number of investigations and continuous refinements of experimental techniques allowing physicists to deal with new intriguing systems.

Outline

This Dissertation is organized as follows. In Part I itinerant ferromagnetism, superconductivity, and their interplay in heterostructures are introduced together with materials and theoretical models. Part II is devoted to the analysis of charge and spin transport in ballistic ferromagnet/superconductor bilayers. In Part III Josephson effect in ballistic superconductor/ferromagnet/superconductor junctions is analyzed. In Part IV proximity effect in heterostructures involving triplet superconductors and diffusive normal metals and ferromagnets is examined. Part V is devoted to conclusions, summary and discussion of the results, and analysis of future works. The last section at the end of the thesis is a List of Symbols and Acronyms. The reader which might feel confused with the notation is invited to consult it skipping to the last page of the thesis.
This chapter introduces types of ferromagnets and superconductors which are analyzed in the Dissertation. We focus on materials and models for both type of orders and comment about role and description of interfaces in hybrid structures.

### 1.1. Superconductors and their symmetries

Superconductivity may be defined as conventional or unconventional depending on the properties of the pairing state and whether or not multiple broken symmetries are present in the system. In conventional superconductors, the pairing state belongs to the trivial representation of the point-group and the system ground state breaks the U(1) gauge symmetry. On the other hand, unconventional superconductors display pairing symmetries belonging to higher-dimensional representations of the point group and may also exhibit multiple broken symmetries in the ground state. Since 1970 at least 10 distinct families of superconductors (Ss) which could hardly be framed in the conventional scenario of electron-phonon BCS theory have been discovered \[73\], namely: (1) High-$T_c$ cuprates, hole-doped (YBa$_2$Cu$_3$O$_7$) and electron-doped (Nd$_{1-x}$Ce$_x$CuO$_{4-y}$); (2) Heavy fermions (CeCu$_2$Si$_2$, UBe$_{13}$, UPt$_3$); (3) Organics (TMTSF$_2$PF$_6$); (4) Strontium-ruthenate (Sr$_2$RuO$_4$); (5) Fullerenes (K$_2$C$_8$0, Cs$_3$C$_6$0); (6) Borocarbides (LuNi$_2$B$_2$C, YPd$_2$B$_2$C); (7) Bismuthates (Ba$_{1-x}$K$_x$BiO$_3$, BaPb$_{1-x}$Bi$_x$O$_3$); (8) Almost heavy fermions (U$_3$Fe, URu$_2$Si$_2$, UPd$_2$Al$_3$); (9) Iron arsenide compounds (LaFeAsO$_{1-x}$F$_x$, La$_{1-x}$Sr$_x$FeAs); (10) Ferromagnetic superconductors (UGe$_2$, URhGe$_2$). In all of the above cases, a major challenge is to determine the symmetry of the superconducting order parameter. This is generally believed to be the issue to address when searching for a fundamental understanding of these phenomena. Only for few of them there is a general consensus on the effectively realized form of superconductivity, e.g. the orbital and spin symmetries of the order parameter. The specification of mechanisms driving the superconducting states is even more puzzling. We do not deepen these points here but rather we describe only some particular forms of order parameters which will be analyzed in the following (see Fig. 1.1).

Cooper pairs can be in spin singlet ($S = 0$) or spin triplet ($S = 1$) states. To respect the overall antisymmetry under exchange of particles, they have to be associated with even ($L = 0, 2, \ldots$) and odd ($L = 1, 3, \ldots$) orbital states, respectively \[4\]. Conventional superconductors are in a singlet states characterized by an orbital gap function $\Delta(k)$, with $k$ a unit vector on the fermi surface, with constant

\[1\] This is not true when time (energy) dependence is considered. In that case the overall antisymmetry can be obtained with equal parity of spin and orbital parts considering odd parity in the frequency part.
1. Materials, frameworks, and models

Figure 1.1. Modulus (left panels) and phase (right panels) of pair potential in several spin singlet superconductors: $s^\pm$, $d_{x^2-y^2} + 1s^\pm$, $d_{x^2-y^2} + is^\pm$, $d_{x^2-y^2} + id_{xy}^\pm$-wave from top to bottom.

phase. Its magnitude can have directional dependence or be constant. In the latter case ($s$-wave) simply $\Delta^s(k) = \Delta_0$. High-T$_c$ cuprates are singlet superconductors with line nodes and sign change in the orbital gap function $\Delta^d(k) = \Delta_0(k_x^2 - k_y^2)$. This state ($d_{x^2-y^2}$-wave) is clearly distinguishable from the conventional case. Indeed line nodes existence can be caught by several thermodynamical properties, e.g. discontinuity of specific heat at superconducting transition, behavior of low temperature specific heat, London penetration depth, nuclear magnetic resonance. It is generally accepted that for many unconventional superconductors a subdominant component of the order parameter breaking time-reversal symmetry can be induced whenever translational symmetry is broken, e.g. near surfaces, interfaces.
1.1. Superconductors and their symmetries

Figure 1.2. Depiction of coherent process giving rise to Andreev bound states.

and vortices [74, 75, 148]. For some materials, such as e.g. YBCO [40], there is controversy about the symmetry of the secondary component, namely if the order parameter is of the $d_{x^2-y^2} + i s$- or $d_{x^2-y^2} + i d_{xy}$-wave type. The subdominant components have the effect of removing the line nodes rendering the two possibilities hardly distinguishable through the same measurements which succeeding in discerning $d_{x^2-y^2}$-wave from $s$-wave.

The possibility of sign change in unconventional superconductors gap functions has deep implications in transport properties of hybrid structures. Consider the $d_{x^2-y^2}$-wave case. The sign change implies that electron-like and hole-like quasi-particles specularly reflected at the interface always find the “right” sign of the pair potential to be Andreev reflected (see Fig. 1.2). This resonant process opens mid gap surface states known as Andreev bound states [20, 77, 78] manifested as zero energy peak in the $ab$-plane tunneling conductance. If line nodes are perpendicular (parallel) to the interface all (none of the) trajectories contribute to the formation of the resonant state. The two broken time reversal states affect differently the sign change of pure $d$-wave: when the subdominant component is $s$-wave the sign change is eliminated while in the $d_{xy}$-wave the sign change is still there precisely along directions of maximum magnitude of superconducting gap. This point will be deepened in what follows aiming to discerning the two breaking time reversal states from transport properties. Transport properties and Josephson effect of hybrid structures with conventional and unconventional singlet superconductors will be analyzed in Part II and Part III.

Evidences for spin triplet unconventional superconductivity exist in some materials. Indeed, apart from the well-known case of superfluid $^3$He, where the condensate is made of atomic pairs, strong evidences, mainly originating from Knight shift measurements, exists in favor of triplet superconductivity in the ferromagnetic compound ZrZn$_2$ [79], in the organic system (TMTSF)$_2$PF$_6$ [80], and in several heavy-fermion compounds which can be non-magnetic (UPt$_3$ [81, 82]), antiferromagnetic (UNi$_2$Al$_3$ [83, 82]), or ferromagnetic (UGe$_2$, URhGe [85]). A further fundamental example of spin-triplet superconductor with a chiral $p$-wave order parameter
1. Materials, frameworks, and models

Figure 1.3. Modulus (left panels) and phase (right panels) of pair potential in several spin triplet superconductors: $p_x^-, p_y$, chiral $p_x + ip_y$-wave, from top to bottom.

(See Fig. 1.3) is the layered perovskitic system Sr$_2$RuO$_4$ [86], which for its specific properties has probably offered in the last years the best opportunity to study the relevant features of spin triplet pairing. It is also worth mentioning that a peculiar modification of the superconducting behavior of this compound has been detected in two types of eutectic solidifications which contain it, i.e. Sr$_2$RuO$_4$/Ru and Sr$_3$Ru$_2$O$_7$/Sr$_2$RuO$_4$. In the case of Sr$_2$RuO$_4$/Ru, where the critical temperature is enhanced from $T_c = 1.5$ K of pure Sr$_2$RuO$_4$ to $T_c = 3$ K [87], lamellar microdomains of metallic ruthenium are embedded in the perovskitic oxide in such a way that a non-chiral spin triplet component may occur at the interface, or a spin-singlet pairing from the metallic ruthenium is mixed with the spin-triplet one of Sr$_2$RuO$_4$ [88]. On the other hand, for Sr$_3$Ru$_2$O$_7$/Sr$_2$RuO$_4$ an anomalous proximity effect as well
as multiple superconducting transitions have recently been observed \[89, 90\]. The behavior of both kinds of eutectic system underlines the subtle competition between spin-triplet pairing and translational and orbital symmetry breaking. The rich phenomenology of the classes of systems mentioned above is intimately related to the complex evolution of the superconducting state when extra symmetries other than the U(1) gauge invariance are spontaneously or explicitly broken. Indeed, time reversal symmetry breaking can lead to inhomogeneous superconducting states, and the removal of the crystal inversion symmetry opens the possibility of mixed parity pairings in which singlet and triplet correlations coexist. The interest in superconductors with parity mixing has rapidly increased in the last years also because of the discovery of superconductivity in several non-centrosymmetric heavy-fermion compounds. Its first observation in CePt\(_3\)Si \[91\] at ambient pressure, and in CeRhSi\(_3\) \[92\] and CeIrSi\(_3\) \[93\] under pressure, has stimulated many experimental \[95, 99, 100, 101, 102\] and theoretical \[103\] studies motivated by the fact that this class of systems gives a unique opportunity of probing the effect of parity violation, which is otherwise hard to achieve by imposing specific external conditions to standard centrosymmetric compounds. When crystal structure lacks an inversion center, the corresponding asymmetry in the electric potential gives rise to an antisymmetric Rashba-type spin-orbit coupling. The minimal Hamiltonian to describe these systems is

\[ H = H_N + H_{SC}, \]  
\[ (1.1) \]

where the normal-part Hamiltonian reads

\[ H_N = \sum_{k\sigma} \varepsilon_k c^\dagger_{k\sigma} c_{k\sigma} + \lambda \sum_{k\alpha\beta} c^\dagger_{k\alpha} (\hat{n} \times \mathbf{k})_{\alpha\beta} c_{k\beta}. \]  
\[ (1.2) \]

The antisymmetric Rashba spin-orbit coupling is

\[ g_{k} = \lambda (\hat{n} \times \mathbf{k}), \]  
\[ (1.3) \]

where \( \lambda \) denotes the strength of the spin-orbit interaction and \( \hat{n} \) denotes the axis of broken inversion symmetry. More specifically, the crystallographic structure of the material does not have a mirror plane with \( \hat{n} \) as normal vector. Above, \( c_{k\sigma} \) are fermion operators satisfying the equal-time anticommutation relation \( \{ c^\dagger_{k\sigma}, c_{k'\beta} \} = \delta_{k,k'} \delta_{\alpha\beta} \) and all other anticommutators vanish. Moreover, the kinetic energy \( \varepsilon_k = \xi_k - \mu \) is measured with respect to Fermi level \( \mu \). The long-lived excitations in the Fermi liquid picture are helicity eigenstates obtained by diagonalizing Eq.\,(1.2) as

\[ H_N = \sum_{k\sigma} \delta_{k\sigma} \gamma^\dagger_{k\sigma} \gamma_{k\sigma}, \quad \delta_{k\sigma} = \varepsilon_k + \sigma |g_k| \]  
\[ (1.4) \]

Usually is assumed that the superconducting pairing only occurs within the bands of these long-lived excitations. Interband pairing is neglected, since it would require Cooper pairs with a finite center-of-mass momentum. The superconducting part of the Hamiltonian may therefore be written as

\[ H_{SC} = \sum_{kk'\sigma} V_{kk'\sigma} \gamma^\dagger_{k\sigma} \gamma^\dagger_{-k'\sigma} \gamma_{-k'\sigma} \gamma_{k\sigma}. \]  
\[ (1.5) \]
This may now be transformed back into the original fermion operators in the non-diagonalized basis. In general, one then finds that the superconducting order parameter in the original spin basis may be written as

$$\Delta_k = \Delta_s i\sigma_y + \Delta_t \frac{d_k \cdot \sigma}{k_F} i\sigma_y, \quad d_k \propto g_k,$$

(1.6)

where $k_F$ is the Fermi wavevector and a singlet $\Delta_s$ and a triplet $\Delta_t$ gap have been introduced with the vector $d_k$ describing its form as we discuss later. Indeed the lacking of inversion symmetry prevents the classification of Cooper pairs according to orbital parity. As a consequence, the superconducting phase is characterized by order parameters of mixed spin symmetry, consisting of an admixture of spin-singlet and spin-triplet pairing components $[104, 105]$. The mixed spin structure of the order parameter in superconducting non-centrosymmetric systems also leads to very specific features in the behavior close to interfaces, essentially because the presence of a strong spin-orbit interaction makes the interface scattering become spin active $[106]$. More exotic forms of mixed singlet-triplet superconductivity can be obtained when pairing time correlations lead to an even-frequency component in one of the spin symmetry channels and an odd-like frequency dependence in the other. The interest in this direction has been triggered by the observation of long-range proximity effect in junctions made of a spin-singlet superconductor interfaced with a half-metallic ferromagnet $[107, 108]$. A similar attention has also been devoted to other hybrid systems where due to interfaces, spin active sources of scattering or inhomogeneous profiles of the magnetization, a mixing of singlet and triplet pairing with a non-trivial time dependence may be generated $[109, 110, 117, 111]$.

A triplet ($S = 1$) superconductor (TS) is described by a pair function like

$$|\psi\rangle = \Delta_{↑↑} |↑↑\rangle + \Delta_{↓↓} |↓↓\rangle + \Delta_0 (|↑↓\rangle + |↓↑\rangle).$$

(1.7)

The gap can be described by matrix of functions or by a field $d(k) [112]$ transforming like a vector in spin space as

$$\hat{\Delta}_k = \begin{pmatrix} \Delta_{↑↑} \\ \Delta_{↑↓} \\ \Delta_{↓↑} \\ \Delta_{↓↓} \end{pmatrix} = \begin{pmatrix} -d_x + id_y \\ dz \\ d_z + id_y \end{pmatrix}.$$

(1.8)

All the information about gap function (nodal, orbital, and spin structure) is coded in $d(k)$. Quasiparticles excitation spectrum can be written as

$$E_k = \sqrt{\xi_k + d \cdot d^* + |d \times d^*|}.$$

(1.9)

When $d \times d^* = 0$, the state “unitary”, meaning that there is only one energy gap. In this case the energy gap magnitude

$$|\hat{\Delta}_k|^2 = \frac{1}{2} \text{Tr} \left( \hat{\Delta}^\dagger \hat{\Delta} \right),$$

(1.10)

becomes simply proportional to $d \cdot d^*$. For unitary states the direction of $d(k)$ has immediate physical meaning. Its direction defines the normal to the plane in which the electrons are equal spin paired (along any quantization axes) and its magnitude is proportional to that of the energy gap. Part IV is dedicated to analysis of two similar triplet superconductors with $d(k) \sim (0, 0, k_x + ik_y)$ and $d(k) \sim (-k_y, k_x, 0)$, that many experimental studies suggest to be effectively realized in superconducting phases of Sr$_2$RuO$_4$ and mixed parity non-centrosymmetric CePt$_3$Si, respectively.
They are both unitary and nodeless with equal gap magnitude $\sim (k_x^2 + k_y^2)$ but they point in different directions. We will show how these two possibilities can be discerned by an STM analysis of proximity effect modified density of states in a proximate ferromagnet. We also show that the interplay between the exchange field $h$ and the $d(k)$ vector can generate a spin-sensitive long-ranged proximity effect even without any magnetic inhomogeneity in the ferromagnetic layer.

1.2. Itinerant ferromagnets: Stoner exchange and spin bandwidth asymmetry

The origin of itinerant ferromagnetism is nowadays still a controversial question. Indeed, it is generally accepted that several distinct mechanisms have to be invoked to describe ferromagnetism in metals in the wide range of manifestations that it exhibits in nature. As relevant examples, we mention the ferromagnetic transition metals Fe, Co, and Ni and their alloys [52], the weak metallic ferromagnets such as ZrZn$_2$ and ScIn$_3$ [55], the colossal magnetoresistance manganites such as La$_{1-x}$Sr$_x$MnO$_3$ [57], and rare earth hexaborides such as EuB$_6$ [58]. The class of half-metals, defined by the property of having almost 100% transport spin polarization [24], is particularly important. As members of this class we cite CrO$_2$ [113], La$_{0.7}$Sr$_{0.3}$MnO$_3$ [114], Fe$_3$O$_4$ [115], and EuO [116], among others.

Commonly, metallic ferromagnetism has been understood as a competition between single particle kinetic energy, favoring the paramagnetic state, and the exchange energy originated by the Coulomb interaction, favoring the spin-polarized state [117]. It is argued that in ferromagnets the gain in exchange energy usually overcomes the cost in kinetic energy due to the Pauli principle that forbids double occupancy of low kinetic energy states for parallel spins, resulting in an energy split of the majority and minority spin bands. However, the interplay of Coulomb repulsion and the Pauli principle driving a metal into a ferromagnetic state [50], may induce a spin-dependent renormalization of the masses of charge carriers with opposite spins, i.e. a spin bandwidth asymmetry. A possible realization of this mechanism was first proposed to describe ferromagnetism in manganese oxides [60]. The origin of this effect may be ascribed to the Hund’s rule interaction in degenerate orbitals that sustains the alignment between electrons in different orbitals. In this case, the ferromagnetic state does not result from the usual exchange interaction but rather is due to a kinetic effect [60]. A different mechanism not requiring a multi-orbital character may be also invoked as responsible for a kinetically driven ferromagnetism. This appears in microscopic approaches where off-diagonal terms of Coulomb repulsion, generally neglected in studies based on the Hubbard model, are taken into account. A mean-field treatment of these contributions in addition to the exchange and nearest-neighbor pair hopping terms shows that quasiparticle energies for the two spin species are not simply splitted but get different bandwidths, i.e. effective masses. The net effect of these interactions is to render the hopping integral in the kinetic term spin dependent through bond charge Coulomb repulsion factors which are different for spin up and down carriers [61]. For low enough temperature and depending on Hamiltonian parameters, ferromagnetic order can be established only through this spin bandwidth asymmetric renormalization [32] [62]. In this picture the ferromagnetism should be understood as kinetically driven, in the sense that it arises from a gain in kinetic energy rather than potential energy, unlike the usual Stoner scheme. It is worth
stressing that, in contrast to the double exchange model, the latter mechanism may develop within a single electronic band. How it is possible to extract experimentally the contributions of the exchange splitting and spin dependent mass renormalization that emerge in the two types of ferromagnet mentioned above? One way is to look at the optical properties; other useful information could be obtained from angle-resolved photoemission experiments, which can probe band renormalization effects as a function of temperature and magnetization, as well as from de Haas-van Alphen oscillation measurements. All such experiments can yield insight on the mechanism behind the origin of ferromagnetism in metals.

Spin bandwidth asymmetry will substantially affect the coexistence of ferromagnetism and superconductivity, as well as the proximity effect and transport in ferromagnet/superconductor bilayers, and Josephson effect in superconductor/ferromagnet/superconductor junction. It is also responsible for an extension of the regime in which FFLO phase can be stabilized in heavy-fermion systems.

Independently of mechanism generating bandwidth asymmetry ferromagnetism, see e.g., it can be qualitatively understood as follows. Consider a tight binding framework on the lattice in its simplest form, i.e. single band of non interacting electrons in a 1D linear lattice with only nearest neighbor hopping. In this case band dispersion have the form

$$\varepsilon_k \sim -t \cos(ka)$$

being $a$ the lattice constant, $k$ the quasi-momentum, and $t$ the hopping integral, i.e. the bandwidth. Note that this kind of band describe normal metals (ferromagnetic solutions can be obtained only from interacting electrons). Taking the continuum limit of this tight binding solution, i.e. $ka \ll 1$, one readily obtains a parabolic dispersion and applying definition of effective mass one can see that it is constant throughout the band, i.e. it has no $k$ dependence, and its value its inversely proportional to the bandwidth, $m \sim 1/t$.

When considering interacting electrons, the simplest ferromagnetic solution, i.e. Stoner model, can be written as

$$\varepsilon_{k,\sigma} \sim -t \cos(ka) - \rho_\sigma U$$

where $\sigma = \uparrow, \downarrow$ is the spin index, $\rho_{\uparrow(\downarrow)} = +1(-1)$, and $U$ the exchange energy. In this case the bands are rigidly shifted each other and the masses of oppositely polarized electron are the same (see top panel of Fig. 1.4).

Under certain circumstances spin bandwidth asymmetric ferromagnetic solutions can be obtained. They have the form

$$\varepsilon_{k,\sigma} \sim -t_\sigma \cos(ka)$$

where $t_\uparrow \neq t_\downarrow$, i.e. up and down electrons bands have different bandwidth (see bottom panel of Fig. 1.4). This is different from Stoner solutions because splitting is absent even if a spin polarization exists (we calculate it below). Taking the continuum limit as explained before for a normal metal, one readily obtains that spin bandwidth asymmetric solutions correspond to two parabolic bands with different spin dependent effective masses, i.e. $m_\uparrow \neq m_\downarrow$. In general both contributions are present and dispersion take the form

$$\varepsilon_k \sim -t \cos(ka)$$
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\[ \varepsilon_{k,\sigma} \sim -t_\sigma \cos(ka) - \rho_\sigma U. \quad (1.14) \]

The dimensionless spin polarization or magnetization \( M \) can be defined as

\[ M = P_\uparrow - P_\downarrow, \quad (1.15) \]

where \( P_\sigma \) is the fraction of carriers with spin \( \sigma \), i.e.

\[ P_\sigma = \frac{n_\sigma}{n_\uparrow + n_\downarrow}, \quad (1.16) \]

where \( n_\sigma \) is the thermal average of number operator for particles with spin \( \sigma \).

Magnetization takes value in the range \([0, 1]\) with extremes corresponding to a normal metal and an half-metal, respectively. A generic ferromagnet (F) including both exchange energy and mass splitting will be characterized by two magnetic parameters, namely the ratio of exchange energy and Fermi energy \( X = U/E_F \in [0, 1] \), and \( Y = m_\uparrow/m_\downarrow \in [0, \infty] \). At \( T=0 \) and for one-, two- and three-dimensional F one has

\[ M_{1D} = \frac{\sqrt{\frac{(X+1)Y}{1-X}} + 1}{\sqrt{\frac{(X+1)Y}{1-X}} - 1}, \quad (1.17) \]

\[ M_{2D} = \frac{X + (X + 1)Y - 1}{X(Y - 1) + Y + 1}, \quad (1.18) \]

\[ M_{3D} = \frac{\sqrt{(X + 1)^3Y^3} - \sqrt{(1 - X)^3}}{-\sqrt{(1 - X)^3} - \sqrt{(X + 1)^3Y^3}}. \quad (1.19) \]

These expressions correctly reduce to known results for a pure Stoner ferromagnet when \( Y \to 1 \). On the other hand, for any fixed value of \( X \), when \( Y \to \infty(0) \) we precisely reproduce the half-metal limit \( M \to 1(-1) \). For any \( 0 \leq X < 1 \), the mass mismatch enhances the net polarization when the up electrons band has a
smaller bandwidth than the down electrons one (corresponding to \( Y > 1 \) and up electrons “heavier” than down electrons, i.e. \( \frac{m_\uparrow}{m_\downarrow} > 1 \)) and hinders it the other way around (\( Y < 1 \)). The situation is illustrated in Fig. 1.5 where a density plot of the magnetization at \( T = 0 \) in the \((\frac{m_\uparrow}{m_\downarrow}, \frac{U}{E_F})\) parameter space is shown.
for one-, two- and three-dimensional ferromagnets, together with three isomagnetization curves plotted to clarify the magnetization trend. Each colored point on plots corresponds to a different realization of the ferromagnetic order in the sense that the relative weights of the exchange splitting and the mass mismatch are determined by the coordinates of that point, while the value of $M$ is fixed along any isomagnetization curves, e.g. the solid, dashed and dotted lines of Fig. 1.5. Regions corresponding to $M < 0$ (indicated in black in Fig. 1.5) are excluded since they are mirror images of those with positive $M$. It is clear that in order to obtain a fixed magnetization the values of exchange and/or mass mismatch needed are larger for lower dimensionalities. Indeed we see that though the qualitative behavior is independent on the dimensionality, for the chosen band dispersion in $F$, one always finds $M_{3D} > M_{2D} > M_{1D}$ when evaluated for the same $m_\uparrow/m_\downarrow$ and $U/E_F$ values. These are simply consequences of the fact that the number of levels in the $k-$space at a certain energy grows with dimensionality.

1.3. Modelling interfaces

The quality of interfaces has a dramatic influence on physics of heterostructures. Complicated details of interfaces which depend on materials constituting the samples and synthesis technique are usually not included in standard theoretical models simply because they would render the problem intractable. A possible model of interface is to consider it as a positive potential energy term in the Hamiltonian different from zero only around the interface plane working as a barrier on particles, i.e. a scattering potential. The simplest case of a constant potential which is non zero only in the interface plane representing an infinitely thin insulator is usually employed. Within this assumption a ferromagnetic insulator (FI) can easily be included in the model by using different potential values for up and down particles along a certain quantization axis. Spin flip scattering at the interface can also be included introducing a matrix of potentials in spin space with non zero “off-diagonal” terms describing scattering accompanied by a flipping of the spin. Interface roughness can be simulated by random sampling of both the location and the height of the scattering potential in given ranges. In lattice tight binding models interfaces can be modelled including in the boundary planes hopping terms in the Hamiltonian which have different values from the one taken in the surroundings, e.g. in the bulk. Even in this case one can “spread” the interface on more planes with position dependent hopping values, and describe a ferromagnetic insulator by assigning different hopping values for up and down particles. In what follows we will make use of this simplified models assuming thin interfaces and neglecting any roughness. This are usual assumptions in the literature and are considered to be able to reproduce the features of heterostructures whenever the quality of interfaces is good.

1.4. Bogoliubov–de Gennes equations

Bogoliubov-de Gennes equations (BdG) describe quasiparticle excitations in clean, i.e. without impurities, superconductors [120]. They can also describe non superconducting materials, e.g. a normal metal (N) or a ferromagnet (F), so they can be used to model any component of heterostructures we are interested in. We derive them here for a 2D $F/I/S$ junction (the interface lies in the $y$ direction
at \( x = 0 \) where \( F \) is a general ferromagnet possessing both exchange and spin bandwidth asymmetry, \( I \) is a infinitely thin insulating barrier, and \( S \) a generic superconductor.

The real-space Hamiltonian written in terms of canonical field operators \( \psi(r, t), \psi^\dagger(r, t) \) in the Heisenberg picture reads

\[
H = \sum_{\alpha, \beta} \int \text{d}r \psi^\dagger_\alpha(r, t)H^0_{\alpha, \beta}(r, p)\psi_\beta(r, t) + \frac{1}{2} \sum_{\alpha, \beta} \int \text{d}r \int \text{d}r'V_{\alpha, \beta}(|r-r'|)\psi^\dagger_\alpha(r, t)\psi^\dagger_\beta(r', t)\psi_\beta(r', t)\psi_\alpha(r, t), \tag{1.20}
\]

where \( \alpha, \beta \) are spin index, \( H^0_{\alpha, \beta}(r, p) \) is the single particle Hamiltonian \( (p = -i\hbar \nabla_r) \) and \( V_{\alpha, \beta}(|r-r'|) \) is the attractive interaction responsible for superconductivity (here all spin paring channel are assumed to be open). In order to describe a F/I/S junction superconducting pairing and single particle Hamiltonian in Eq. (1.20) have to be considered “piecewise”. The superconducting term pairs electron only on the right side of the junction

\[
V_{\alpha, \beta}(|r-r'|) = \Theta(x)\tilde{V}_{\alpha, \beta}(|r-r'|), \tag{1.21}
\]

being \( \Theta \) the Heaviside step function. Choosing the magnetization in \( F \) along the spin quantization axis, the single-particle Hamiltonian is

\[
H^0_{\alpha, \beta}(r, p) = \delta_{\alpha, \beta} \left[ H^F_\alpha \Theta(-x) + H^I \delta(x) + H^S \Theta(x) \right], \tag{1.22}
\]

where \( \delta \) is the Dirac delta function and

\[
H^F_\alpha = -\hbar^2 \frac{\nabla^2}{2m_\alpha} - \rho_\alpha U - E^F_F
\]

\[
H^I = V
\]

\[
H^S = -\hbar^2 \frac{\nabla^2}{2m} - E^S_F, \tag{1.23}
\]

where \( V \) is the scattering potential at interface and in \( F \) both exchange term and mass mismatch have been included.

Mean field approximation is employed

\[
\langle \psi^\dagger_\alpha(r, t)\psi^\dagger_\beta(r', t) \rangle = \langle \psi^\dagger_\alpha(r, t)\psi^\dagger_\beta(r', t) \rangle + \delta\langle \psi^\dagger_\alpha \psi_\beta \rangle. \tag{1.24}
\]

where the last term describes the fluctuations around the average field. Neglecting time (energy) dependence, i.e. in the weak coupling limit, the superconducting order parameter is defined as

\[
\Delta_{\alpha, \beta}(r, t') = V_{\alpha, \beta}(|r-r'|)\langle \psi_\beta(r', t)\psi_\alpha(r, t) \rangle. \tag{1.25}
\]

The Hamiltonian within these approximation becomes

\[
H = \sum_{\alpha, \beta} \int \text{d}r \psi^\dagger_\alpha(r, t)H^0_{\alpha, \beta}(r, p)\psi_\beta(r, t) + \frac{1}{2} \sum_{\alpha, \beta} \int \text{d}r \int \text{d}r'[\Delta^\alpha_{\alpha, \beta}(r, r')\psi_\beta(r', t)\psi_\alpha(r, t)
+ \Delta_{\alpha, \beta}(r, r')\psi^\dagger_\alpha(r, t)\psi^\dagger_\beta(r', t)]. \tag{1.26}
\]

\[\text{This assumption makes the calculation less general when} \ S \ \text{is a triplet superconductor but in what follows we will apply BdG only to singlet superconductors.}\]
where \((\delta \psi)^2\) term has been neglected and a constant term dropped. The equation of motion for field operators \(\psi(r, t) = e^{i \frac{Ht}{\hbar}} \psi(r) e^{-i \frac{Ht}{\hbar}}\) are
\[
\frac{i\hbar}{\partial t} \psi_\alpha(r, t) = [\psi_\alpha(r, t), H] = \sum_\beta \int \mathrm{d}r' \delta(r - r') H_{\alpha \beta}^0(r', p) \psi_\beta(r', t)
\]
\[
+ \sum_\beta \int \mathrm{d}r' \Delta_{\alpha \beta}(r, r') \psi_\beta^\dagger(r', t),
\]
\[
\frac{i\hbar}{\partial t} \psi_\alpha^\dagger(r, t) = [\psi_\alpha^\dagger(r, t), H] = \sum_\beta \int \mathrm{d}r' \delta(r - r') [-H^0(r', -p)]^T_{\alpha \beta} \psi_\beta^\dagger(r', t)
\]
\[
+ \sum_\beta \int \mathrm{d}r' \Delta_{\alpha \beta}^\dagger(r, r') \psi_\beta(r', t).
\]
(1.27)

The equations can be written in a matrix form introducing a vector of field operators as follows
\[
\frac{i\hbar}{\partial t} \Psi(r, t) = \int \mathrm{d}r' \mathcal{H}(r, r') \Psi(r', t),
\]
\[
\Psi(r, t) = [\psi_1(r, t), \psi_2(r, t), \psi_3^\dagger(r, t), \psi_4^\dagger(r, t)]^T,
\]
\[
\mathcal{H}(r, r') = \begin{pmatrix}
\hat{H}^0(r', p) & \Delta(r, r') \\
-\Delta^\ast(r', r) & [-\hat{H}^0(r', -p)]^T \delta_{rr'}
\end{pmatrix},
\]
with gap matrix
\[
\Delta(r, r') = \begin{pmatrix}
\Delta_{11}(r, r') & \Delta_{11}(r, r') \\
\Delta_{11}(r, r') & \Delta_{11}(r, r')
\end{pmatrix}.
\]
(1.29)

Stationary solutions \(\Psi(r, t) = \Psi(r) e^{-i \frac{Et}{\hbar}}\) with \(E\) as the wavefunction energy are solution of
\[
E \Psi(r) = \int \mathrm{d}r' \mathcal{H}(r, r') \Psi(r').
\]
(1.30)

Assuming plane-wave-like solutions and dividing out the fast oscillations on Fermi wavelength scale the usual form of BdG is obtained
\[
\begin{pmatrix}
\hat{H}^0(r, p) & \Delta(k, r) \\
\Delta^\dagger(k, r) & [-\hat{H}^0(r, -p)]^T
\end{pmatrix} \Psi(r) = E \Psi(r),
\]
(1.31)

where the quasiparticle momentum \(k\) is the Fourier conjugate of the relative coordinate \(s = (r - r')/2\). Its modulus is fixed on the Fermi surface, and only its direction enters in Eq. (1.31) \(k \rightarrow k_F k\).

In order to solve BdG for a heterostructure boundary conditions at any interface have to be employed. Precise form of these equations are different depending on the particular junction. They will be listed in the following for every setup analyzed. The general recipe is that eigenfunctions have to be continuous at any interface. The matching of derivatives depends on scattering potential at interfaces and the right equation have to be obtained demanding consistency when BdG are integrated in a finite interval around interface which is successively taken to zero. This procedure gives continuity of derivatives unless the scattering potential
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is infinite and/or different effective masses are assumed in different layers as in our case.

1.5. Eilenberger and Usadel equations

Eilenberger [121] and Usadel [122] equations provide quasiclassical Green’s functions in clean and dirty superconductors, respectively. As BdG they can describe also a normal metal (N) or a ferromagnet (F) so they are applicable to systems here considered. Being their derivation quite long, we simply report them here after a brief introduction in which the formalism of quasiclassical theory of superconductivity is introduced. We will use units such that  \( \hbar = c = 1 \) and use \( ... \) for \( 2 \times 2 \) matrices in spin space and \( ... \) for \( 4 \times 4 \) matrices in spin \( \otimes \) Nambu (electron-hole) space. Using the simplified notation \((r_1, t_1) = 1, (r_2, t_2) = 2\), the retarded, advanced, and Keldysh Green’s functions are defined as

\[
G^R_{\sigma,\sigma'}(1,2) = -i\Theta(t_1 - t_2) \left\{ \psi_{\sigma'}(1), \psi_{\sigma}^\dagger(2) \right\},
\]

\[
G^A_{\sigma,\sigma'}(1,2) = i\Theta(t_2 - t_1) \left\{ \psi_{\sigma'}(1), \psi_{\sigma}^\dagger(2) \right\},
\]

\[
G^K_{\sigma,\sigma'}(1,2) = -i \left[ \psi_{\sigma'}(1), \psi_{\sigma}^\dagger(2) \right].
\]

Superconducting correlations are coded in “anomalous” Green’s functions

\[
F^R_{\sigma,\sigma'}(1,2) = -i\Theta(t_1 - t_2) \langle \{\psi_{\sigma'}(1), \psi_{\sigma}(2)\} \rangle,
\]

\[
F^A_{\sigma,\sigma'}(1,2) = i\Theta(t_2 - t_1) \langle \{\psi_{\sigma'}(1), \psi_{\sigma}(2)\} \rangle,
\]

\[
F^K_{\sigma,\sigma'}(1,2) = -i \langle [\psi_{\sigma'}(1), \psi_{\sigma}(2)] \rangle.
\]

Both kind of functions are collected in the following matrices

\[
\hat{G}^R(1,2) = \begin{pmatrix} G^R(1,2) & F^R(1,2) \\ (F^R)^*(1,2) & (G^R)^*(1,2) \end{pmatrix},
\]

\[
\hat{G}^A(1,2) = \begin{pmatrix} G^A(1,2) & F^A(1,2) \\ (F^A)^*(1,2) & (G^A)^*(1,2) \end{pmatrix},
\]

\[
\hat{G}^K(1,2) = \begin{pmatrix} G^K(1,2) & F^K(1,2) \\ -(F^K)^*(1,2) & -(G^K)^*(1,2) \end{pmatrix}.
\]

Retarded and advanced Green’s function matrices are not independent. Indeed

\[
\hat{G}^A(1,2) = \hat{\rho}_3 \hat{G}^R(2,1) \hat{\rho}_3^\dagger,
\]

where

\[
\hat{\rho}_3 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}.
\]

By passing to center of mass and relative coordinates (both in space and time) quasiclassical Green’s functions can be introduced. By considering an equilibrium system, e.g. with no explicit time dependence in the Hamiltonian in the Schrödinger picture, they are defined as
\[ \hat{g}(\mathbf{r}, p_F, \varepsilon) = \frac{i}{\pi} \int_{-\infty}^{\infty} d\xi \hat{G}(\mathbf{r}, p, \varepsilon), \] (1.34)

where \( \xi_p = p^2/2m \), and \( \hat{G}(\mathbf{r}, p, \varepsilon) \) is the partial Fourier transform of \( \hat{G}(1,2) \) after coordinates change, i.e. \( p \) and \( \varepsilon \) are conjugate variables of \( r_1 - r_2 \) and \( t_1 - t_2 \), respectively, and \( \mathbf{r} \) is the center of mass position. This definition applies to both retarded, advanced, and Keldysh Green’s functions. Their quasiclassical version has the following structure

\[ \hat{g}^R = \left( \frac{\hat{g}^R \hat{f}^R}{-\hat{\rho}^R}, \frac{-\hat{g}^R}{\hat{\rho}^R} \right), \]

\[ \hat{g}^A = \left( \frac{\hat{g}^A \hat{f}^A}{-\hat{\rho}^A}, \frac{-\hat{g}^A}{\hat{\rho}^A} \right), \]

\[ \hat{g}^K = \left( \frac{\hat{g}^K \hat{f}^K}{\hat{\rho}^K}, \frac{-\hat{\rho}^K}{\hat{g}^K} \right), \] (1.35)

where

\[ \tilde{g}(\mathbf{r}, p_F, \varepsilon) = [\hat{g}(\mathbf{r}, -p_F, -\varepsilon)]^*, \]

\[ \tilde{f}(\mathbf{r}, p_F, \varepsilon) = [\hat{f}(\mathbf{r}, -p_F, -\varepsilon)]^*. \] (1.36)

The three types of functions are not independent as

\[ \hat{g}^A = -\hat{\rho} \hat{g}^R \hat{\rho}^\dagger, \] (1.37)

\[ \hat{g}^K = (\hat{g}^R - \hat{g}^A) \tanh \left( \frac{\beta\varepsilon}{2} \right). \] (1.38)

From now on we choose to use only retarded Green’s function and it will be simply denoted by \( \hat{g} \). In clean systems it can be calculated by solving Eilenberger equation

\[ iv_F \cdot \nabla \hat{g} + [\varepsilon \hat{\rho} - \hat{\Sigma}, \hat{g}] = \hat{0}, \] (1.39)

where \( \hat{\Sigma} \) includes all potential energies, e.g. exchange field and superconducting pairing.

If impurities exist, and self energy associated with elastic scattering is much larger than any other, i.e. the dirty limit, the Green’s function is mainly isotropic depending weakly on direction of Fermi momentum. In this case from Eilenberger equation the simpler Usadel equation can be obtained which describe the angular average on Fermi surface of Green’s functions \( \langle \hat{g} \rangle \). It reads

\[ D \nabla \langle \langle \hat{g} \rangle \rangle \nabla \langle \hat{g} \rangle \rangle + i[\varepsilon \hat{\rho} - \hat{\Sigma}, \langle \hat{g} \rangle] = 0, \] (1.40)

where \( D = v_F^2 / 3 \) is the diffusion constant and

\[ \frac{1}{\tau} = \frac{1}{2} n N_0 \int d\mathbf{e} v_F |v(p_F - \mathbf{q})|^2, \] (1.41)

where \( n \) is the impurity concentration, \( N_0 \) the density of states at the Fermi level, and \( v \) the Fourier transform of impurity potential in real space.
In order to solve Eilenberger or Usadel equations for heterostructures boundary conditions for quasiclassical Green’s functions are necessary. They were derived by Zaitsev for conventional S/N bilayers \([185]\) while Kuprianov and Lukichev \([186]\) specialized them for the case of tunneling interfaces. They were generalized to the case of unconventional superconductors by Tanaka \([125]\). In diffusive media they are found to depend on resistance of electrodes and not only on properties of the interface. Their derivation is extremely long and complicated \([125]\) and we will simply discuss their particular structure when applied to an heterostructure build up by a diffusive ferromagnet and a triplet superconductor in Part \([IV]\).
Part II

Transport in F/S
This part of the dissertation is devoted to the analysis of transport in ferromagnet/superconductor ballistic junction. For the ferromagnetic side we assume that ferromagnetism may be driven by an unequal mass renormalization of oppositely polarized carriers, i.e. a spin bandwidth asymmetry, and/or by a rigid splitting of up-and down-spin electron bands, as in a standard Stoner ferromagnet, whereas the superconducting side is assumed to exhibit a s-wave and d-wave symmetry of the order parameter. The latter case is also considered accompanied by a minority component breaking time-reversal symmetry. The study is performed within the Blonder-Tinkham-Klapwijk approach and by solving the corresponding Bogoliubov-de Gennes equations. Chapter 2 focuses on charge transport, Chapter 3 on spin filtering effects, and Chapter 4 on spin transport. Results are summarized and discussed in the last section of this part at p. 55.
This Chapter is devoted to analysis of charge transport in ballistic 2D F/S junctions. In particular we focus on differences deriving from a different magnetic mechanism in F. We will consider both a Stoner ferromagnet (STF) and spin bandwidth asymmetry ferromagnet (SBAF) with mass mismatch of oppositely polarized carriers (see Sec. 1.2). We will consider different symmetries in S, namely conventional s-wave, $d_{x^2−y^2}$-wave with line nodes perpendicular to the interface, and broken time-reversal states (BTRSs) with s- or $d_{xy}$-wave minority component, e.g. $d_{x^2−y^2} + is$-wave and $d_{x^2−y^2} + id_{xy}$-wave (see Sec. 1.1).

The system under study is built up of two semi-infinite layers connected by an infinitely thin nonmagnetic insulator barrier (I) resulting in an interfacial scattering potential of the form $V(r) = H\delta(x)$. We choose an interface lying along the $y$ direction at $x = 0$ (see Fig. 2.1) so that the region $x < 0$ (from now on the F side) is occupied by an itinerant ferromagnet (a Stoner or a spin bandwidth asymmetry ferromagnet, or a combination of the two), while the region $x > 0$ (from now on the S side) is occupied by a singlet superconductor (so there is no need to specify the spin quantization axis). Both conventional and unconventional symmetries will be considered in the S side.

We describe the excitations propagating through the junction by means of the single-particle Hamiltonian

$$H_0^\sigma = \left[−\hbar^2\nabla^2/2m_\sigma − ρ_\sigma U − E_F\right] \Theta(−x) + \left[−\hbar^2\nabla^2/2m − E_F\right] \Theta(x) + V(r),$$

where $\sigma = \uparrow, \downarrow$, $m_\sigma$ is the effective mass for $\sigma$-polarized electrons in the F side, $\rho_\uparrow(\downarrow) = +1(−1)$, $U$ is the exchange interaction, $E_F$ is the Fermi energy of the ferromagnet, $\Theta(x)$ is the unit step function, $m'$ is quasiparticles effective mass in the superconductor. When there are no spin flip scattering processes at the interface and/or a singlet superconductor is considered, it is enough to solve $2 \times 2$ BdG equations

$$\begin{pmatrix} H_0^\sigma & \Delta \\ \Delta^* & −H_0^\sigma \end{pmatrix} \begin{pmatrix} u_\sigma \\ v_\sigma \end{pmatrix} = ε \begin{pmatrix} u_\sigma \\ v_\sigma \end{pmatrix}, \quad \sigma = \uparrow, \downarrow,$$

where $\sigma = −\sigma$ and $(u_\sigma, v_\sigma) ≡ \Psi_\sigma$ is the energy eigenstate in the electron-hole space associated with the eigenvalue $ε$ (excitation energies are measured from the Fermi level). Eqs. 2.2 admit an analytical solution in the approximation of a rigid superconducting pair potential, i.e. $\Delta(r) = \Delta(θ')\Theta(x)$, where $θ'$ is the angular variable for the S side (see Fig. 2.1). The Hamiltonian invariance under y-directed translations permits to factorize the part of the eigenstate parallel to the interface, i.e. $\Psi_\sigma(r) = e^{ik_y r} \psi_\sigma(x)$, reducing the effective dimensionality of the problem.
2.1. Scattering processes at the interface

At the interface four scattering processes are possible for an electron injected from the F side with spin $\sigma$ and momentum $\mathbf{k}_F^\sigma$ ($k_F^\sigma = [(2m_\sigma/\hbar^2) (E_F + \rho_\sigma U + \varepsilon)]^{1/2}$). They are qualitatively depicted in Fig. 2.1: a) Andreev reflection (AR) resulting in a hole with momentum $\mathbf{k}_H^- (k_H^- = [(2m_{\bar{\sigma}}/\hbar^2) (E_F + \rho_\bar{\sigma} U - \varepsilon)]^{1/2})$ belonging to the opposite spin band and a Cooper pair transmitted in the superconductor; b) normal reflection; c) transmission as electron-like quasiparticle (ELQ) with momentum $\mathbf{k}_{\sigma'} (k_{\sigma'} = [(2m'_{\sigma}/\hbar^2) (E_F + \sqrt{\varepsilon^2 - |\Delta_{\sigma'}|^2})]^{1/2})$; d) transmission as hole-like quasiparticle (HLQ) with momentum $\mathbf{k}_{\bar{\sigma}'} (k_{\bar{\sigma}'} = [(2m'_{\bar{\sigma}}/\hbar^2) (E_F - \sqrt{\varepsilon^2 - |\Delta_{\bar{\sigma}'}|^2})]^{1/2})$, where $\Delta_{\sigma'} = |\Delta_{\sigma'}| e^{i\phi_{\sigma'}}$ is the pair potential felt by electron-like ($\sigma$) and hole-like ($\bar{\sigma}$) quasiparticles. We notice that the spin dependence of $\Delta_{\sigma'}$ comes out from the different trajectories followed by up- and down-spin quasiparticles. Which of these processes actually takes place depends on the energy, momentum and spin orientation of the incoming electrons, as well as on the interfacial barrier strength, the spin polarization in the F side and the symmetry of the superconducting order parameter in the S side. Interestingly there can be also a dependence on magnetic mechanism in F as we will show.

2.1.1. Snell’s law and critical angles

Angles associates to every scattering processes can be determined by conservation of parallel momentum. For standard low-biased F/S junctions, one has $E_F \gg (\varepsilon, |\Delta|)$, so that one can apply the Andreev approximation [20] and fix the momenta on the Fermi surfaces, e.g. $k_{\sigma'(\sigma)}^\pm = k_{\sigma'(\sigma)}^F$ and $k_{\sigma'}^{\pm} \rightarrow k_{\sigma'}^F$. We will employ this approximation in what follows. In this case it is well known that in N/S junction all outgoing angles are equals to incoming angle. In particular this is true for

**Figure 2.1.** Scheme of the planar F/I/S junction. Here, $\theta_{\sigma}, \theta_{\bar{\sigma}}$, and $\theta_{\sigma'}$ are injection, Andreev reflection, and transmission angles, respectively, for electrons and quasiparticles with spin $\sigma$. $\beta$ is the angle formed by the crystallographic $a$ axis of a $d$-wave superconductor with the $x$ axis.
AR angle (this feature is known as “retroreflection”). This property is lost in F/S in which only normal reflection angle is equal to incoming angle. Andreev reflection and transmission angles can be determined by

$$k_F^F \sin \theta = k_F^B \sin \theta = k_F^F \sin \theta'$$, \hspace{1cm} (2.3)

where $\theta$ and $\theta'$ are AR and the transmission angles, respectively, for electrons with spin $\sigma$ incoming from an angle $\theta$. From this equation it is easy to verify the existence of critical angles above which these processes are no more possible, resulting in virtual AR \cite{126} and normal reflection.

### 2.2. Solution of Bogoliubov–de Gennes equations

The solutions of Eq. (2.2) can be found by a plane wake like ansatz. In F and S they read

$$\psi_F(x) = e^{ik_{F,x}x} \begin{pmatrix} 1 \\ 0 \end{pmatrix} + a_\sigma e^{ik_{F,x}x} \begin{pmatrix} 0 \\ 1 \end{pmatrix} + b_\sigma e^{-ik_{F,x}x} \begin{pmatrix} 1 \\ 0 \end{pmatrix}$$ \hspace{1cm} (2.4)

$$\psi_S(x) = c_\sigma e^{ik_{\sigma,x}x} \begin{pmatrix} u_+ \\ e^{-i\phi} v_+ \end{pmatrix} + d_\sigma e^{-ik_{\sigma,x}x} \begin{pmatrix} e^{i\phi} u_- \\ v_- \end{pmatrix}$$ \hspace{1cm} (2.5)

where

$$u_\pm = \sqrt{\frac{\varepsilon \pm \sqrt{\varepsilon^2 - |\Delta_{\sigma \pm}|^2}}{2\varepsilon}}$$

$$v_\pm = \sqrt{\frac{\varepsilon \pm \sqrt{\varepsilon^2 - |\Delta_{\sigma \pm}|^2}}{2\varepsilon}}$$ \hspace{1cm} (2.6)

The superscript F in the wave-vectors denotes that they are taken on the Fermi surfaces, and $e^{i\phi} = \Delta_{\sigma \pm}/|\Delta_{\sigma \pm}|$. The coefficients $a_\sigma$, $b_\sigma$, $c_\sigma$, and $d_\sigma$ are probability amplitudes for an electron with spin $\sigma$ to undergo AR, normal reflection, transmission as ELQ, and transmission as HLQ, respectively. They are functions of dynamical variables $\varepsilon$ and $\theta$ besides depending on all junction parameters.

### 2.2.1. Boundary conditions

The boundary conditions at the interface allow for the calculation of the probability amplitude coefficients $a_\sigma$, $b_\sigma$, $c_\sigma$, $d_\sigma$ for the four scattering processes. The solutions of BdG (Eq. (2.4)) in F and S have to be matched at the interface ($x = 0$). The general recipe is that eigenfunctions have to be continuous at any interface. The matching of derivatives depends on scattering potential at the interface and the right equation has to be obtained demanding consistency when BdG are integrated in a finite interval around $x = 0$ which is successively taken to zero. This procedure gives continuity of derivatives unless the scattering potential is infinite and/or different effective masses are assumed in different layers as in our case. The fact that different effective masses are assumed in F for up and down quasiparticles implies that it is not possible to match the derivatives of the full wavefunction doublet but their electron $\sigma$ and hole $\bar{\sigma}$ components obey separated equations. The boundary conditions read
Eq. (2.7) show that the mass asymmetry explicitly renormalizes the interface barrier strength $H$, giving rise to a dependence of this quantity on the spin of the carriers. This effect, which under suitable conditions leads to a different behavior of these carriers across the barrier, allows to infer that the presence of spin dependent electron masses in Eq. (2.7) may mimic a spin active barrier, in the sense that electrons with opposite spin feel different values of the barrier height. A junction with a mass mismatch ferromagnet can thus induce an effective spin-active interfacial effect, which for specific choices of $H$ will produce spin filtering effects as we will show in Chap. 3. This is analogous to the situation where the insulating barriers are polarized with magnetic moment parallel to the one in the F layer and thus act with different strength on particles with opposite spin. When only exchange splitting is present, i.e. $m_\sigma = m_{\bar{\sigma}} = m'$, the usual form of the boundary conditions is recovered [126]. The dimensionless parameter $Z = 2m'H\pi^2/(\hbar^2k_F)$ in what follows will conveniently characterize the strength of the interfacial scattering.

2.3. Generalized BTK model and charge differential conductance

Once probability amplitudes are calculated by solving the linear system obtained by imposing Eq. (2.7), the charge differential conductance can be estimated within an extended Blonder-Tinkham-Klapwijk approach (BTK), here formulated for a two-dimensional F/S junction. This formalism has been generalized in the last years to take into account higher dimensionalities, unconventional forms of the superconducting order parameter, different Fermi energies for the two sides of the junction, and a spin-flip interfacial scattering [127, 126, 128, 129, 130, 131, 132, 133, 134, 135, 136, 137, 138].

The charge differential conductances at $T = 0$ and energy $\varepsilon$, i.e. at bias voltage $V = \varepsilon/e$, $e$ being the electron charge, are calculated from the ratio between the charge flux across the junction and the incident flux at that bias. It can be easily obtained from the probabilities associated with the four processes listed above [126], and for each spin channel it can be written as

$$G_\sigma(\varepsilon, \theta) = P_\sigma \left( 1 + \frac{k_{F,x}^F}{k_{F,x}^S} |a_\sigma(\varepsilon, \theta)|^2 - |b_\sigma(\varepsilon, \theta)|^2 \right),$$  

(2.8)

where $\theta$ is the angle formed by the momentum of the electrons propagating from the F side with respect to the normal to the interface (see Fig. 2.1), and the partial polarization $P_\sigma = n_\sigma/(n_\uparrow + n_\downarrow)$ is the fraction of electrons occupying the $\sigma$-spin band of the metallic ferromagnet. In our case

$$P_\uparrow = 1 - P_\downarrow = \frac{(X + 1)Y}{X(Y - 1) + Y + 1},$$  

(2.9)
2.4. Probing spin bandwidth asymmetry

where \( X = U/E_F \) and \( Y = m_\uparrow/m_\downarrow \). The scalar part of the ratio of Fermi wavevectors in Eq. 2.8 can be shown to be in a one to one correspondence with spin polarization \( M \) and has the effect of suppressing the ARs for increasing magnetization. The sign in front of AR probability shows that whenever ARs take place there is an enhancement in charge conductance because the Andreev reflected holes has opposite charge and velocity sign than injected electrons thus their contributions to charge transport sums up. The junction conductance takes contributions from a range of angles determined by the experimental conditions. This range is limited from above due to the conservation of the momentum parallel component as shown in Eq. 2.3. From this equation it is easy to verify the existence of critical angles above which these processes are no more possible, resulting in virtual AR \[126\] and normal reflection. This implies that depending on spin polarization and effective masses in F, \( \sigma \) polarized electrons can be Andreev reflected or transmitted only if their trajectory is not too far from the normal injection. The angularly averaged differential conductances for given spin orientation are then defined as \[126\]

\[
\langle G_\sigma(\varepsilon) \rangle = \int_{-\theta_C^\sigma}^{\theta_C^\sigma} d\theta \cos \theta \frac{G_\sigma(\varepsilon, \theta)}{\int_{-\theta_C^\sigma}^{\theta_C^\sigma} d\theta \cos \theta}
\] (2.10)

where \( \theta_C^\sigma \) is the critical angle for the transmission of \( \sigma \)-spin electrons. In what follows we will consider the same Fermi energy in F and S and whenever mass mismatch will be considered it will be for \( m_\uparrow/m_\downarrow > 1 \) which corresponds to the usual situation where lowest band is narrower than highest band. Under these conditions critical angles exist only for majority \( \sigma = \uparrow \) electrons. The measured net averaged charge conductance is defined as

\[
\langle G(\varepsilon) \rangle = \langle G_\uparrow(\varepsilon) \rangle + \langle G_\downarrow(\varepsilon) \rangle.
\] (2.11)

This quantity has been defined dimensionless (we have omitted the \( 2e^2/h \) factor) and normalized in the range \([0, 2]\). For a particular energy the minimum is realized when ARs and transmission probabilities are both zero, e.g. in the tunneling regime \( Z \gg 1 \) and far from the energy gap when S is s-wave or far from Fermi energy when S is d-wave. The maximum is reached when only ARs take place, e.g. for \( Z = 0 \) and subgap energy when S is s-wave assuming only normal injection. In the literature the conductance of F/S expressed in Eqs. 2.8 and 2.11 sometimes is divided out with the conductance of F/N. This amounts to multiply our equations for a voltage independent factor proportional to \( 1 + Z^2 \). This would extend the range of conductance values to infinity in the tunneling regime. We do not employ this choice because otherwise some of the effects that we will show could appear less clearly. Being the factor independent of the voltage our choice is just a matter of convention.

2.4. Probing spin bandwidth asymmetry

Degree of spin polarization of F can be estimated by fitting conductance experimental data taken with Point Contact Andreev Reflection Spectroscopy \[16\] or Scanning Tunneling Microscopy \[17\] \[39\] with superconducting counter electrodes. This procedure could in general be used to discriminate existence of spin bandwidth asymmetry in F (see Sec. 1.2) and to give an estimation of this parameter when fitting of experimental data is performed using both exchange splitting and mass mismatch rather than the degree of spin polarization alone.
However a junction setup in which it is possible to focus the current in a particular direction which in turn can be manipulated, permits to directly measure both the spin polarization and mass asymmetry, if they exist. This effect could be obtained in a 2D junctions through the application of three tunable gates on the top of the structure [140]. In this way one can probe the angular dependence of conductance, and in particular of AR and transmission probabilities which are the main contributions for $|eV| \ll \Delta_0$ and $|eV| \gg \Delta_0$ being $\Delta_0$ the gap amplitude in S. In N/S junctions it is well known that conductance decreases continuously increasing angle of injection with respect to the normal to the interface. Indeed $G(e, \theta)$ depends on Z through a term $\sim Z/\cos \theta$. This can be explained simply by noticing that the length to travel in the insulating layer is minimum for normally injected quasiparticles and increases for more sloping trajectories. In F/S structures this mechanism is still present but it is overcome by a stronger effect deriving from existence of critical angles which can be calculated from the equation

$$k_F^p \sin \theta = k_F^p \sin \theta_\sigma = k_F^p \sin \theta'_\sigma, \quad (2.12)$$

by determining injection angle $\theta$ values such that AR $\theta_\sigma$ and transmission $\theta'_\sigma$ become $\pi/2$. By inspection of equation [2.12] it can be seen that such critical angles exist only for majority $\sigma = \uparrow$ electrons. As a consequence the up channel of the conductance becomes zero when $\theta$ overcomes critical angles. This effect is clearly distinguishable from the continuous decrease as a function of $Z$ in N/S previously described appearing it as an abrupt drop in conductance because as soon as critical angle is reached only the minority channel survives, i.e. $G_1(e) = 0, G_1(\theta_e) \neq 0$. What is more this effect exist even for perfectly transparent interface $Z = 0$. As seen by Eq. [2.8] the drop in the total conductance when critical angle is overcome is related to the partial polarization $P_\sigma$ and consequently to $M$. By measuring the angle at which this drop takes place in the ranges $|eV| \ll \Delta_0$ and $|eV| \gg \Delta_0$ one can determine AR and transmission critical angles, respectively. A closer look to Eq. [2.12] reveals that critical angle for AR contains the information about the spin polarization $M$. Using expression for spin polarization in 2D (Eq. [1.18]) a little algebra shows that

$$\theta_{cAR} = \arcsin \sqrt{1 - \frac{M}{1 + M}}, \quad (2.13)$$

where $\theta_{cAR}$ is the critical angles over which AR is no more possible for majority electrons, and $M$ the spin polarization in F. However existence of bandwidth asymmetry in F cannot be discriminated, or in general the weight of exchange splitting and mass mismatch in building up $M$ cannot be separated when critical angle for AR is measured.

On the other hand critical angle for transmission is sensible to the relative weights of the magnetization sources. Fig. [2.2] shows the critical angle for the transmission of up electrons in the superconductor along three iso–magnetization curves as plotted in the mid panel of Fig. [1.5]. These curves are plotted as a function of the mass mismatch ratio whereas the exchange energy $U$ is varied in such a way to keep the magnetization constant. If the value of $M$ in F lead is known, e.g. with spin resolved photoelectron spectroscopy or by measuring the critical angle for AR as explained before, than it is possible to directly estimate mass mismatch by measuring the critical angle for transmission. As an example consider that F has spin polarization $M = 0.50$ and the critical angles is $\pi/4$. Than from red curve
in Fig. 2.2 it is easy to see that there is mass mismatch and $m_\uparrow / m_\downarrow = 1.5$. In the general case one can derive the relation between critical angle for transmission and mass mismatch for arbitrary $M$ from Eq. 2.12.

### 2.5. SBAF/S vs. STF/S

In this section charge transport through two kinds of F/S junctions differing only in the magnetic mechanism in F (see Sec. 1.2) will be compared. Our model enable us to analyze a generic F including both exchange energy and mass splitting. However in the following subsections we discuss the results only for the six representative points highlighted in the mid panel of Fig. 2.3 which correspond to a pure Stoner ferromagnet (STF), i.e. $m_1 / m_\downarrow = 1$, and a pure spin bandwidth asymmetry ferromagnet (SBAF), i.e. $U/E_F = 0$, for three different values of the magnetization $M = 0.25, 0.50, 0.75$ (the corresponding values of $m_\uparrow / m_\downarrow$ and $U/E_F$ are reported in Table 2.1). We exclude the regions corresponding to $M < 0$ (indicated in black in Fig. 2.3) since they are mirror images of those with positive $M$, and assume that $m_\uparrow / m'_\uparrow = m'_\downarrow / m_\downarrow$, $m_\uparrow / m_\down\uparrow \geq 1$, and $U \geq 0$. These are just conventions that do not affect our results. F/S conductance spectra will be shown for various symmetries of the superconducting order parameter, emphasizing the differences in transport between STF/S and SBAF/S junctions. We notice that spectra change continuously as one moves along an isomagnetization curve from a point corresponding to a STF to a point corresponding to a SBAF (see Fig. 2.3) so that the case of F with both contributions can be recovered interpolating the two extreme cases.
Figure 2.3. Density plot of the ground state magnetization as a function of the mass mismatch and the normalized exchange interaction for a two-dimensional ferromagnetic electrode. Lighter color regions are associated with higher values of the magnetization $M \in [0,1]$. For clarity, only three iso-magnetization curves are plotted, corresponding to $M = 0.25$ (solid line), $M = 0.50$ (dashed line), and $M = 0.75$ (dotted line). We depict six representative points: A and B correspond to two different microscopic states with the same macroscopic magnetization $M = 0.25$, A representing a standard Stoner ferromagnet ($m^+/m^- = 1$), and B a purely spin bandwidth asymmetry ferromagnet ($U/E_F = 0$). The same holds for the (C,D) and (E,F) couples of points, referring to higher values of the magnetization ($M = 0.50$ and $M = 0.75$, respectively). The values assumed by the microscopic parameters in the above mentioned six states are summarized in Table 2.I.

<table>
<thead>
<tr>
<th></th>
<th>STF</th>
<th>SBAF</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.25</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>0.50</td>
<td>0</td>
<td>5/3</td>
</tr>
<tr>
<td>C</td>
<td>0.75</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.I. Values of the normalized exchange interaction $U/E_F$, the mass mismatch $m^+/m^-$, and the magnetization $M$ for the six illustrative points displayed in the middle panel of Fig. 2.3

2.5.1. $s$-wave superconducting electrode

We fix as a reference energy the maximum magnitude of energy gap in S $\Delta_0 > 0$. For $s$-wave superconducting electrode the pair potential can be chosen simply as $\Delta_{\sigma,\xi} = \Delta_0$. Then the charge conductance can be obtain by using this choice when evaluating coherence factors of Eq. 2.6. Before we move on to analyze the F/S case, for comparison we will briefly discuss the N/S case in 1D as calculated
in BTK [141]. As discussed previously we prefer to analyze conductance without dividing it for the bias independent conductance of the N/N junction. This would amount to simply multiply our conductance for a factor $\sim (1 + Z^2)$. The reader can also notice that our definition $Z = 2m' H \pi^2 / (\hbar^2 k_F^2)$ include a $\pi^2$ factor which is absent in BTK paper [141] so in order to compare our results with others one has to take into account that our values of $Z$ are approximately ten times the ones in BTK when the same interfacial scattering is considered.

The N/S case in 1D is shown in Fig. 2.4 where conductance as a function of $\varepsilon / \Delta_0$ is shown. Here $\varepsilon$ is the quasiparticle energy with respect to Fermi energy and is related to bias voltage, i.e. $\varepsilon = eV$. As clear form the $Z = 0$ curve in Fig. 2.4 for subgap energies only AR is possible and $G = 2$ while for larger energies single particle transmission as electron-like quasiparticle (ELQ) and hole-like quasiparticle (HLQ) are possible and they become the only processes for sufficiently large voltages, i.e. $G \to 1$ for $\varepsilon \gg \Delta_0$. The effect of a finite $Z$ is to suppress conductance everywhere (so it hinders both ARs for subgap energies and single particle transmission for energies above the gap) except at the gap edge, i.e. $G(\varepsilon = \Delta_0) = 2, \forall Z$. The last properties in no more true in 2D or 3D because angular average lowers the conductance being more sloping trajectories more sensitive to $Z$ as explained before.

We move on to analyze the total angle averaged conductance $\langle G \rangle = \langle G_\uparrow \rangle + \langle G_\downarrow \rangle$ in F/S. This is plotted in Fig. 2.5 in the limit of full transparency of the barrier (left panel) and for an intermediate value of $Z$ (right panel). Three values of magnetization $M$ and both magnetic mechanisms are considered as shown in the legend which refers to the six points highlighted in Fig. 2.3 and listed in Table 2.I. Blue curves are for $M = 0.25$ (solid lines for a Stoner ferromagnet (STF) and dashed for a spin bandwidth asymmetry ferromagnet (SBAF)) and so on. Comparing the behavior of a SBAF/S and a STF/S junction, we find qualitative deviations in the

Figure 2.4. Differential conductance spectra in 1D N/S for a junction with an $s$-wave superconducting electrode, for different dimensionless interface barrier strength $Z$. 

![Differential conductance spectra in 1D N/S for a junction with an s-wave superconducting electrode, for different dimensionless interface barrier strength Z.](image-url)
subgap charge conductance which become more and more significant as increasing values of the magnetization and high barrier transparency is considered. Indeed, in this case the averaged differential conductance is a monotonically increasing function when the F-side is a SBAF, whereas the same quantity in the STF case an opposite behavior being a decreasing function of $\epsilon/\Delta_0$. In general one sees that both the first and second derivatives of the subgap conductance spectra have opposite signs for a standard STF and for a SBAF when $Z = 0$. The net effect of bandwidth asymmetry is to move the junction towards the tunneling regime, e.g. the junction behaves as if $Z \neq 0$, as can be clearly seen by a comparison with the right panel or with Fig. 2.4. This implies that one can in principle use a F/S junction, in the metallic limit, as an efficient tool to discriminate the existence of a mass asymmetry contribution in the F-side of the junction because spectra associated with it should appear more “tunneling-like” with respect to the case of Stoner exchange. This kind of consideration is supported from looking at the $Z = 5$ case in Fig. 2.5 where it is shown that even if now the spectra associated with the two magnetic mechanism are qualitatively similar, when a bandwidth asymmetry ferromagnet is considered the conductance is always lower that the one corresponding to a Stoner ferromagnet as if the former was referring to a stronger interface scattering. This is indeed the case because when a mass mismatch is introduced the Fermi velocities in the two leads are different and this renormalizes the interface scattering $Z$ [140]. Larger $Z$ values can give rise to spin filtering effects which will be analyzed in Chap. 3.

2.5.2. $d$-wave superconducting electrode

It is well known [142,143] that in N/S junctions involving a normal metal and a $d$-wave superconductor with line nodes perpendicular to the interface, a zero-bias conductance peak (ZBCP) develops in the tunneling limit, this peak becoming narrower and narrower as increasing values of the interfacial barrier strength are
Figure 2.6. Averaged differential conductance spectra for a junction with a $d_{x^2-y^2}$-wave superconducting electrode, evaluated in the states corresponding to the six points indicated in Fig. 2.3 and listed in Table 2.1, in the metallic limit $Z = 0$ (left panel) and for intermediate barrier transparency $Z = 5$ (right panel).

considered. This ZBCP is the consequence of the presence of an Andreev bound state $|\text{ABS}\rangle$ at the Fermi energy, induced by the change in sign of the pair potential across line nodes. It implies that electron-like and hole-like quasiparticles specularly reflected at the interface always find the “right” sign of the pair potential to be Andreev reflected. In this case the ABS is at the same energy for every quasiparticle trajectory, i.e. for every angle $\theta$. When the normal metal in the junction is replaced by a ferromagnet, the ZBCP is lowered because of the presence of spin polarization which inhibits ARs and can be split into two sub-peaks developing symmetrically at finite energies, $\text{[128, 129]}$, depending on interfacial scattering strength. The splitting of the ZBCP is clearly visible in the angle-resolved charge conductance, while in the angle-averaged one it is distinguishable only in particular cases (see Chap. 3). When the interface barrier strength $Z$ is reduced, this structure becomes better defined since the two peaks get more separated, though less pronounced. We remind that, when the superconducting electrode has $d$-wave symmetry, the pair potential felt by electrons ($+$) and holes ($-$) is $\Delta_{\pm} = \Delta_0 \cos[2(\theta_{\alpha} \mp \beta)]$, where $\beta$ is the angle formed by the crystallographic $a$ axis of the superconductor with the $x$ axis (see Fig. 2.7). We here fix $\beta = \pi/4$ to analyze a $d_{x^2-y^2}$-wave superconductor with line nodes perpendicular to the interface. In Fig. 2.6 we show the averaged differential conductance spectra evaluated at the six points highlighted in Fig. 2.3 and listed in Table 2.1, in the limit of full transparency of the barrier (left panel) and for an intermediate value of $Z$ (right panel). Comparing the behavior of a SBAF/$d_{x^2-y^2}$ and a STF/$d_{x^2-y^2}$ junction, we find deviations in the charge conductance which become more and more significant as increasing values of the magnetization and of the barrier strength are considered. It is found that

$^3$Other causes for peak splitting that do not involve magnetism are line nodes not perpendicular to the interface or presence of secondary component in superconducting order parameter breaking time reversal symmetry.
with the increase of the magnetization the ZBCP is lowered rapidly and eventually smeared out in the STF case, whereas in the SBAF case the ZBCP is more robust against the polarization of the F-side and appears more narrow. The drop of the zero bias conductance may be understood considering that the ARs probability amplitude decreases with increasing spin polarization (the AR processes for the incident majority electrons is suppressed while the AR for minority electrons still contributes to the ZBCP). This is represented in BTK-type models by a suppression in the Andreev term coefficient of conductance with increasing polarization. This picture is slightly modified when a SBAF is considered, since in this case the barrier, according to Eq. (2.7) is renormalized and can assist the conductance of the two spin channels in a different way. This effect results into a charge conductance always larger than the one obtained in the corresponding STF case with the same magnetization \( M \). Finally, we notice that with increasing \( Z \), i.e. when we move from the metallic limit towards the tunneling one, the averaged charge conductance here obtained reproduces the well-known behavior previously reported in the literature [127, 126].

### 2.5.3. Time reversal breaking superconducting electrodes

It is generally accepted that for many unconventional superconductors a sub-dominant component of the order parameter breaking time-reversal symmetry can be induced whenever translational symmetry is broken, e.g. near surfaces, interfaces and vortices [74, 75, 148]. For some materials, such as e.g. YBCO [40], there is controversy about the symmetry of the secondary component, namely if the order parameter is of the form \( \Delta_{x^2-y^2} + i\Delta_{xy} \) or \( \Delta_{x^2-y^2} + i\Delta_{xy} \). Furthermore, the splitting of the ZBCP, leading to the formation of symmetric peaks at finite bias, has been interpreted [39, 145, 146] as a signature of the admixture of an imaginary pair potential component with the dominant \( \Delta_{x^2-y^2} \)-wave one, corresponding to a time-reversal broken symmetry state [74, 147]. The peak splitting reflects the fact that the zero-energy states are shifted by a positive or negative amount due to the Doppler shift of a finite vector potential, and the good agreement between theory and experiments suggests that the existence of broken time reversal states (BTRSs) is a plausible explanation for the origin of the peak splitting of the charge conductance. Thus, motivated by the fact that charge transport in junctions with a superconducting electrode could be a valuable probe of the order parameter symmetry, we compare here transport through F/S junctions having \( \Delta_{x^2-y^2} + i\Delta_{xy} \) BTRS states in the S side and a SBAF or a STF in the F side. When the superconducting electrode has \( \Delta_{x^2-y^2} + i\Delta_{xy} \) or \( \Delta_{x^2-y^2} + i\Delta_{xy} \) symmetry, the pair potential felt by electrons (+) and holes (−) is \( \Delta_{s,\pm} = \Delta_1 \cos[\theta_{s} \pm \pi/4] + i\Delta_2 \) and \( \Delta_{d,\pm} = \Delta_1 \cos[\theta_{d} \pm \pi/4] + i\Delta_2 \), respectively. We have analyzed spectra for several values of \( \Delta_1 \) and \( \Delta_2 \) but for brevity we show here the results only for \( \Delta_1 = 0.968\Delta_0 \) and \( \Delta_2 = 0.25\Delta_0 \). We notice that for this choice of \( \Delta_1 \) and \( \Delta_2 \) the gap amplitude is \( \Delta_0 \) for \( \theta' = \pi/4 \). In Fig. (2.7) the averaged charge conductance is plotted considering the two above-mentioned BTRS superconductors for a F/S junction with a STF (left panel) and a SBAF (right panel), for two representative values of the barrier strength \( Z \) and for a magnetization \( M \) equal to 0.5 such that the panels refers to C and D points of Fig. (2.3) listed in Table (2.1). An inspection of this figure suggests that, for high \( Z \), the junction exhibits for both kinds of ferromagnet a zero-bias charge response different for the
two BTRS states, implying that STF/S or SBAF/S junctions are equally useful to discriminate between BTRS order parameters involved in the S-side. In the low-barrier limit, the spectra for the two BTRS states almost coincide for a STF, while for a SBAF they are clearly more distinguishable. Therefore, we can state that in the high transparency limit a SBAF/S junction may be seen as a more powerful tool than a STF/S one to discriminate between the two BTRSs. The origin of the different behavior of the conductance at zero bias for STF and SBAF electrodes lies in an ABS at zero energy which is present in the case of $d_{x^2-y^2} + id_{xy}$-wave symmetry (only for particular angles [149]), but not in the $d_{x^2-y^2} + is$ one. As explained in Sec. 2.5.1, this effect is clearly visible for a SBAF, because this kind of ferromagnetic electrode introduces an extra effective barrier which affects the charge transport of the hybrid structure, and pushing actually the junction toward the tunneling regime where ABSs become the dominant channel for transport.

Figure 2.7. Averaged differential conductance spectra for a junction with a $d_{x^2-y^2} + is$ (solid lines) and a $d_{x^2-y^2} + id_{xy}$ (dashed lines) superconducting electrode, evaluated at the points C (STF, left panel) and D (SBAF, right panel) indicated in Fig. 2.3 in the intermediate ($Z=5$) and high transparency ($Z=1$) regime. We recall that the magnetization is $M=0.5$ for both panels.
This Chapter is devoted to analysis of spin filtering effect in ballistic 2D F/S junctions. In particular we show that when F is a spin bandwidth asymmetry ferromagnet (SBAF) these effects exist even if the interface is non magnetic. In this Chapter we focus on conventional $s$-wave and unconventional $d$-wave superconducting order parameter symmetry in S.

3.1. Physical origin of spin active interface behavior

The physical origin of spin filtering effects in SBAF/S junctions can be seen in the boundary conditions obeyed by wavefunctions at the interface

$$\frac{m_\sigma}{m'} \frac{du^S_\sigma}{dx} \bigg|_{x=0} - \frac{du^F_\sigma}{dx} \bigg|_{x=0} = \frac{2H m_\sigma}{\hbar^2} u^S_\sigma(0)$$

(3.1a)

$$\frac{m_\sigma}{m'} \frac{dv^S_\bar{\sigma}}{dx} \bigg|_{x=0} - \frac{dv^F_{\bar{\sigma}}}{dx} \bigg|_{x=0} = \frac{2H m_\bar{\sigma}}{\hbar^2} v^S_{\bar{\sigma}}(0)$$

(3.1b)

where $H$ is the Hamiltonian parameter quantifying scattering strength at the interface. These equations are a generalization to a spin polarized scenario of boundary conditions in semiconductor/N and semiconductor/S junctions \[140\] in which effective masses, i.e. Fermi velocities, are assumed to be different in the two leads. The net effect of this mismatch is a renormalization of interfacial scattering. If the first electrode manifests spin polarization and it is a Stoner ferromagnet (STF) this effect is absent while if it is a partial of pure spin bandwidth asymmetry ferromagnet (SBAF) this effect is doubled in the sense that there are two renormalizations of interfacial scattering which are different for up and down quasiparticles. This case is analogous to a junction without mass mismatch but with a ferromagnetic insulator (FI) with spin splitted interfacial scattering potentials, i.e. $H \rightarrow \{H_1, H_\perp\}$. Consequently mass mismatch may mimic a spin active barrier, in the sense that electrons with opposite spin feel different values of the barrier height values. While in a STF spin polarization and spin sensitive interfacial scattering are separated phenomena, in SBAF they are intimately connected since considering a mass mismatch turns on both features. Indeed a junction with a mass mismatch ferromagnet can induce an effective spin active interface, which for specific choices of $H$ will produce spin filtering effects. The dimensionless parameter $Z = 2m' H \pi^2 / (\hbar^2 k_F)$ in what follows will conveniently characterize the strength of the interfacial scattering.
3. Spin filtering effects in SBAF/S

![Graph showing spin-dependent charge conductance spectra and total averaged conductance spectrum for a F/S junction.]

**Figure 3.1.** Spin-dependent charge conductance spectra and total averaged conductance spectrum (full lines) for a F/S junction. The left and the right figures refer to the cases of a Stoner-like ferromagnet ($U/F < 0.75, m^\uparrow/m^\downarrow = 1$) and of a spin bandwidth asymmetry ferromagnet ($U/F = 0, m^\uparrow/m^\downarrow = 7$), respectively. In both cases we have fixed $Z = 15$ and $M = 0.75$.

3.2. Spin filtering in junction with conventional superconductors

We start by considering the case of an isotropic $s$-wave superconductor, i.e. $\Delta_{s\pm} = \Delta_0$, coupled to a STF or a SBAF, assuming a moderately large value of the interface barrier strength $Z = 15$ and a fixed value of the magnetization $M = 0.75$. From the behavior of the averaged charge conductance, reported in Fig. 3.1 together with its two spin-resolved contributions, we see that in the SBAF case (right panel) for energies lower than the energy gap value $\Delta_0$, the component $\langle G^\downarrow \rangle$ associated with the minority down-spin carriers is larger than the component $\langle G^\uparrow \rangle$ associated with the majority up-spin ones, this order relation being reversed for $\varepsilon$ larger than $\Delta_0$, approximately. This behavior strongly contrasts with the one observed for the STF case (left panel), where $\langle G^\downarrow \rangle$ is always lower than $\langle G^\uparrow \rangle$. The fact that minority channel can contribute more than majority one to the conductance as seen for SBAF/S can be counterintuitive being the number of carriers in the majority band larger than the one in minority band. However conductance depends on Fermi velocities and not only on number of carriers this apparently anomalous behavior can readily be interpreted by noticing that in the SBAF case the barrier acquires a spin active character and thus the majority electrons, although larger in number than the minority ones, feel a stronger value of the barrier height, i.e. have a lower Fermi velocity, resulting in a correspondingly reduced charge conductance. We point out that the manifestation of this behavior depends on the actual values of $Z$ and the masses ratio $m^\uparrow/m^\downarrow$. To clarify this point, in Fig. 3.2 we report a density plot for the quantity

$$\Delta I = \frac{\langle I^\downarrow \rangle - \langle I^\uparrow \rangle}{\langle I^\uparrow \rangle}, \quad (3.2)$$

where
3.3. Spin filtering in junction with unconventional superconductor

When an unconventional $d$-wave superconductor is considered in the junction spin filtering effect can be seen yet in the total conductance and there is no necessity to isolate the up and down channels. Indeed it has been shown [127] that in the case of a $d$-wave superconducting electrode with line nodes perpendicular to the interface, a spin filtering insulating barrier can split the zero bias conductance peak (ZBCP) that characterize the total charge conductance when a non magnetic interface is considered (see Sec. 2.5.2). This splitting is symmetrical in $N/S$ and asymmetrical in $F/S$ and it is created by a downwards (upwards) shifting of ZBCP for majority (minority) carriers.

$$\langle I_\sigma \rangle = \int_{0}^{\Delta_0} (G_\sigma(\varepsilon))d\varepsilon,$$

is the current in the $\sigma$ channel evaluated at $\varepsilon = \Delta_0$. The quantity $\Delta I$ represents the relative gain of minority charge current with respect to majority one. This quantity is always negative, i.e. the standard relation $\langle I_\uparrow \rangle > \langle I_\downarrow \rangle$ holds, for STF/S while it can be positive for SBAF/S, i.e. the “anomalous” relation $\langle I_\uparrow \rangle < \langle I_\downarrow \rangle$ holds. Fig. 3.2 depicts the values of $Z$ and the masses ratio $m_\uparrow/m_\downarrow$ for which the spin filtering effect exists. The brighter the color the larger $\Delta I$. We deduce that above moderately high values of the bare barrier height $Z$, a low degree of the mass mismatch is already sufficient to give rise to a charge current contribution from minority carriers larger than the one produced by majority ones. The effect being more pronounced for large $Z$ and $m_\uparrow/m_\downarrow$ values. This effects can be effectively probed in F/S junctions being possible to measure the majority and minority channels separately [139].

3.3. Spin filtering in junction with unconventional superconductor

Figure 3.2. Density plot showing the quantity $\Delta I$, defined in Eq. 3.2, as a function of the barrier height $Z$ and the mass ratio $m_\uparrow/m_\downarrow$. Positive values of $\Delta I$ correspond to values of the minority spin integrated conductance, i.e. up to $\Delta_0$, larger than the corresponding majority ones. Negative values of $\Delta I$ indicate that minority down-spin electrons contribute to the current less than majority up-spin ones (standard case without spin filtering). Colors are associated with the values taken by the quantity $\Delta I$. 

$$\langle I_\sigma \rangle = \int_{0}^{\Delta_0} (G_\sigma(\varepsilon))d\varepsilon,$$
Figure 3.3. Averaged charge conductance curves plotted as a function of the normalized energy ($\epsilon/\Delta_0$) for two values of the barrier height $Z$, namely $Z=1$ (orange curves) and $Z=5$ (red curves). The full lines refer to a N/I/S junction, where the magnetization $M=0$, whereas the dotted ones correspond to a F/I/S junction with a strong mass mismatch effect and a very large magnetization $M=0.99$. In both cases we consider a $d_{x^2-y^2}$-symmetry superconductor.

The results obtained in the case of a $d_{x^2-y^2}$-wave superconductor, i.e. $\Delta_{x^2-y^2} = \Delta_0 \cos[2(\theta'_s \mp \beta)]$ with $\beta = \pi/4$, are presented in Fig. 3.3. The full lines correspond to the case where the F-side is normal, i.e. the magnetization in the ferromagnet is zero as a consequence of the combined counteracting effect of the two microscopic mechanisms, realized here with a suitable combination of the exchange interaction and a vanishingly small value of the mass spin asymmetry ratio. From this figure we observe a symmetric splitting with respect to zero bias of the averaged charge conductance as a consequence of the energy gain for majority spin, and the energy loss for minority ones, produced by the spin sensitive tunneling processes, with the peak splitting disappearing as the barrier height is increased. This is consistent with the results obtained in [127] for N/S with magnetic interface even if in our case insulator is non magnetic and spin filtering effects are exclusively a consequence of mass mismatch. The case of an SBAF/S junction is analyzed here assuming a value of $m_\uparrow/m_\downarrow$ large enough to make the ferromagnet behave almost like an half-metal. In this case the charge conductance profile that we observe (dotted lines in Fig. 3.3) is characterized by peaks of different heights, which moreover are not symmetrically shifted with respect to zero energy. Also in this case the splitting is reduced for larger $Z$. These results show remarkable similarities to the ones reported in Ref. [127], and thus support our conjecture that a mass mismatch ferromagnet produces effects which are qualitatively similar to the ones obtained with spin active barriers. We also stress that the large value of $m_\uparrow/m_\downarrow$ ($\sim 10^2$) required to get a clear spin active behavior in the 2D case analyzed here, gets considerably reduced in three dimensions. Actually, we have verified that for the same case of large magnetization considered in Fig. 3.3 it becomes lower by about one order of magnitude ($m_\uparrow/m_\downarrow \simeq 30$).
3.3. Spin filtering in junction with unconventional superconductor

Figure 3.4. Density plot showing the values of $Z$ and $m_\uparrow/m_\downarrow$ for which in a SBaF/I/S junction an asymmetric splitting of zero bias peak appear as a signature of spin–active interface. Colors are associated with the values taken by the discrete right relative increment $\Delta G = \langle (G(\varepsilon = 0.1\Delta_0)) - \langle G(0) \rangle \rangle / \langle G(0) \rangle$. We remark that also in the case of a $d_{x^2-y^2}$-wave superconductor, the results depend on the choice of the microscopic parameters of the model. To clarify this point in Fig. 3.4 we draw a density plot giving the values assumed by the discrete right increment of the averaged charge conductance at the origin, namely $\Delta G = \langle (G(\varepsilon = 0.1\Delta_0)) - \langle G(0) \rangle \rangle / \langle G(0) \rangle$, as a function of $Z$ and $m_\uparrow/m_\downarrow$. The quantity $\Delta G$ being positive only when ZBCP splitting takes place. We infer that in the limit of low transparency of the barrier ($Z \geq 3.5$), $\Delta G$ is always negative until the masses ratio is as large as $\sim 100$ indicating that the peak in the averaged conductance is easily located at zero bias. On the other hand, for high barrier transparency, the subtle interplay between $Z$ and $m_\uparrow/m_\downarrow$ gives rise to the peak splitting discussed above, which is here signalled by a positive value of $\Delta G$. As a final consideration, we note that the features observed when a $d_{x^2-y^2}$-wave superconductor is considered, differently from the $s$-wave case, are visible especially in the limit of high transparency because in the tunneling limit only zero-energy Andreev bound states contribute to transport and this is unaffected by magnetization and/or spin active scattering at the interface, as pointed out in Ref. [127].
Spin transport in F/S

This Chapter is devoted to analysis of spin transport in ballistic 2D F/S junctions. In particular we focus on differences deriving from a different magnetic mechanism in F. We will consider both a Stoner ferromagnet (STF) and spin bandwidth asymmetry ferromagnet (SBAF) with mass mismatch of oppositely polarized carriers (see Sec. 1.2). We will consider different symmetries in S, namely conventional s-wave, $d_{x^2-y^2}$-wave with line nodes perpendicular to the interface, and broken time-reversal states (BTRSs) with s- or $d_{xy}$-wave minority component, e.g. $d_{x^2-y^2} + is$-wave and $d_{x^2-y^2} + id_{xy}$-wave (see Sec. 1.1). System, formalism and notation is the same of Chapter.

4.1. Spin differential conductance

The spin conductance in F/S can be estimated similarly to the charge conductance when BTK approach is used. Once probability amplitudes $a_\sigma, b_\sigma, c_\sigma,$ and $d_\sigma$ for an electron with spin $\sigma$ to undergo AR, normal reflection, transmission as ELQ, and transmission as HLQ, respectively, are calculated, the spin differential conductance at $T = 0$ for spin orientation can be expressed as

$$\Sigma_\sigma(\varepsilon, \theta) = P_\sigma \left(1 - \frac{k_F^x}{k_{\sigma,x}} |a_\sigma(\varepsilon, \theta)|^2 - |b_\sigma(\varepsilon, \theta)|^2\right),$$

where $\theta$ is the angle formed by the momentum of the electrons propagating from the F side with respect to the normal to the interface (see Fig. 2.1), and the partial polarization $P_\sigma = n_\sigma/(n_\uparrow + n_\downarrow)$ is the fraction of electrons occupying the $\sigma$ spin band of the metallic ferromagnet. Differently from charge conductance (see Eq. 2.8) AR contribution has a negative sign, i.e. ARs hinder spin current. This can be understood as follows: when ARs take place Cooper pairs in S are transmitted and they are in a singlet state. The situation could appear paradoxical from the point of view of F because when there is AR spin $\sigma$ electrons propagating in one direction results in $\bar{\sigma}$ holes propagating in the opposite direction and the two contributions should sum up rather than cancel out each other. Indeed this is the case if one consider that $\bar{\sigma}$ holes have spin $\sigma$, e.g. destroying an electron in the $\bar{\sigma}$ band has the same effect of creating it in $\sigma$ band. This can be demonstrated as follows: consider a polarized state $|M\rangle$ in F

$$S_\uparrow |M\rangle = \hbar M |M\rangle.$$

From the commutation relations

$$S_\uparrow |M\rangle = \hbar M |M\rangle.$$
it follows that the states $c_{k,\sigma}^\dagger |M\rangle$ and $c_{k,\bar{\sigma}}|M\rangle$ which represents states with a spin $\sigma$ electron and a spin $\bar{\sigma}$ hole are still eigenstates of $S_z$ with the same eigenvalue

$$S_z \left( c_{k,\sigma}^\dagger |M\rangle \right) = S_z \left( c_{k,\bar{\sigma}}|M\rangle \right) = \hbar \left( M + \frac{1}{2} \right) |M\rangle.$$  \hspace{1cm} (4.5)

The total net spin conductance is defined as

$$\langle \Sigma(\varepsilon) \rangle = \langle \Sigma_\uparrow(\varepsilon) \rangle - \langle \Sigma_\downarrow(\varepsilon) \rangle$$  \hspace{1cm} (4.6)

where

$$\langle \Sigma_\sigma(\varepsilon) \rangle = \int_{-\theta_C^\sigma}^{\theta_C^\sigma} d\theta \cos \theta \Sigma_\sigma(\varepsilon, \theta) / \int_{-\theta_C^\sigma}^{\theta_C^\sigma} d\theta \cos \theta,$$  \hspace{1cm} (4.7)

and $\theta_C^\sigma$ is the critical angle for the transmission of $\sigma$-spin electrons.

The spin conductance here defined is dimensionless and normalized in the range $[0,1]$. The maximum values is reached for a fully polarized $F$, i.e. an half metal, no interfacial scattering, i.e. $Z = 0$, and energies much larger than the superconducting gap $\varepsilon \gg \Delta_0$. For a generic $F$ with spin polarization $M$ the range of possible values for spin conductance is $[0, M]$ as can be seen by Eq. (4.6). The spin current in our setup is a quasiparticles current and not a spin supercurrent because in a singlet superconductor only single particle states can be spin polarized having Cooper pairs zero spin. This is different from charge transport where conversion from quasiparticles current to supercurrent can take place at the interface and the charge conductance of $F/S$ is enhanced by $S$ presence with respect to a $F/N$ junction. Spin conductance in $F/S$ instead is hindered by $S$ with respect to a $F/N$. Indeed maximum value of spin conductance in $F/S$ is reached in the limit $\varepsilon \gg \Delta_0$ where $S$ behaves mostly like $N$. Spin supercurrent can be present in junctions with triplet superconductors and/or spin flip scattering at the interface, the two favoring the propagation of triplet Cooper pairs in $S$. Nonetheless the analysis of spin conductance in $F/S$ with singlet superconductor is important both as an analysis of possible unconventional symmetries in $S$ and for device applications as spin current switches which can turn on and off a spin current through the junction without modifying charge conductance.

### 4.2. SBAF/S vs. STF/S

We have analyzed the averaged spin conductance defined in Eq. (4.6) for different symmetries in $S$, namely $s$-wave, $d_{x^2-y^2}$-wave with line nodes perpendicular to the interface, and broken time-reversal states (BTRSs) with $s$- or $d_{xy}$-wave minority component, e. g. $d_{x^2-y^2} + i s$-wave and $d_{x^2-y^2} + i d_{xy}$-wave (see Sec. 1.1). The amplitudes of majority and minority components are fixed as explained in Sec. 2.5.3. Although several choices of the magnetization $M$ in the $F$ electrode and of the barrier strength $Z$ have been considered, in Fig. 4 we limit ourselves to the presentation of the spin conductance curves in the case $M = 0.75$ and $Z = 5$. From
previous discussion it can be easily understood that larger $Z (M)$ values lower (enhance) spin conductance. In this figure solid and dashed lines refer to the case of a junction with a Stoner ferromagnet (STF) and with a spin bandwidth asymmetry ferromagnet (SBAF), respectively, the different colors being associated with different superconducting order parameter symmetries. The averaged differential spin conductance for a junction with an $s$-wave superconductor (orange curves) shows that $\langle \Sigma(\varepsilon) \rangle$ is always zero below the energy gap; indeed in such a situation the electrons cannot enter the S side as quasiparticles because there are no quasiparticles states in the gap. Nevertheless, by Andreev reflection, they can cross the interface and decay into the singlet Cooper pair condensate, thus preventing a spin current flow. For $d_{x^2-y^2}$-wave pairing (red curves), the spin conductance is non-vanishing at every finite bias and its profile exhibits, at low biases, the well-known V-shaped behavior typically produced by the gapless excitations associated with nodes of the order parameter. On the other hand, for the two BTRSs considered here (purple and brown curves) the spin conductance starts being non-zero at a finite bias, corresponding to the energy of the time reversal breaking minority component of the superconducting pair potential. This feature can be exploited to determine if a $d$-wave superconductor has minority component breaking time reversal symmetry. We see that BTRSs behave as $s$-wave and pure $d$-wave for voltages smaller and larger than minority component, respectively. The spin conductance of two BTRS states is very similar even if only one of them has zero energy Andreev bound state (ABS). Even in the $d$-wave case there is no trace of the zero energy peak seen in charge conductance deriving from ABS. Indeed ABS has no effect on spin conductance being it related to Andreev reflections which are detrimental for spin transport in singlet superconductors. For the three kinds of unconventional pairing symmetries considered here, the spin conductance is always larger for a junction with a STF than for a junction with a SBAF. Above $\Delta_0$ this difference in magnitude gets appreciably larger, and for a given kind of ferromagnet $\langle \Sigma(\varepsilon) \rangle$ becomes practically

Figure 4.1. Averaged differential spin conductance spectra evaluated at $M = 0.75$ and $Z = 5$ for different type of F electrodes. Solid lines are for STF and dashed lines for SBAF. Conventional and unconventional superconducting electrodes are considered.
Figure 4.2. Relative gain in spin conductance of a SBAF with respect to a STF, $\Delta \Sigma = (\langle \Sigma(SBAF) \rangle - \langle \Sigma(STF) \rangle) / \langle \Sigma(STF) \rangle$, as a function of the barrier height $Z$, at a bias value immediately above the energy gap $\Delta_0$, i.e. $\varepsilon / \Delta_0 = 1.01$. We see that for a barrier height $Z$ lower than approximately 15 the gain is positive, i.e. spin current in SBAF/S is larger than the one in F/S, only for an $s$-wave superconductor and it can be as high as 100%. We have checked that this peculiar effect is related to the presence of the superconducting electrode. Indeed, analyzing the spin conductance in STF/N and SBAF/N junctions, i.e. junctions where the superconductor is replaced by a normal metal, we have found that in the STF case the spin current is always greater than in the SBAF one. Looking separately at Andreev and normal reflection probabilities, we have verified that this extra spin current can be ascribed to the fact that majority electrons coming from a SBAF have a lower probability of being normally reflected at the gap edge, while electrons coming from a STF have a finite residual probability to undergo the same process. Being this probabilities a continuous function of energy, the probability of transmission immediately above the gap for electrons coming form a SBAF is larger.
4.3. Spin current switch

For spintronics applications, the ability to perform operations acting on spin currents but not on charge currents is in general highly desirable. The results presented above allow to individuate a particular situation where this is possible using F/S junctions. For an s-wave superconductor in the case of a finite barrier strength, it has been recognized that the charge conductance is peaked around the gap edge \[96, 131, 126]. On the other hand, we have previously shown that the spin current is zero below the energy gap \(\Delta_0\) and rises abruptly just above it. The charge and spin conductance for the same parameters are compared in Fig. 4.3. Being the charge conductance peaked around gap edge, it is possible to find two bias values \(\epsilon_{\text{off}} < \Delta_0\) and \(\epsilon_{\text{on}} > \Delta_0\) such that charge conductance is the same when the junction bias is switched between the two values. This bias values are in principle different for SBAF and STF but they will always be very close to the gap edge from the left (\(\epsilon_{\text{off}}\)) and the right (\(\epsilon_{\text{on}}\)). Right panel of Fig. 4.3 shows that spin conductance instead is zero below the gap and finite above the gap so by switching between \(\epsilon_{\text{off}}\) and \(\epsilon_{\text{on}}\) one activate a spin current while the charge conductance remains unaffected. Since the upper bias \(\epsilon_{\text{on}}\) corresponding to the “on” state of the switch falls only slightly above \(\Delta_0\), we expect that the spin current through the device will be much larger if it is generated by a SBAF rather than by a STF, given the appreciable difference between the two cases visible in Fig. 4.2.
Part II results summary and discussion

In this Part of the dissertation we have investigated the charge and spin transport in F/S junctions for different types of itinerant ferromagnets and superconductors. Such kind of system may be easily realized using well consolidated fabrication procedures and standard measurements can be performed on it. We have considered both a Stoner ferromagnet (STF) and a spin bandwidth asymmetry ferromagnet (SBAF) as F lead and conventional s-wave, \( d_{x^2-y^2} \)-wave with line nodes perpendicular to the interface, and broken time-reversal states (BTRSs) with s- or \( d_{xy} \)-wave minority component, e.g. \( d_{x^2-y^2} + is \)-wave and \( d_{x^2-y^2} + id_{xy} \)-wave, order parameter symmetries in S. The analysis has been performed developing an extension of the standard BTK approach to the case of a ferromagnetic electrode exhibiting either a standard Stoner exchange mechanism or a mass mismatch-driven ferromagnetism and solving the corresponding BdG equations. A special emphasis has been devoted to the different roles played by the exchange splitting and spin dependent mass asymmetry in F. Our analysis has revealed several differences between the two cases. Our results suggest that the junction with conventional S can be considered an efficient device to probe mechanism behind the itinerant ferromagnetism. Moreover we have explained how a direct measurement of spin polarization in F and of its mass mismatch contribution is possible without a fitting procedure by measuring with focused currents critical angles for Andreev reflection (AR) and transmission. When \( d_{x^2-y^2} \)-wave S is considered, we have found that the zero bias conductance peak (ZBCP) in charge conductance is narrower and higher when the F lead is SBAF rather than STF. This finding being potentially useful for the experimental detection of a mass mismatch contribution to the magnetization. Since AR is phase sensitive, the onset and amplitude of Andreev bound states (ABSs), manifesting themselves in the ZBCP, is a signature of the symmetry of the order parameter. For this reason, we have also investigated the transport properties of a junction with a superconductor exhibiting a broken time-reversal symmetry of \( d_{x^2-y^2} + is \) or \( d_{x^2-y^2} + id_{xy} \) type motivated by the fact that such realizations can characterize several high-T\(_c\) cuprates. In the high transparency limit, we have found a different behavior around zero bias of SBAF/\( d_{x^2-y^2} + id_{xy} \) and STF/\( d_{x^2-y^2} + id_{xy} \) junctions, such that the use of a SBAF allows to discriminate more efficiently between BTRSs with \( d_{x^2-y^2} + is \) or \( d_{x^2-y^2} + id_{xy} \) pairing symmetry than STF does. Indeed, as previously discussed a SBAF ferromagnetic electrode with mass mismatch introduces an extra effective barrier which affects the charge transport of the hybrid structure, driving the junction toward a tunneling regime where ABS (existing in \( d_{x^2-y^2} + id_{xy} \) and not in \( d_{x^2-y^2} + is \) case) is the dominant channel for transport. We have shown that this spin dependent masses renormalization in F, can give rise to spin filtering effects in F/S which are not manifested when a standard Stoner ferromagnet is
considered allowing to conclude that the presence of bandwidth asymmetry in F may mimic the behavior of a spin active barrier. This is achieved as a consequence of the fact that the mass asymmetry between up and down spin electrons entering explicitly the boundary condition equations, make electrons with opposite spin feel different values of the barrier height, eventually resulting in a spin filtering effect. When the S side is an isotropic s-wave superconductor, we have shown that for biases lower than the gap amplitude $\Delta_0$, SBAF/S conductance associated with the minority spin carriers can be larger than for the majority spin ones, this ordering being reversed when biases larger than $\Delta_0$ are considered. This result suggests that a junction with a mass mismatch ferromagnet induces an effective spin-active interfacial effect. Nevertheless, this result requires a cooperative effect between the barrier and the mass mismatch: above moderately high barrier height, low values of the mass ratio are already able to produce a minority-spin charge conductance component larger than the corresponding majority-spin one. In general the effect is more clear in the tunneling limit. When a $d_{x^2-y^2}$-wave order parameter for the S side is considered, splitting of ZBCP of charge conductance is found. This splitting is symmetric if the F layer has no net spin polarization (by tuning carefully exchange splitting and mass mismatch in such a way that they cancel each other out) and asymmetric in the other case, consistently with well known results for magnetic insulating interfaces. Also in this case, the splitting found depends on the interplay between the barrier height and the mass mismatch, and it may disappear in specific regions of the corresponding parameter space. In particular we have shown that these effects are more clear in the metallic limit, differently from the s-wave case. These results suggest that the junction may work as a spin filtering device for charge current. As far as the spin transport is concerned, we have shown that the spin conductance in a STF/S junction is everywhere larger than in a SBAF/S one for all the unconventional superconducting symmetries analyzed here, except, occasionally, for the case of a conventional s-wave superconducting electrode. We have highlighted the relation between spin conductance and existence of nodes and breaking time reversal symmetries in S showing that while ABSs strongly affect charge transport, spin transport is mostly independent on it. We have also shown that a F/S junction with an s-wave superconductor can work as a switch able to turn on and off a spin current, leaving the charge current unchanged. In particular, our results show that for a wide range of interfacial barrier strengths, the spin current passing through the junction when the state of the switch is “on” is larger if the ferromagnetic electrode is a SBAF rather than a STF. This relative increase in spin current can be very high, and for particular values of the barrier strength a gain of up to 100% can be reached. We believe that our findings can turn out to be relevant for the experimental probe of specific features of magnetic and superconducting materials, e.g. the knowledge of the charge response at different values of the spin polarization may be used to perform high sensitive magnetization or superconducting gap amplitude and phase measurements. Our results suggest also that an F/S junction with a SBAF may represent an important tool for the manipulation of the spin degrees of freedom in solid state systems, as concerns both spin and charge transport. They can also prove to be useful in spintronic applications and devices requiring an efficient way of controlling separately charge and spin currents. Given the increasing number of experimental investigations in this rapidly
growing field, we believe that our results may provide a useful contribution to the comprehension of some relevant phenomena involving spin polarized tunneling.
Part III

Josephson effect in S/F/S
Abstract

In this Part of the dissertation we analyze the dc Josephson effect in a ballistic superconductor/ferromagnet/superconductor junction by means of the Bogoliubov–de Gennes equations in the quasiclassical Andreev approximation. We consider the possibility of ferromagnetism originating from a mass renormalization of carriers of opposite spin, i.e., a spin bandwidth asymmetry. We provide a general formula for Andreev levels which is valid for arbitrary interface transparency, exchange interaction, and bandwidth asymmetry and analyze the current-phase relation, free energy, and critical current, in the short junction regime. We compare the phase diagrams and the critical current magnitudes of two identical junctions differing only in the mechanism by which the mid-layer becomes magnetic. The study is performed by solving the corresponding Bogoliubov–de Gennes equations. Chapter 5 focuses on calculation of Andreev levels and Josephson current in limiting cases, and Chapter 6 is devoted to the analysis of the influence of magnetic mechanisms on the Josephson effect. Results are summarized and discussed in the last section of this part at p. 87.
CHAPTER 5

S/F/S junctions and $\pi$ phase

In this Chapter we focus on Andreev levels and Josephson current of ballis-
tic superconductor/ferromagnet/superconductor (S/F/S) Josephson junctions with
conventional superconducting leads. These are systems capable of sustaining a su-
percurent carried by Cooper pairs in the superconducting leads and by quasipar-
ticles in the ferromagnetic mid-layer. The unique interplay between ferromagnetic
and superconducting orders provides quasiparticles with extra phase shifts absent
in junctions with a non-magnetic mid-layer. This can give rise to the appearance
of a so-called “$\pi$−phase” \[69\]. Under such circumstances, the energy minimum
of the junction is reached at a phase difference of $\pi$ across the junction, unlike the
standard “0−phase” in junctions with a non-magnetic mid-layer. The existence of
the $\pi$−phase has been experimentally confirmed \[70\], \[71\]. As far as potential ap-
plications are concerned, $\pi$-junctions are considered to be candidates for realizing
solid state qubits \[72\].

Previous theoretical studies on S/F/S junctions \[150\], \[151\], \[152\], \[153\], \[154\], \[155\],
\[156\], \[158\], \[159\], \[160\] have described the F layer using the Stoner model of metallic
ferromagnetism, with oppositely polarized carriers occupying rigidly shifted bands.
However, the interplay of Coulomb repulsion and the Pauli principle driving a metal
into a ferromagnetic state, \[50\] may induce a spin-dependent renormalization of the
masses of charge carriers with opposite spins, i.e. a spin bandwidth asymmetry (see
Sec. \[1.2\]). This mechanism appears in microscopic approaches where off-diagonal
terms of Coulomb repulsion, generally neglected in studies based on the Hubbard
model, are taken into account. A mean-field treatment of these contributions in
addition to the exchange and nearest-neighbor pair hopping terms shows that quasi-
particle energies for the two spin species are not simply splitted but get different
bandwidths, i.e. effective masses. The net effect of these interactions is to ren-
der the hopping integral in the kinetic term spin dependent through bond charge
Coulomb repulsion terms which are different for spin up and down carriers \[61\]. For
low enough temperature and depending on Hamiltonian parameters, ferromagnetic
order can be established only through this spin bandwidth asymmetric renormal-
ization \[32\]. In this picture the ferromagnetism should be understood as kinetically
driven, in the sense that it arises from a gain in kinetic energy rather than poten-
tial energy, unlike the usual Stoner scheme. We notice that this mass-split metallic
ferromagnetism has been experimentally found to be at the origin of the optical
properties of the colossal magnetoresistance manganites \[162\], of some rare-earth
hexaborides \[161\], as well as of some magnetic semiconductors \[163\]. Spin band-
width asymmetry will substantially affect the coexistence of ferromagnetism and
superconductivity \[67\], as well as the proximity effect \[37\] and transport in F/S
Figure 5.1. A sketch of the current-biased S/F/S junction analyzed, along with notations that are used. The superconductors are treated as reservoirs, whereas the magnetic mid-layer has a finite width $L$.

It is also responsible for an extension of the regime in which FFLO phase can be stabilized in heavy-fermion systems [118, 119]. In this Part, we analyze the consequences of this unconventional magnetism in ballistic S/F/S Josephson junctions by solving the Bogoliubov-de Gennes equations [120] for arbitrary spin polarization and interface transparency.

We show that bandwidth asymmetry in the F layer of a S/F/S junction modifies many physical properties such as Andreev levels dispersion, Josephson current and free energy. We provide a general formula for Andreev levels which holds for arbitrary interface transparency, exchange interaction, and bandwidth asymmetry and we calculate the corresponding Josephson current in the short junction regime for some important limiting cases. Comparing the results for a spin bandwidth asymmetry ferromagnet (SBAF) with those obtained for a conventional Stoner ferromagnet (STF), we demonstrate analytically that the former manifest features that are only quantitatively different from the latter for low degrees of polarization, whereas we show numerically that these differences become qualitative in the intermediate/high polarization regime. Then, evaluating the phase diagrams we infer that the mere mechanism by itself is able to shift the ground state superconducting phase difference from 0 to $\pi$ or viceversa, with a spin bandwidth asymmetry tending to increase the number of possible $0 - \pi$ transitions in a fixed range of parameters. We consider also the “mixed” case where in F both magnetic mechanisms are present showing that the features distinguishing pure spin bandwidth asymmetry from pure Stoner ferromagnets may exist even though the spin bandwidth asymmetry contributes only partially to spin polarization.

5.1. Model for ballistic S/F/S

We consider a ballistic Josephson junction composed of a ferromagnetic layer of width $L$ sandwiched between two conventional $s$-wave singlet superconducting electrodes (see Fig. 5.1). Since the S electrodes are isotropic, we will consider an effective one dimensional model. Moreover, our results are independent on the direction of the magnetic moment direction in F. The propagation of quasiparticles
is described by the Bogoliubov-de Gennes equations\textsuperscript{[120]}

\[
\begin{pmatrix}
H_0^\sigma & \rho_\sigma \Delta \\
\rho_\sigma \Delta^* & -H_0^\sigma
\end{pmatrix}
\begin{pmatrix}
u_\sigma \\
u_\sigma
\end{pmatrix}
= \varepsilon
\begin{pmatrix}
u_\sigma \\
u_\sigma
\end{pmatrix}, \quad \sigma = \uparrow, \downarrow ,
\]
(5.1)

where \(\sigma = -\sigma\), \(\rho_{\uparrow(\downarrow)} = +1(-1)\), and \((u_\sigma, v_\sigma) \equiv \psi_\sigma\) is the energy eigenstate in the electron-hole space associated with the eigenvalue \(\varepsilon\). The single-particle Hamiltonian is

\[
H_0^\sigma = H_L + H_F^\sigma + H_R + H_I ,
\]
(5.2)

where

\[
\begin{align*}
H_L &= \left[-\hbar^2 \nabla^2 / 2m - E_F\right] \Theta(-x) \\
H_F^\sigma &= \left[-\hbar^2 \nabla^2 / 2m_\sigma - \rho_\sigma U - E_F\right] \Theta(x)(L-x) \\
H_R &= \left[-\hbar^2 \nabla^2 / 2m - E_F\right] \Theta(x-L) \\
H_I &= H \left[\delta(x) + \delta(x-L)\right].
\end{align*}
\]
(5.3)

Here, different effective masses \(m_\sigma\) for \(\sigma\)-polarized particles in the F layer, mimicking bandwidth asymmetry, has been included and \(U\) is the exchange interaction, \(E_F\) is the Fermi energy, \(\Theta(x)\) is the Heaviside step function, \(m\) is the effective mass of the quasiparticles in the superconductors, and the parameter \(H\) quantifies scattering strength at S/F and F/S interfaces. We assume rigid superconducting order parameters with equal gap amplitude on both sides of the junction, i.e. \(\Delta = \Delta_0 [e^{i\varphi_L} \Theta(-x) + e^{i\varphi_R} \Theta(x-L)]\), where \(\varphi_L(R)\) is the phase of the left(right) superconductor. When considering finite temperature properties, we will assume the usual BCS dependence and let \(\Delta_0 \rightarrow \Delta_0\tanh\left(1.74\sqrt{T_c/T-1}\right)\), where \(T_c\) is the superconducting critical temperature.

Employing the quasiclassical Andreev approximation\textsuperscript{[20]}, the solution of Eqs. (5.1) may be written as

\[
\psi_\sigma(x) = \begin{cases} 
  a_\sigma \left(\frac{\rho_\sigma v}{u}\right) e^{ikz} + b_\sigma \left(\frac{u}{\rho_\sigma v}\right) e^{-ikz}, & x < 0 \\
  \left[\begin{array}{c}
  \alpha_\sigma e^{i\varphi z} + \beta_\sigma e^{-i\varphi(z-x)} \\
  \gamma_\sigma e^{i\varphi z} + \delta_\sigma e^{-i\varphi z}
  \end{array}\right] \begin{pmatrix}
  1 \\
  0
  \end{pmatrix} + \left[\begin{array}{c}
  \alpha_\sigma e^{i\varphi z} + \beta_\sigma e^{-i\varphi(z-L)} \\
  \gamma_\sigma e^{i\varphi z} + \delta_\sigma e^{-i\varphi z}
  \end{array}\right] \begin{pmatrix}
  0 \\
  1
  \end{pmatrix}, & 0 < x < L \\
  c_\sigma \left(\frac{u}{\rho_\sigma v}\right) e^{ik(z-L)} + d_\sigma \left(\frac{\rho_\sigma v}{u}\right) e^{-ik(z-L)}, & x > L
\end{cases}
\]
(5.4)

where

\[
u = \sqrt{\frac{\varepsilon + \sqrt{\varepsilon^2 - \Delta_0^2}}{2\varepsilon}}, \quad u = \sqrt{\frac{\varepsilon - \sqrt{\varepsilon^2 - \Delta_0^2}}{2\varepsilon}},
\]
(5.5)

and \(k = \sqrt{2mE_F}/\hbar\), \(q_\sigma = \sqrt{2m_\sigma(E_F + \rho_\sigma U)}/\hbar\) are Fermi wavevectors in the S and F electrodes respectively, and \(\varphi = \varphi_R - \varphi_L\). The coefficients \(a_\sigma, b_\sigma, c_\sigma,\) and \(d_\sigma\) are the probability amplitudes for Andreev reflection as a hole-like quasiparticle (HLQ), normal reflection as an electron-like quasiparticle (ELQ), transmission to the right electrode as an ELQ, and transmission to the right electrode as an HLQ respectively, while coefficients \(\alpha_\sigma, \beta_\sigma, \gamma_\sigma,\) and \(\delta_\sigma\) are associated with right- and left-going ELQ and HLQ propagating through the ferromagnetic layer. All these
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probability amplitudes can be calculated by solving the linear system resulting from the boundary conditions

\[
\begin{align*}
\psi_\sigma(0^-) &= \psi_\sigma(0^+) \\
\psi_\sigma(L^-) &= \psi_\sigma(L^+) \\
- \frac{2H}{\hbar^2} \psi_\sigma(0) &= \frac{1}{m} \psi_\sigma'(0^-) - \left( \frac{1}{m_\sigma} \right) \psi_\sigma'(0^+) \\
- \frac{2H}{\hbar^2} \psi_\sigma(L) &= \left( \frac{1}{m_\sigma} \right) \psi_\sigma'(L^-) - \frac{1}{m} \psi_\sigma'(L^+),
\end{align*}
\]

which are valid for a general ferromagnetic electrode displaying both exchange splitting and bandwidth asymmetry. When the latter mechanism is present, electron- and hole-like parts of the wave function derivatives have to be joined separately with different masses. This is analogous to the situation where the insulating barriers are polarized with magnetic moment parallel to the one in the F layer and thus act with different strength on particles with opposite spin \[98\]. When only exchange splitting is present, i.e. \( m_\uparrow = m_\downarrow = m \), the usual form of the boundary conditions is recovered \[151\].

Our model enables us to take into account both bandwidth asymmetry and exchange interaction in the F layer. Defining the polarization as

\[
M = \frac{p_+ - p_-}{p_+ + p_-}
\]

and integrating densities of states as calculated from the \( H_\sigma^F \) term in Eq. (5.3), we find that in one dimension and at \( T = 0 \):

\[
M = p_+ / p_- \quad \text{with} \quad p_\sigma = - \rho_\sigma \left[ 1 - \rho_\sigma \sqrt{ \frac{m_\uparrow 1 + U/E_F}{m_\downarrow 1 - U/E_F} } \right].
\]

For a fixed value of the exchange splitting \( U \), the effect of mass mismatch is to enhance the net polarization for \( m_\uparrow > m_\downarrow \), and to hinder it the other way around as shown in Fig. 5.2. Eq. (5.7) describes a general F where both exchange and bandwidth asymmetry are present. We notice that from the same equation we may easily reduce to the cases of a purely exchange ferromagnet (by putting \( m_\uparrow / m_\downarrow = 1 \) and \( U \neq 0 \)) or a purely bandwidth asymmetry ferromagnet (by putting \( m_\uparrow / m_\downarrow \neq 1 \) and \( U = 0 \)). We will refer to these two cases as a spin bandwidth asymmetry ferromagnet (SBAF) and Stoner ferromagnet (STF), respectively. Different Josephson effect features are expected in S/STF/S and S/SBAF/S junctions, even for an equally polarized F layer. This is so, since specifying a degree of polarization is equivalent to fix the ratio of Fermi wavevectors \( q_\uparrow / q_\downarrow \). However, in a SBAF and in a STF the wavevectors are different, i.e. \( q_\sigma^{STF} \neq q_\sigma^{SBAF} \), and accordingly the center of mass momentum acquired by Cooper pairs will be different. In the following, we will also consider finite temperature properties in the range \( 0 \leq T \leq T_c \). Even if spin polarization (Eq. (5.7)) was derived for \( T = 0 \), it can be used for \( T \leq T_c \), since this quantity varies only slowly on the scale of the superconducting critical temperature as long as \( T_M \gg T_c \), with \( T_M \) being the Curie temperature. This condition is easily fulfilled in a typical experimental situation where the Josephson junction is realized by a ferromagnetic transition metals compound sandwiched between conventional superconductors, e.g. Niobium. In our analysis, we fix \( \Delta_0 = 1 \) meV and \( E_F = 5 \) eV, consistent with the Andreev approximation. The width of the ferromagnetic layer \( L \) is not fixed. However the maximum value used in our analysis is such that \( L/\xi \approx 0.01 \), such that we are in the short junction regime, corresponding to a
width in the range 1–10 nm. We introduce a dimensionless parameter quantifying the scattering strength at insulating interfaces as $Z = 2mH/(\hbar^2k)$.

### 5.2. Andreev levels, free energy, and current–phase relation

We will focus on the short junction regime, i.e. $L \ll \xi$ where $\xi$ is the superconducting coherence length, such that the Josephson current can be estimated by only considering subgap contributions by Andreev levels [164, 165] as

$$I(\phi) = \frac{2e}{\hbar} \sum_i f(\varepsilon_i) \frac{d\varepsilon_i}{d\phi}$$

$$= -\frac{2e}{\hbar} \sum_\sigma \tanh \left( \frac{\beta \varepsilon_\sigma}{2} \right) \frac{d\varepsilon_\sigma}{d\phi} , \quad (5.8)$$

where $f(x)$ is the Fermi-Dirac distribution function and $\beta = 1/k_B T$.

The critical current is defined as $I_c = \max|I(\phi)|$ and the phase of the junction $(0 \text{ or } \pi)$ is determined by the minimum of the $\phi$ dependent part of the free energy

$$F(\phi) = -\frac{1}{\beta} \ln \left[ \prod_i \left( 1 + e^{-\beta \varepsilon_i(\phi)} \right) \right]$$

$$= -\frac{1}{\beta} \sum_\sigma \ln \left[ 2 \cosh \left( \frac{\beta \varepsilon_\sigma(\phi)}{2} \right) \right] . \quad (5.9)$$

**Figure 5.2.** Ground state spin polarization density plot as a function of magnetic parameters. Three isomagnetization curves at $M = 0.25, 0.50, 0.75$ are plotted.
5.3. General formula for Andreev levels

Inserting the wave function Eq. 5.4 into the boundary conditions Eq. 5.6, we obtain a homogenous system of linear equations for the scattering coefficients. By imposing that the system has non-trivial solutions, we can obtain a relation between energy and phase difference such that the coherent subgap processes can effectively take place, i.e. Andreev levels with dispersion $\varepsilon_i(\varphi)$, $i = \{1, \ldots, 4\}$ [164]. We are able to provide a general form of the levels which holds for arbitrary transparency of the insulating barriers, polarization in the ferromagnetic layer, and relative weight of the exchange and bandwidth asymmetry contributions. We find $\varepsilon_i(\varphi) = \varepsilon^\pm_\sigma(\varphi) = \pm\varepsilon_\sigma(\varphi)$ and

$$
\varepsilon_\sigma(\varphi) = \Delta_0 \sqrt{\frac{A^2 + B^2 - A \left(C + D \cos^2(\frac{\varphi}{2})\right) + \rho_\sigma \sqrt{B^2 \left(A^2 + B^2 - (C + D \cos^2(\varphi/2))^2\right)}}{2(A^2 + B^2)}},
$$

(5.10)

where $A, B, C, D$ depend on all junction parameters.

The explicit form of $A, B, C, D$ in Eq. (5.10) is

$$
A = 2(a - b),
$$

(5.11)

$$
B = 4c,
$$

(5.12)

$$
C = 2(a + b) - d,
$$

(5.13)

$$
D = 2d,
$$

(5.14)

where

$$
a = -\left(\lambda^2_\sigma + \lambda^2_\bar{\sigma}\right) - 2\frac{\lambda_\sigma}{\tan(kL\Lambda_\sigma)} \frac{\lambda_\bar{\sigma}}{\tan(kL\bar{\Lambda}_\sigma)},
$$

(5.15)

$$
b = (1 + Z^2)^2 - Z^2 \left(\lambda^2_\sigma + \lambda^2_\bar{\sigma}\right)
+ (4Z^2 + 2) \frac{\lambda_\sigma}{\tan(kL\Lambda_\sigma)} \frac{\lambda_\bar{\sigma}}{\tan(kL\bar{\Lambda}_\sigma)} + \lambda^2_\sigma \lambda^2_\bar{\sigma}
+ 2Z \left(1 + Z^2\right) \left(\frac{\lambda_\sigma}{\tan(kL\Lambda_\sigma)} + \frac{\lambda_\bar{\sigma}}{\tan(kL\bar{\Lambda}_\sigma)}\right)
- 2Z \left(\lambda^2_\sigma \frac{\lambda_\sigma}{\tan(kL\Lambda_\sigma)} + \lambda^2_\bar{\sigma} \frac{\lambda_\bar{\sigma}}{\tan(kL\bar{\Lambda}_\sigma)}\right),
$$

(5.16)

$$
c = (1 + Z^2) \left(\frac{\lambda_\sigma}{\tan(kL\Lambda_\sigma)} - \frac{\lambda_\bar{\sigma}}{\tan(kL\bar{\Lambda}_\sigma)}\right)
+ \lambda^2_\sigma (1 + Z) \frac{\lambda_\sigma}{\tan(kL\Lambda_\sigma)} - \lambda^2_\bar{\sigma} (1 + Z) \frac{\lambda_\bar{\sigma}}{\tan(kL\bar{\Lambda}_\sigma)},
$$

(5.17)

and

$$
d = 8 \frac{\lambda_\sigma}{\sin(kL\Lambda_\sigma)} \frac{\lambda_\bar{\sigma}}{\sin(kL\bar{\Lambda}_\sigma)},
$$

(5.18)
5.4. Current–phase relation in some limiting cases

\[ \lambda_{\sigma} = \sqrt{\frac{m_{\sigma}}{m} \left( 1 + \rho \sigma \frac{U}{E_{F}} \right)}, \]

\[ \Lambda_{\sigma} = \sqrt{\frac{m_{\sigma}}{m} \left( 1 + \rho \sigma \frac{U}{E_{F}} \right)}. \]

We note that for transparent interfaces, and in the absence of exchange field and bandwidth asymmetry, Eq. (5.10) reduces to the well known result \( \varepsilon = \Delta_0 \cos(\phi/2) \).

5.3.1. Andreev levels in limiting cases

Before exploring the general case, we look closer at the low polarization limit for the Andreev levels to get an idea of what to expect. Expressing the mass mismatch in a SBAF and the exchange energy in a STF as a function of polarization yields

\[ \sqrt{\frac{m_{\uparrow}}{m_{\downarrow}}} = 1 + M_1 - M, \]

\[ \frac{U}{E_{F}} = \frac{2M_1}{1 + M_1^2}. \]

From now on to lighten our notation we will refer to S/SBAF/S and S/STF/S as simply SBAF and STF. The first evidence of different behavior is encountered in the \( M \ll 1, Z \ll 1 \) limit. Expanding Eq. (5.10) around \( U/E_{F} \ll 1 \) for STF and \( \sqrt{m_{\uparrow}/m_{\downarrow}} \approx 1 \) for SBAF, we obtain

\[ \varepsilon_{\sigma}^{\text{STF}} = \Delta_0 \left( \cos \left( \frac{\phi}{2} \right) + \rho \sigma \frac{kL}{2} \sin \left( \frac{\phi}{2} \right) \right) \]

for STF and

\[ \varepsilon_{\sigma}^{\text{SBAF}} = \Delta_0 \left( \cos \left( \frac{\phi}{2} \right) + \rho \sigma M \sin \left( \frac{\phi}{2} \right) \left( kL + \theta Z \sin^2 kL \right) \right), \]

for SBAF when \( Z = 0 \). Then, for low polarization and including the first term from the \( Z \ll 1 \)-expansion, both expressions reduce to the same form

\[ \varepsilon_{\sigma} = \Delta_0 \left( \cos \left( \frac{\phi}{2} \right) + \rho \sigma M \sin \left( \frac{\phi}{2} \right) \left( kL + \theta Z \sin^2 kL \right) \right), \]

where \( \theta = +1(-1) \) for STF (SBAF). Thus in the low polarization regime we expect SBAF and STF to show the same behavior for \( Z = 0 \), while the \( \theta \)-factor indicates that they can be different for nearly transparent interfaces. This is a consequence of a different interplay between the two ferromagnetic mechanisms and the insulating barrier strength described by Eq. (5.6).

5.4. Current–phase relation in some limiting cases

By differentiating Eq. (5.25) with respect to \( \phi \) and inserting it into Eq. (5.8), we obtain the current–phase relation

\[ \frac{I(\phi)}{I_0} = 2 s_1 \sin(\phi/2) \sinh[\beta \Delta_0 \cos(\phi/2)] - s_2 kLM \cos(\phi/2) \sinh[\beta \Delta_0 kLM \sin(\phi/2)] \]

\[ \cosh(\beta \varepsilon_{\uparrow}/2) \cosh(\beta \varepsilon_{\downarrow}/2), \]

(5.26)
where $s_1 = \text{sgn} (\cos (\phi/2))$, $s_2 = \text{sgn} (\sin (\phi/2))$, and $I_0 = c\Delta_0 / h$. We have again put $Z = 0$ for simplicity.

From Eq. (5.26), we see that the current-phase relation contains a cosine term in addition to the standard sine term. One might think that the cosine term will create a non-vanishing current at $\phi = 0, \pi$, but this is not the case. The cosine term will cancel out at $\phi = 0, \pi$ due to the Fermi-Dirac distribution function, as shown in Eq. (5.26). However, in a non-equilibrium situation where levels can be differently populated, these terms may give rise to exotic features such as fractional AC Josephson effect [167, 168] or a $\phi$-junction [169]. This possibility is matter of current investigation.

In the tunneling limit it is possible to obtain an analytical form for the current for an arbitrary degree of polarization. For $T = 0$ and including only the first term in the $Z \gg 1$ expansion, we find

$$
\frac{I(\phi)}{I_0} = \frac{1 - M^2}{1 + M^2} \frac{2\sin(\phi)}{Z^4 \sin \left( kL \sqrt{\frac{1+M^2}{1+M^2}} \right) \sin \left( kL \sqrt{\frac{1-M^2}{1+M^2}} \right)}
$$

(5.27)

for STF and

$$
\frac{I(\phi)}{I_0} = \frac{2\sin(\phi)}{Z^4 \sin \left( kL \sqrt{\frac{1+M}{1-M}} \right) \sin \left( kL \sqrt{\frac{1-M}{1+M}} \right)}
$$

(5.28)

for SBAF. At first glance, one may think that the main difference between the two cases is the term $(1 - M^2)/(1 + M^2)$ which is present only for STF and should damp the current for high degrees of polarization. We will later see that such an effect exists for low $Z$. However, for high $Z$ this is masked by the fact that the current is small. In fact, the main difference between Eqs. (5.27) and (5.28) is that the denominator becomes wildly oscillating for large $M$ for SBAF, but not for STF. We will see later that this effect is clearly manifested also beyond the tunneling limit. We now move on to describe the S/F/S junction properties upon leaving aside the limits of low polarization and high/low interface transparency focusing on the features induced by different magnetic mechanisms in F.
Influence of magnetic mechanism on Josephson effect

This chapter is devoted to analysis of the influence of magnetic mechanism on Josephson effect in S/F/S. The extreme cases of SBAF and STF are compared and the “mixed” case where both mechanisms coexist is analyzed.

6.1. S/SBAF/S vs. S/STF/S

In this section Andreev levels, current and free energy are compared for SBAF and STF. The values assumed by exchange and mass mismatch magnetic parameters for three different $M$ values are reported in Table 6.I.

6.1.1. Andreev levels dispersion

Fig. 6.1 shows the $\varphi$ dependence of $\epsilon_\uparrow$ and $\epsilon_\downarrow$ in SBAF (solid lines) and STF (dashed lines) for transparent (left panels) and insulating (right panels) interfaces, for three values of polarization $M$. All levels are flat at $\varphi = 0, \pi$, which corresponds to the absence of Josephson current for these phase difference values. This is a well known property of S/N/S and S/STF/S junctions, which persists in the S/SBAF/S case. However, the dispersion of the $\epsilon_\sigma$ levels are different for STF and SBAF. This difference is only quantitative for low polarizations, e.g. $M = 0.25$, as expected from Eq. (5.25). However, the levels differ qualitatively for higher polarization in terms of their slope and curvature. The order relation between $\epsilon_\uparrow$ and $\epsilon_\downarrow$ can also be different for the two magnetic mechanisms in the F layer, e.g. for $M = 0.75$ and $Z = 1$ $\epsilon_\uparrow < \epsilon_\downarrow$ for STF while $\epsilon_\uparrow > \epsilon_\downarrow$ for SBAF.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$U/E_F$</th>
<th>$m_\uparrow/m_\downarrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>STF 8/17</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>SBAF 0</td>
<td>25/9</td>
</tr>
<tr>
<td>0.50</td>
<td>STF 4/5</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>SBAF 0</td>
<td>9</td>
</tr>
<tr>
<td>0.75</td>
<td>STF 24/25</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>SBAF 0</td>
<td>49</td>
</tr>
</tbody>
</table>

Table 6.I. Values of the normalized exchange interaction and mass asymmetry used for three different polarization values.
6.1.2. Josephson current and free energy

The differences in Andreev levels dispersion manifested for different magnetic mechanisms in F, affect the Josephson current and free energy, too. As shown in Fig. 6.2 where, $I/I_0$ and $F/\Delta_0$ are plotted for different polarization values, different magnetic mechanisms, and $Z = 0$ (solid lines), $Z = 1$ (long-dashed lines), $Z = 2$ (short-dashed lines). Here $Lk = 10$, $E_F = 5$ eV, $\Delta_0 = 1$ meV, and $T/T_c = 0.01$. For low polarization values (not reported in the figure) the current and the energy differ only quantitatively for STF and SBAF, while for intermediate/high polarization values a qualitative difference between the effect of the two mechanisms emerges. For instance, at $M = 0.75$ the Josephson current exhibits a maximum at $\varphi < \pi$ for STF and $\varphi > \pi$ for SBAF (see panels c) and d)). This means (as shown in panels g) and h)) that the ground state energy minimum for the two types of junction can be realized at different superconducting phase difference even though the polarization in the F layer is the same. Moreover, we see that STF is in a $0 -$phase while SBAF is in a $\pi -$phase, so that the magnetic mechanism by itself is able to drive $0 - \pi$ transitions. In the following, we will refer to the situations where SBAF and STF are both in $0 -$ or $\pi -$phase as “in phase”, while when one is in the $0 -$phase and the other is in the $\pi -$phase as “out of phase” junctions. By inspection of panel a), b), c), f) of Fig. 6.2 it is possible also infer that the interface transparency can play a role in this bandwidth asymmetry driven phase shift: the STF and SBAF junctions
are out of phase for $Z = 0$ and become in phase for $Z = 1,2$, since SBAF undergoes a $0 - \pi$ transition for some $Z$ in $[0,1]$. We underline that STF can also undergo such transitions driven by a variation in the strength of the barrier, depending on $L$ and $T$ values.

In order to ascertain if the realization of out of phase junctions is a rarity or a common situation, we have compared free energy in SBAF and STF for different width, temperature, degree of spin polarization, and interface transparency values. Our analysis shows that the condition of out of phase junctions is mainly determined by spin polarization: in the low polarization regime, i.e. $M \lesssim 0.25$, SBAF and STF junctions very often share the same phase while in the intermediate/high
polarization regime, i.e. $M \gtrsim 0.50$, can be out of phase. Other parameters only weakly affect these conditions except interface transparency which favors out of phase situation whenever tunneling limit is considered.

### 6.1.3. Critical current

Fig. 6.3 shows the Josephson critical current as a function of $L$, $M$, and $T$ for SBAF (solid lines) and STF (dashed lines) for $Z = 0, 1, 2$. When the $L$ dependence is considered with a finite polarization, e.g. $M = 0.25$, the current for both the STF and SBAF junction appears oscillatory for transparent barriers and displays complicated patterns when $Z \sim 1$. These patterns repeat periodically when $I_c$ is observed on a larger scale and collapse to a modulated Dirac comb for $Z \sim 10$. The maximum critical currents for the two junctions are very close, but they are attained for different $L$ values and appear to be weakly affected by the $Z$ value. The $M$ dependence of the critical current shows a damped oscillatory behavior for SBAF and STF for $Z = 0$ and more complicated patterns for $Z = 1, 2$. The main difference between the two junctions is that for high polarization values, $M \gtrsim 0.5$, the critical current decreases monotonically for STF, whereas for SBAF it oscillates rapidly with increasing frequency. This is a signature of the fact that SBAF still undergoes $0 - \pi$ transitions, while STF has settled in either a $0$- or a $\pi$-phase. This behavior is consistent with Eqs. (5.27) and (5.28) even if they are strictly valid only in the tunneling limit. The plots of the temperature dependence of the critical current in Fig. 6.3 show no particular features. The critical currents in both
STF and SBAF are decaying functions of temperature, but the current in the latter junction is larger. This is not a general feature but depends on the $M$ and $L$ values chosen. In general one can have both $I_c^{\text{SBAF}} > I_c^{\text{STF}}$ and $I_c^{\text{SBAF}} < I_c^{\text{STF}}$ as clearly shown by the plots of critical current as a function of these parameters in Fig. 6.3. Moreover, a temperature driven $0-\pi$ transition can be seen both for STF and SBAF by carefully tuning $M$ and $L$ [153], e.g. $M = 0.675$, $Lk = 11.4$ for SBAF and $M = 0.935$, $Lk = 11.4$ for STF, as shown in Fig. [6.4] Even a slight change in one of the two parameters suffices to destroy a temperature driven transition, and the current simply decays as in Fig. 6.3.

6.2. Comparison of phase diagrams

The analysis of the free energy and critical current has shown that for a given set of junction parameters such as degree of polarization, width, and insulating barrier strength, the Josephson effect in SBAF and STF can be different. These two kinds of ferromagnets can support different critical current magnitudes, can induce different ground state phases across the junction, and can undergo a different number of $0-\pi$ transitions driven by variations in junction width and polarization. In order to study these points in more detail, it is convenient to fix a range for these parameters and then look at the behavior of STF and SBAF in this entire range. We employ this strategy because the observables are rapidly varying functions of $L$ and $M$. We here choose the parameter range $6 \leq Lk \leq 28 \otimes 0 \leq M \leq 0.75$ to be consistent with both our approximations and with typical experimental situations.

6.2.1. Critical current magnitude

First, we look at which of the ferromagnetic mechanisms gives rise to the larger critical current, by considering the quantity $\Delta I \equiv (I_c^{\text{SBAF}} - I_c^{\text{STF}})/I_0$. This quantity is plotted for the chosen range of parameters for $T = 0$ and $Z = 10$ in Fig. 6.5, where red-light regions are for $\Delta I > 0$. The maximum value reached is $\Delta I \simeq 1.4$. Blue-dark regions are for $\Delta I < 0$, where the minimum value reached is $\Delta I \simeq -1.4$. At
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Figure 6.5. Density plot of \( \Delta I = (I_{c}^{SBAF} - I_{c}^{STF})/I_{0} \) in the parameter range \( 0 < M < 0.75 \otimes 6 < Lk < 28 \), and for \( T = 0 \) and \( Z = 10 \). Red-light regions are for \( \Delta I > 0 \). The maximum value reached is \( \Delta I \approx 1.4 \). Blue-dark regions are for \( \Delta I < 0 \). The minimum value reached is \( \Delta I \approx -1.4 \). At the borders of red and blue regions the critical currents are equal and \( \Delta I = 0 \).

the borders of red and blue regions, the critical currents are equal and \( \Delta I = 0 \). The complicated pattern of \( \Delta I \) shows that even a slight change in mid-layer width or polarization can reverse the order of critical current magnitudes in SBAF and STF meaning that \( \Delta I \) has a strong local character. However while in the low polarization regime both \( \Delta I < 0 \) and \( \Delta I > 0 \) are realized with the same frequency, \( \Delta I > 0 \) in most of the intermediate/high polarization regime, i.e. a SBAF is likely to support a larger critical current than a STF when intermediate/strong ferromagnets are considered. This property being qualitatively independent from width, temperature, and interface transparency.

6.2.2. \( 0 - \pi \) transitions

We now analyze the \( 0 - \pi \) transitions in the same chosen range by plotting phase diagrams for STF and SBAF at \( T = 0.01T_{c} \) and different values of \( Z \) (see Fig. 6.6).

From Fig. 6.6 it is clear that a larger number of \( M \) and \( L \) driven \( 0 - \pi \) transitions is generally expected for SBAF than for STF. In particular, this is always the case for polarization driven transitions at fixed width \( L \), regardless of the value of \( Z \). For \( L \)-driven transitions at fixed polarization, this is the case only when \( M \gtrsim 0.5 \). Another point to notice is that for both STF and SBAF the number of possible transitions is larger for higher \( Z \) values. At this point the origin of the complicated patterns seen in Fig. 6.3 for \( M \) and \( L \) dependence of \( I_{c} \) when \( Z \neq 0 \) is clear since \( 0 - \pi \) region boundaries become wavy for finite interface barrier strengths such that changing only \( M \) or \( L \) leaving the other fixed, boundaries can be crossed at a non-uniform frequency. We underline that the phase of the junctions manifests a strong local character and can be switched by slightly altering the width and/or the polarization.
Phase diagrams with respect to temperature shows that $T$ driven $0 - \pi$ transitions are possible only for particular $L$ and $M$ values \[153\]. This is a peculiarity of ballistic systems while diffusive junctions undergo $T$ driven transitions more easily. Fig. 6.7 shows $T - L$ phase diagram for STF (left panels) and SBAF (right panels) for different $M$ and $Z$ values. The number of $L$ values for which $T$ driven $0 - \pi$ transitions are possible is larger for large polarization and interface scattering values, the number being larger for SBAF. These trends are similar for $T - M$ phase diagram not reported here.
6.2.3. Comparison of ensembles of S/STF/S and S/SBAF/S

Our analysis has shown that for a given set of junction parameters such as degree of polarization, length, and insulating barrier strength, the Josephson effect in SBAF and STF can be different. These two kinds of ferromagnets can support different critical current magnitudes, can induce different ground state phases across the junction, and can undergo a different number of $0 - \pi$ transitions driven by variations in junction width and polarization.

However as shown in previous discussions, and consistently with the literature \cite{150, 151, 152, 153, 154, 155, 156, 158, 159, 160}, the physics of S/F/S Josephson junctions is very sensible to parameters as width and polarization and many
features are strongly oscillatory as a function of them (even the S electrodes macro-

scopic phase difference 0 or π). In such a situation differences between S/STF/S and S/SBAF/S are

strongly “local”, e.g., for some fixed value of the parameters one can have that the first junction has a larger critical current than the second and then by slightly changing only one parameter the reverse is true. In order to overcome this strong local dependence of their features we look at some quantities by averaging on the parameter space, e.g. by considering averages on statistical ensembles of Josephson junctions. To do so, we employ a Monte Carlo integration technique in the previously chosen range of parameters $6 \leq L_k \leq 28$ and $0 \leq M \leq 0.75$ for different values of $Z$ and $T$. Estimations are made by averaging results obtained from 10 samples of 3600 points in the $M - L$ parameter space for each $Z$ and $T$ values.

First of all we sample the situation of out of phase STF and SBAF junctions, that is when for a given set of parameters one of them is in 0 phase and the other in a π phase. Analyzing the free energy, we have seen that this is possible. We now quantify the probability of this to happen with described statistical procedure. Results are shown in Fig. 6.8 for three values of $T$. The probability of out of phase junctions is in the range 30 – 45% and it is an increasing function of $Z$ except for $0 < Z < 1$. For $Z > 10$ the probability remains stable and stops increasing. We see that it is rather probable for a STF and a SBAF to induce different phases across the junctions in experimentally relevant ranges of degrees of polarization and widths, with this probability being larger for strong insulating barriers and only minimally affected by temperature. This means that the phase shifting driven by magnetic mechanism alone is not infrequent.

A similar analysis is put forth for relative magnitudes of critical current in SBAF and STF, e.g. for the previously defined quantity $\Delta I$. When $\Delta I > 0$ ($\Delta I < 0$), critical Josephson current is larger for SBAF (STF). The probability of having $\Delta I > 0$, that is the fraction of the total area of Fig. 6.5 corresponding to $\Delta I > 0$.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig6.8.png}
\caption{Probability for STF and SBAF junctions to be out of phase in the parameter range $0 < M < 0.75 \otimes 6 < L_k < 28$ as a function of $Z$ for three values of temperature.}
\end{figure}
0, is approximately 0.66 for Z = 10 and tends to decrease for higher interface transparency until $\simeq 0.62$ for $Z = 0$ and $T = 0.1$ or $\simeq 0.55$ for $T/T_c = 0.9$ as shown in Fig. 6.9. Despite this decrease, the probability of $\Delta I > 0$ will be larger than 0.5 for all temperatures and interface transparencies thus one can conclude that on average, a SBAF is likely to support a larger critical current than a STF.

Both probabilities analyzed consider even the low polarization regime where STF and SBAF have very similar features. If only the intermediate/high polarization regime is used for averaging both probabilities becomes larger as a consequence of the fact that in this regime SBAF and STF have very different behavior. Results of averaging in a more narrow region considering only intermediate/high polarization regime, e.g. $6 \leq Lk \leq 28$ and $0.5 \leq M \leq 0.75$, show an enhancement of both probabilities. In this case the probability of out of phase junctions is about 50% and probability of SBAF to support a larger critical current than STF in about 70% as shown in Fig. 6.10.

6.3. Mixture of SBAF and STF

When both mechanisms are present there are several combinations of exchange energy and masses ratio that give the same polarization $M$. We choose to describe this mixed case through a parameter $W \in [0, 1]$ which quantifies the relative weight of the two mechanisms without changing the total polarization in such a way that a pure STF and a pure SBAF will correspond to $W = 0$ and $W = 1$, respectively. Since the polarization is not a separable function with respect to the exchange interaction and mass mismatch, one cannot immediately obtain the values assumed by these microscopic parameters when F is a mixture of STF and SBAF. Here we illustrate how we perform this calculation for a given $M$ and $W$. Let us consider the two dimensional $(m_1/m_1, U/E_F)$ space parameter over which $M$ is defined (see Fig. 6.2). For a given value of the polarization $M$, and
from Eq. (5.22), STF is represented by the point \( \left( \frac{2M}{1 + M^2}, 0 \right) \) and, from Eq. (5.21), SBAF is represented by the point \( \left( 1, \left( \frac{M + 1}{M - 1} \right)^2 \right) \). The distance between these two points along a constant magnetization path \( l(M) \) can be written as

\[
l(M) = \frac{e^{i\pi/4}}{2\sqrt{2}} \left[ B \left( -\frac{1}{4} \left( \frac{M + 1}{M - 1} \right)^4 ; -1/4, 3/2 \right) \right.
\]

\[
- B \left( -4 \left( \frac{M^2 + 1}{M^2 - 1} \right)^4 ; -1/4, 3/2 \right) \right],
\]

where \( B \) is the incomplete Euler function

\[
B(z; a, b) = \int_0^z t^{a-1} (1 - t)^{b-1} dt.
\]

Then the coordinates in parameter space associated with a mixture defined by the actual \( W \) can be evaluated by imposing that the path between the STF and the sought points is a fraction of the total length equals to \( W l(M) \). Consequently, the mass mismatch value for a degree \( W \) mixed F at polarization \( M \) can be estimated by numerically solving the equation.
Figure 6.11. Several realization of mixed F with both Stoner exchange and spin bandwidth asymmetry. The parameter \( W \) changes the relative weights of the two contributions without altering the spin polarization. A pure STF and a pure SBAF correspond to \( W = 0 \) and \( W = 1 \), respectively. For \( M = 0.25 \) the points plotted correspond to \( W = 0, 0.1, ..., 1 \). For \( M = 0.50 \) (\( M = 0.75 \)) the points plotted correspond to \( W = 0, 0.1, ..., 0.8 \) (\( W = 0, 0.1, 0.2 \)). The plot extends on the right and not all the points on the \( M = 0.50 \) and \( M = 0.75 \) are depicted.

<table>
<thead>
<tr>
<th>( M )</th>
<th>( U / E_F )</th>
<th>( m_1 / m_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>STF</td>
<td>8/17</td>
</tr>
<tr>
<td></td>
<td>SBAF</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>STF &amp; SBAF</td>
<td>0.193</td>
</tr>
<tr>
<td>0.50</td>
<td>STF</td>
<td>4/5</td>
</tr>
<tr>
<td></td>
<td>SBAF</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>STF &amp; SBAF</td>
<td>0.287</td>
</tr>
<tr>
<td>0.75</td>
<td>STF</td>
<td>24/25</td>
</tr>
<tr>
<td></td>
<td>SBAF</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>STF &amp; SBAF</td>
<td>0.324</td>
</tr>
</tbody>
</table>

Table 6.11. Values of the normalized exchange interaction and mass asymmetry used for three different polarization values. Here STF & SBAF represents a mixture of the two magnetic mechanism with \( W = 0.5 \) (see Fig. 6.11).

\[
\frac{\epsilon^{\pi/4}}{2\sqrt{2}} \left[ B \left( f \left( \frac{m_1}{M}, M \right); -1/4, 3/2 \right) \right]
- B \left( -4 \left( \frac{M^2 + 1}{M^2 - 1} \right)^4; -1/4, 3/2 \right) = W l(M),
\]

where
6.3. Mixture of SBAF and STF

\[ f\left(\frac{m_1}{m_1}, M\right) = -\frac{1}{4} \left(\frac{(M + 1)^2 + \frac{m_1}{m_1} (M - 1)^2}{M^2 - 1}\right)^4. \]

Once the sought value of mass mismatch is known, the corresponding value of exchange interaction can be obtained by inversion of Eq. (5.7).

The procedure is illustrated in Fig. 6.11 for three polarization values and several choices of \( W \). In Table 6.11, the magnetic parameter values for a STF, a SBAF, and a mixture of the two with \( W = 0.5 \), are reported for three values of the polarization \( M = \{0.25, 0.50, 0.75\} \). These will be used in the following.

6.3.1. Josephson current and free energy in the mixed case

We now consider Josephson current and free energy for a mixed F with both exchange energy and bandwidth asymmetry. We show that to witness previously discussed features distinguishing SBAF from STF as seen in Fig. 6.2, a mixed F where bandwidth asymmetry is not the only contribution to spin polarization can be enough. Indeed the Josephson current and the free energy for mixed F look very similar to the case of a pure SBAF, when a suitable contribution of bandwidth asymmetry to total polarization is reached. Fig. 6.12 shows the case of a mixture of SBAF and STF with \( W = 0.5 \) and all other parameters fixed as in Fig. 6.2. In the mixed case both exchange and masses ratio have non trivial

Figure 6.12. Josephson current and free energy for a ferromagnet which is a degree \( W = 0.5 \) mixture of STF and SBAF. All parameters are fixed at the same values of Fig. 6.2.
values. The values assumed by these parameters for the particular choice $W = 0.5$ are reported in Table 6.II. As previously discussed for $M = 0.75$ STF is in a 0–phase while SBAF is in a $\pi$–phase. It is clear from panels b) and d) of Fig. 6.12 that the particular mixed case considered with $W = 0.5$ is in a $\pi$–phase as pure SBAF case (corresponding to $W = 1$). This is true even for mixed F with smaller bandwidth asymmetry contribution as soon as this reach a sufficient value depending on junction parameters. For the particular case considered the mixed F behaves as a pure SBAF for $W \gtrsim 0.3$. Comparing SBAF and STF at $M = 0.5$ we have pointed out that STF and is in a $\pi$–phase while SBAF is in a 0–phase for $Z = 0$ while for smaller interface transparency SBAF switch to the same phase of STF. Panels a) and c) of Fig. 6.12 show that even in this case a partial bandwidth asymmetry in F is enough to observe features of pure SBAF. For the polarization considered $M = 0.5$ mixed F behaves as pure SBAF for $W \gtrsim 0.4$. This results are a clear signature of the fact that the bandwidth asymmetry can induce unusual features also when it is not the main mechanism producing the spin polarization. We stress that this is an important consideration since, as discussed later, in real ferromagnetic mid-layers both exchange and bandwidth asymmetry mechanism may be present.

6.3.2. Number of 0–$\pi$ transitions in the mixed case

We have shown that partial bandwidth asymmetry in F is enough to switch Josephson phase. Previously we have shown (see Fig. 6.6) that SBAF undergoes more transitions than STF. Consequently it is interesting to analyze number of transitions for a general F which can be a mixture of STF and SBAF. Fig. 6.13 shows the number of $L$ driven 0–$\pi$ transitions at fixed polarization for different mixing degree $W$ ranging from STF to SBAF (see Fig. 6.11). It is shown how the bandwidth asymmetry tends to increase the number of transitions and that

![Figure 6.13](image)

**Figure 6.13.** Number of $L$ driven 0–$\pi$ transitions in the range $6 < Lk < 28$ as a function of the relative contribution of SBAF to total polarization. $T/T_c = 0.01$ and $Z = 0$ are fixed.
this effect is more prominent in the high polarization regime where the number of transitions is almost doubled when moving from pure STF to pure SBAF. One important point to note is that the same number of transitions observed in a SBAF ($W = 1$) can be observed in a mixed F whenever $W$ is large enough, e.g. $W = 0.5$ for $M = 0.75$. This is an important point when relating our results with real materials because in experiments, one usually encounters the mixed F case. Even if in Fig. 6.13 $T/T_c = 0.01$ and $Z = 0$ are fixed, we underline that the general trend of bandwidth asymmetry increasing number of transitions does not depends on their particular values.
Part III results summary and discussion

In this Part of the dissertation we have analyzed the Josephson effect in short, ballistic single channel S/F/S junctions taking into account the possibility for ferromagnetism to be driven by a mass renormalization of carriers with opposite spin, i.e. a spin bandwidth asymmetry. We have compared a junction with this unconventional kinetically driven ferromagnetism in the F layer with one with the usual Stoner mechanism considering also their interplay. Analyzing Andreev levels, free energy and currents, we have shown that the Josephson effect in the two junctions shows different features especially for intermediate/high polarization values. In particular, we have shown that the junction with total or partial spin bandwidth asymmetry in the F layer undergoes a larger number of $0 - \pi$ transitions driven by variations in junction width and polarization. By examining free energy and phase diagrams, we have pointed out how junctions with different magnetic mechanisms in the F layer can be in different phases even if all junction parameters have the same values whenever a suitable contribution from bandwidth asymmetry builds up the spin polarization. We have remarked that this is a likely (rare) situation in the intermediate/high (low) polarization regime. By analyzing Josephson critical current we have shown that bandwidth asymmetry can both enhance and decrease its value, the former situation being more common for strong ferromagnets. Our findings are relevant for many interesting magnetic materials which can be hardly framed exclusively within a Stoner scenario. As relevant examples we cite the half-metal ferromagnets defined by the property to have almost 100% transport spin polarization [24]. Materials belonging to this class usually have spin polarization $M$ in the range where bandwidth asymmetry is clearly distinguishable from Stoner exchange, e.g. CrO$_2$ [113], La$_{0.7}$Sr$_{0.3}$MnO$_3$ [114], Fe$_3$O$_4$ [115], and EuO [116], among others. Their high polarization values can hardly be ascribed only to Stoner exchange, so that when trying to theoretically model their behavior in a Josephson setup the inclusion of bandwidth asymmetry is a fundamental ingredient. We would like to notice that our findings may turn out to be a useful tool to ascertain if a given ferromagnetic material has spin bandwidth asymmetry. Furthermore, since a bandwidth asymmetric F layer can provide more frequent transitions and is likely to support a larger critical current for a given set of parameters than a Stoner ferromagnet, it may be used for electronics or spintronics applications and devices based on the Josephson effect and relying on $0 - \pi$ transitions. Moreover, considering experimental and sample production limitations, the choice of magnetization mechanism may work as an extra degree of freedom which by itself may determine the ground state phase difference across the junction or the magnitude of Josephson critical current.
Part IV

Proximity effect in F/TS
Abstract

This part of the dissertation is devoted to the analysis of proximity effect in ferromagnet/triplet superconductor (F/TS) structures. The study is performed by solving Eilenberger and Usadel equations for a typical STM setup for local DOS measurement in the proximate non superconducting region. In Chapter 7, quasiclassical theory of proximity effect in F/TS is introduced and the particular case of noncentrosymmetric mixed parity superconductor is deepened. Chapter 8 is devoted to the analysis spin-sensitive long-ranged proximity effect in F/TS. Results are summarized and discussed in the last section of this part at p. 107.
CHAPTER 7

Proximity effect theory in F/TS

This Chapter is devoted to the discussion of proximity effect in F/TS within the quasiclassical formalism. We focus on mixed parity noncentrosymmetric superconductors showing how it is possible to obtain information about their superconducting properties from DOS analysis in proximity hybrid structures.

7.1. Triplet superconductors and probes of their symmetry

The discovery of noncentrosymmetric superconductors (NCSs), such as CePt$_3$Si, and chiral superconductors, such as Sr$_2$RuO$_4$, calls for experimental methods to identify the presence of spin-triplet pairing (see Sec. 1.1). While making the distinction between, say, a $d$-wave and an $s$-wave order parameter involves making the distinction between order parameters of different symmetries, it is quite another matter to distinguish two separate $p$-wave superconducting order parameters. We here demonstrate a method which accomplishes this in an appealingly simple manner: a spin-sensitive proximity effect in a ferromagnet/triplet superconductor (F/TS) bilayer. It is shown how the orientation of the field in F can be used to unambiguously distinguish between different spin-triplet superconducting states. Moreover, the proximity effect becomes long-ranged in spite of the presence of an exchange field and even without any magnetic inhomogeneities, in contrast to conventional F/S junctions. Our results can be verified by STM-spectroscopy and could be useful as a tool to characterize the pairing state in unconventional superconducting materials.

To acquire information about the order parameter, it is often useful to study how the superconducting correlations behave when placed in proximity to a non-superconducting material such as a normal metal. This idea has been employed previously in several works studying e.g. normal metal/non-centrosymmetric superconductor (N/NCS) junctions [170][171][172][173] in order to look for unique signatures of the superconducting order parameter. However, the non-superconducting material does not necessarily have to be a simple normal metal. Instead, it may feature intrinsic properties, such as magnetism, which then provide an arena for studying the interplay between superconductivity and different types of electronic ordering [36]. A natural question arises: could such an interplay be useful in order to extract information about the superconducting state? In this Part of the dissertation, we demonstrate that a ferromagnet/triplet superconductor bilayer provides an appealingly simple and powerful method to clearly distinguish between different types of triplet pairing states, thus providing information about the nature of the superconducting condensate. We show that this is a direct result of a spin-sensitive long-ranged proximity effect. The interesting features about this effect are that it
provides i) unambiguous signatures in the DOS due to an interplay between the exchange field $h$ and the $d_k$ vector (see Sec. 1.1) and also that ii) the proximity effect can become long-ranged in spite of the presence of $h$, thus decaying on a scale of the normal coherence length $\xi_T = \sqrt{D/T}$, where $D$ is the diffusion constant and $T$ is the temperature, rather than the expected decay length in F/S $\xi_F = \sqrt{D/h}$. In this way, one may in a controllable way probe experimentally the nature of the pairing symmetry in unconventional superconducting materials via e.g. STM measurements in the proximate non-superconducting region. Moreover, this finding suggests an alternative to other methods where measurements are performed on the superconductor itself in the presence of an external magnetic field, which can lead to ambiguous interpretations due to e.g. formation of a vortex lattice. Finally, the effect predicted here constitutes a way of generating a long-range proximity effect without any magnetic inhomogeneity in the ferromagnetic layer. This is in contrast with the situation considered in conventional F/S structures, where such a long-ranged proximity effect only occurs in the presence of inhomogeneous magnetization [174]. We explain the microscopic mechanism responsible for the discrimination between different triplet states, due to the coupling to the ferromagnetic exchange field $h$, which is a general result that can be applied to identify the $d_k$-vector in arbitrary triplet superconductors. As a concrete application of our results, we consider two specific cases: $d_k \sim (0, 0, k_x + ik_y)$ and $d_k \sim (-k_y, k_x, 0)$, that many experimental studies suggest to be effectively realized in superconducting phases of Sr$_2$RuO$_4$ and non-centrosymmetric CePt$_3$Si, respectively.

### 7.2. Quasiclassical formulation of proximity effect in F/TS

Let us introduce the theoretical framework employed here to arrive at our main results. We will use units such that $\hbar = c = 1$ and use $\ldots$ for $2 \times 2$ matrices while $\cdot \cdot$ denotes $4 \times 4$ matrices. The system under consideration consists of a typical STM measurement setup where the layers lie in the yz-plane, thus stacked along the x-axis. The diffusive ferromagnet is interfaced to the triplet superconductor at $x = 0$ and to the vacuum at $x = d_F$ (see Fig. 7.1). Our calculations assume translational invariance in the directions parallel to the interface region and are performed in 2D. However, we underline that the results reported here remain
7.2. Quasiclassical formulation of proximity effect in F/TS

Equally valid in 3D due to the symmetry of the superconducting order parameters considered. We will make use of the quasiclassical theory of superconductivity, where the main assumption is that the Fermi energy is the largest energy-scale in the system. The approximations behind this model have revealed to be able to grasp the main low energy experimental features of heterostructures involving unconventional superconductors as peaks, dips, and plateaus in density of states and conductance, both for ballistic and diffusive systems. We here sketch the framework for the specific case of non-centrosymmetric CePt$_3$Si. We will consider also the non magnetic proximity effect in N/NCS before moving to demonstrate that proximity effect in F/NCS can become spin-sensitive when the proximity layer is a ferromagnet.

7.2.1. Bulk Green’s function for NCS

In NCSs it is well known (see Sec. 1.1) that the spin-orbit coupling is antisymmetric and of Rashba-type, e.g. $g_k = \lambda \hat{n} \times k$, where $\lambda$ denotes the strength of the spin-orbit interaction and $\hat{n}$ denotes the axis of broken inversion symmetry. More specifically, the crystallographic structure of the material does not have a mirror plane with $\hat{n}$ as normal vector. In what follows, we will consider a situation where the mirror plane with the [001] direction as normal vector is lost in the crystal, i.e. $\hat{n} = \hat{z}$. The spin-orbit coupling vector may then be written as $g_k = \lambda (-k_y, k_x, 0)$.

In general, one then finds that the superconducting order parameter can be written as

$$\Delta_k = \Delta_0 \sigma_y + d_k \sigma_i \sigma_y,$$

(7.1)

$$d_k = \frac{\Delta_t}{k_F} (-k_y, k_x, 0),$$

(7.2)

where $k_F$ is the Fermi wavevector and $\Delta_0$ and $\Delta_t$ are singlet and triplet gap amplitudes for NCS, respectively. The singlet amplitude $\Delta_0$ will be used as reference energy.

We now obtain a general expression for the retarded Green’s function in a bulk noncentrosymmetric superconductor. Starting out from the second quantized Hamiltonian in real-space, one finds the following expression for the matrix Green’s function in Spin $\otimes$ Nambu space:

$$\hat{G}(p, \epsilon) = (\epsilon \hat{\rho}_3 - \hat{\xi}_p - \hat{\Sigma}_p + \hat{\Delta}_p)^{-1}, \quad \hat{\xi}_p = \frac{[p^2/(2m)]}{1}.$$

(7.3)

$$\hat{\Sigma}_p = \begin{pmatrix} g_p \cdot \sigma & 0 \\ 0 & g_{-p} \cdot \sigma^T \end{pmatrix}, \quad \hat{\Delta}_p = \begin{pmatrix} 0 & \hat{\Delta}_p \\ \hat{\Delta}_p^* & 0 \end{pmatrix}.$$

(7.4)

In the NCS, a high impurity concentration would suppress completely the odd-parity spin-triplet component $d_k$ of the superconducting order parameter. We therefore consider a ballistic superconducting region, and make use of the bulk solution $\hat{g}_S$ which may be obtained from the Eilenberger equation (see Sec. 1.5) by setting the gradient term to zero:

$$[\epsilon \hat{\rho}_3 - \hat{\Sigma}_p + \hat{\Delta}_p, \hat{g}_S]_+ = 0.$$

(7.5)
The Green’s function reads:

\[ \hat{g}_S(\varphi) = \frac{1}{2} \left( \begin{array}{c} \mathcal{U}(\varphi) \\ \mathcal{S}(\varphi) \end{array} \right), \quad [\hat{g}_S(\varphi)]^2 = \mathbb{1}, \] (7.5)

where

\[ \mathcal{U}(\varphi) = c_+^+ + (\sigma_y \cos \varphi - \sigma_x \sin \varphi) c_-^-, \] (7.6)
\[ \mathcal{S}(\varphi) = i\sigma_y s_+^+ + (1 \cos \varphi + \sigma_z \sin \varphi) s_-^-, \] (7.7)

and \( \mathcal{\ldots} \) denotes a \( 2 \times 2 \) matrix in spin-space. Above, we have defined

\[ c_\pm = c_+ \pm c_-, \] (7.8)
\[ s_\pm = s_+ \pm s_-, \] (7.9)

being

\[ c_\pm = \cosh(\theta_\pm), \] (7.10)
\[ s_\pm = \sinh(\theta_\pm), \] (7.11)

with \( \theta_\pm = \arctanh(\Delta_\pm / \varepsilon) \), and \( \Delta_\pm = \Delta_0 \pm \Delta \), having chosen real amplitudes for singlet and triplet components of the gap function. Note that \( \varphi \) is the azimuthal angle in the \( xy \)-plane. Features captured by a fully self-consistent calculations such as superconducting order parameter suppression at the interface would only quantitatively alter our results and does not affect our conclusions \([177,173]\). The inverse proximity effect, from the ferromagnet into the superconductor, can be shown to be negligible for a low-transparency barrier and wide superconducting region \([177]\). We will concentrate on this regime in what follows.

### 7.3. Usadel equation and boundary conditions for F/TS

In the non-superconducting region, we consider the diffusive regime of transport which often is the experimentally most relevant one. In order to calculate the Green’s function \( \hat{g}_4 \), we need to solve the Usadel equation with appropriate boundary conditions at \( x = 0 \) and \( x = d_F \). Since we employ a numerical solution, we have access to study the full proximity effect regime, and also an, in principle, arbitrary spatial modulation \( h = h(x) \) of an exchange field. The Usadel equation \([122]\) in the \( N \) part reads:

\[ D \partial (\hat{g} \partial \hat{g}) + i[\varepsilon \hat{p}_3 + \text{diag}[h \cdot \sigma, (h \cdot \sigma)^T], \hat{g}] = 0. \] (7.12)

Boundary conditions applicable to diffusive normal metal/unconventional superconductor junctions were derived in \([125]\). We assume that materials are separated by an infinitely thin insulating barrier of the form \( H\delta(x) \), corresponding to a transmissivity

\[ T(\varphi) = \frac{4 \cos^2(\varphi)}{4 \cos^2(\varphi) + Z^2}, \] (7.13)

where \( Z = 2mH/k_F \) is a dimensionless parameter quantifying the barrier strength. Other relevant parameters are the resistance of non-superconducting layer \( R_F \) and

\[ \text{For simplicity we use the same symbol } \hat{g} \text{ for the Green’s function in the ballistic superconducting layer and for its angular average } \langle \hat{g} \rangle \text{ in the diffusive layer (see Sec. 1.5).} \]
insulating barrier resistance \( R_B = 2R_0/t \), where

\[
t = \int_{-\pi/2}^{\pi/2} d\varphi \, T(\varphi) \cos(\varphi)
\]  

(7.14)

and \( R_0 \) is the contact Sharvin resistance. Being it a function of constriction area, it can be considered an independent parameter with respect to \( Z \) [125]. For arbitrary interface transparency boundary condition at \( x = 0 \) can be written as

\[
\Gamma d_F \hat{g}\partial \hat{g} = 2\langle \left[ \hat{g}, \hat{B}(\varphi) \right] \rangle,
\]  

(7.15)

where \( \Gamma = R_B/R_F \) and \( \langle \ldots \rangle \) represents an angular average on Fermi surface:

\[
\langle f(\varphi) \rangle = \int_{-\pi/2}^{\pi/2} d\varphi \, f(\varphi) \cos(\varphi)/t.
\]  

(7.16)

The matrix \( \hat{B}(\varphi) \) can be written as

\[
\hat{B}(\varphi) = \frac{-T' \left( 1 + \hat{H}^{-1} \right) + T'^2 \hat{g}\hat{H}^{-1} \hat{H}_+}{-T' \left[ \hat{g}, \hat{H}^{-1} \right] + \hat{H}_-^{-1} \hat{H}_+ - T'^2 \hat{g}\hat{H}^{-1} \hat{H}_+ \hat{g}},
\]  

(7.17)

where

\[
\hat{H}_\pm = (\hat{g}S(\varphi) \pm \hat{g}S(\pi - \varphi))/2,
\]  

(7.18)

and

\[
T'(\varphi) = T(\varphi)/\left[ 2 - T(\varphi) + 2\sqrt{1 - T(\varphi)} \right].
\]  

(7.19)

At \( x = d_F \) the N part borders to vacuum so that the boundary condition simply read \( \partial \hat{g} = 0 \).

We use a Riccati-parametrization of the Green’s functions as follows [178,179]:

\[
\hat{g} = \left( \frac{\mathcal{K}(1 - \gamma \hat{\gamma})}{2\mathcal{K}^2} \right) \left( \frac{2\mathcal{K}^2}{\mathcal{K}(-1 + \gamma \hat{\gamma})} \right),
\]  

(7.20)

where

\[
\mathcal{K} = (1 + \gamma \hat{\gamma})^{-1} \quad \hat{\mathcal{K}} = (1 + \hat{\gamma} \gamma)^{-1}.
\]  

(7.21)

This parametrization facilitates the numerical computations, and also ensures the normalization condition \( \hat{g}^2 = 1 \).

In what follows, we analyze the proximity effect in the normal electrode by examining the quasiparticle density of states (DOS) defined as

\[
N(\varepsilon)/N_0 = \text{Re}[g_{11} + g_{22}]/2 = \text{Tr}[\text{Re}\{\mathcal{K}(1 - \gamma \hat{\gamma})\}]/2,
\]  

(7.22)

where \( N_0 \) is the normal-state DOS. We fix \( Z = 2 \) and \( \Gamma = 0.1 \) corresponding to a rather low interface-transparency. To model inelastic scattering, we add a small imaginary part \( \delta \) to the quasiparticle energies, where \( \delta/\Delta_0 = 0.01 \).
7. Proximity effect theory in F/TS

![Figure 7.2](image)

**Figure 7.2.** The experimental setup proposed to determine the relative amplitude of singlet and triplet gaps in a non-centrosymmetric superconductor. The normal metal layer has a thickness \(d_N\) and it is considered in the dirty limit.

### 7.4. Proximity effect in N/NCS

Before illustrating our results for a F/NCS structure we analyze the proximity effect in an N/NCS structure as depicted in Fig. 7.2. We will show how STM measurements could give insight in superconducting properties of mixed parity NCS. In particular we show that the qualitative features of the DOS evaluated for this system strongly depend on the relative amplitude of the singlet and triplet components: a qualitative change occurs when \(\Delta_t\) exceeds \(\Delta_0\) in magnitude. We find that the fully suppressed low-energy DOS transforms into a peak-structure due to the appearance of zero-energy states resulting from the triplet component [170][172]. In this way, probing the DOS in a normal metal contacted to a NCS via e.g. STM-spectroscopy reveals direct information about the triplet contribution in the superconducting condensate. Indeed an immediate discrimination between the order of singlet and triplet gaps in mixed parity NCS, e.g. if \(\Delta_t > \Delta_0\) or \(\Delta_t < \Delta_0\), is possible while for precise estimation of their ratio a fitting procedure can be employed.

The DOS is estimated in N by solving the Usadel equation Eq. 7.12 without the exchange field term. Fig. 7.3 shows the proximity modified DOS evaluated at the top of diffusive normal metal as depicted in Fig. 7.2 for \(\Gamma = 0.1\), \(Z = 2\), and \(d_N = 1.5\xi_S\), being \(x_{iS}\) the superconducting coherence length. The energy is referred to the Thouless energy \(E_{Th} = D/d^2\) and several \(\Delta_t/\Delta_0\) values are considered. In the N/S case, i.e. \(\Delta_t = 0\), the usual minigap structure is present. Its width decrease for increasing \(\Delta_t < \Delta_0\) until it collapses to a single point at \(\varepsilon = 0\) precisely for \(\Delta_t = \Delta_0\) (not shown in Fig. 7.3). The minigap then transforms abruptly into a well defined zero energy peak (ZEP) for \(\Delta_t > \Delta_0\). This peak exist even for pure, i.e. not mixed-parity, triplet superconductors like \(p_x \pm ip_y\)-wave as reported in the literature and shown here later.
7.4. Proximity effect in N/NCS

Figure 7.3. Proximity modified DOS evaluated at the top of diffusive normal metal as depicted in Fig. 7.2 for $\Gamma = 0.1$, $Z = 2$, and $d_N = 1.5\xi_s$. A transition occurs when $\Delta_t = \Delta_0$, altering the low-energy structure from fully suppressed to peaked due to unconventional pairing.

Fig. 7.4 shows how these features are modified for different diffusive layer length and $\Gamma$ values. It is clear that peak height values for $\Delta_t > \Delta_0$, and DOS suppression for $\Delta_t < \Delta_0$ are both stronger for short layers and smaller resistance barrier $\Gamma$. In particular ZEP height is larger and DOS suppression is more accentuated in this regime. In the opposite case, e.g. longer diffusive layer and larger interface resistance, both features are less emphasized until they eventually reach the constant normal state DOS as the proximity effect becomes negligible. From this section discussion it is clear that a mixed parity NCS behave very similarly to a pure singlet (triplet) superconductor when its largest gap is the singlet (triplet) one when proximity effect is considered. This is consistent with experiments [183,184].
Figure 7.4. Proximity modified DOS evaluated at the top of diffusive normal metal as depicted in Fig. 7.2 for different barrier resistance and diffusive layer length values. In each panel different styles are associated with different $\Delta_t/\Delta_0$ values: 0 (green dotted), 0.4 (red long-dashed), 0.8 (blue short dashed), 1.2 (purple dot-dashed), 1.6 (orange solid).
CHAPTER 8

Spin-sensitive long-ranged proximity effect in F/TS

This Chapter is devoted to the analysis of the interplay of exchange field in F and \( d_k \) vector in TS. We show that in F/TS a long-ranged proximity effect can be realized.

8.1. Proximity effect for different triplet superconductors

We now describe the spin-sensitive long-ranged proximity effect. We focus on the setup illustrated previously and depicted in Fig. 7.1. To understand how this effect works, we demonstrate it on two experimentally relevant examples: a noncentrosymmetric superconductor with amplitude of gap components fixed as \( \Delta_t = 1.5 \Delta_0 \), and a chiral \( p_x + ip_y \)-wave superconductor described by \( d_k = \Delta_0(0, 0, k_x + ik_y)/k_F \). Our choice of relative amplitudes of singlet and triplet gaps in NCS is consistent with specific heat and Knight shift measurements on CePt_3Si which have found a strong triplet character \[183, 184]\.

Bulk Green’s function in the chiral \( p_x + ip_y \)-wave superconductor reads

\[
\hat{g}_S(\phi) = \begin{pmatrix}
c & 0 & 0 & se^{i\phi} \\
0 & c & -se^{i\phi} & 0 \\
0 & -se^{-i\phi} & -c & 0 \\
-se^{-i\phi} & 0 & 0 & -c
\end{pmatrix}, \quad [\hat{g}_S(\phi)]^2 = \mathbb{1}, \tag{8.1}
\]

where

\[
c = \cosh(\theta), \tag{8.2}
\]
\[
s = \sinh(\theta), \tag{8.3}
\]

with \( \theta = \arctanh(\Delta_0/\varepsilon) \).

DOS is evaluated by solving Eq. (7.12) in F assuming Eilenberger solution for Green’s function in TS (Eq. (7.5) for NCS and Eq. (8.1) for chiral \( p_x + ip_y \)-wave).

8.1.1. Exchange field dependence of proximity-modified DOS

In Fig. 8.1, the DOSs evaluated at the top of the structure \( (x = d_F) \) for different directions and strength of exchange field in the diffusive ferromagnet are shown. For \( h||z \), the zero energy peak (ZEP) in the DOS is completely insensitive to the ferromagnetism in the NCS case (top-left panel): even for very high exchange fields, the DOS remains virtually unchanged compared to a normal diffusive electrode. In the case of a superconducting electrode featuring a chiral \( p \)-wave symmetry
Figure 8.1. DOS at $x = d_F$ for different pairing states in the triplet superconductor and different directions and strength of exchange field in the diffusive ferromagnet. Here $\Delta_t/\Delta_0 = 1.5$, $d_F = 1.5\xi_S$, $\Gamma = 0.1$, and $Z = 2$. Note the insensitivity of the proximity-induced zero-energy peak in the DOS in the upper left and lower right panels, contrary to the cases shown in the lower left and upper right panels. Thus, different orientations of the exchange field suffice to make the subtle distinction between two spin-triplet superconducting order parameters.

8.1.2. Exchange field dependence of proximity decay length

The zero energy peaks in DOS which are unaffected by exchange fields, are seen to persist even at distances far inside the ferromagnetic layer ($\gg \xi_F = \sqrt{D/h}$), evidencing that we are dealing with a long-range proximity effect in spite of the presence of an exchange field. This is shown clearly in Fig. 8.2 where, with the same pattern of Fig. 8.1, zero energy DOS is plotted as a function of $d_F/\xi_S$. We note that the proximity effect is long-ranged, e.g. it decays on a length expected in normal but not in ferromagnetic layers, even without any magnetic inhomogeneity.
in F, in complete contrast to conventional F/S hybrid structures. Indeed we find that the same configurations of exchange fields and \( d_k \)-vector which do not suppress ZEP do not even suppress the decay length of superconducting correlation resulting from proximity effect.

### 8.1.3. Odd frequency symmetry of superconducting correlations

In diffusive systems Green’s functions become isotropic due to frequent impurities scattering. Consequently superconducting correlations leaking the non-superconducting material which are coded in anomalous Green’s functions \( f \) (see Sec 1.5) are expected to be odd in frequency (energy) when they are generated by a triplet superconductor. This is the case in order to respect the overall antisymmetry in accordance with Pauli principle. Indeed our case anomalous Green’s function have even orbital and spin parity (they are isotropic and in a spin triplet configuration) and in order to be antisymmetric they have to be odd in frequency. In simple F/S with no magnetic scattering these functions are even in frequency, i.e. \( f(-\varepsilon) = [f(\varepsilon)]^* \), meaning that \( \text{Re}(f) \) is even and \( \text{Im}(f) \) is odd. Odd frequency correlations instead are characterized by \( f(-\varepsilon) = [-f(\varepsilon)]^* \), that is \( \text{Re}(f) \) is odd and \( \text{Im}(f) \) is even. Referring to the usual setup studied in this Part (see Fig. 7.1), we have analyzed the anomalous parts of the Green’s functions. As an example consider Fig. 8.3 where real (green) and imaginary (red) parts of the \( S_z = 0 \) triplet anomalous retarded Green’s functions \( f_t = (f_{11} + f_{1\uparrow})/2 \) propagated in F from proximity effect of \( p_x + ip_y \) superconductor are shown. Anomalous triplet correlations are odd in frequency and have the same spin-sensitive and long-ranged behavior analyzed previously. Indeed all the correlations analyzed in this Part, which contribute to the unconventional proximity effect shown, have this frequency symmetry. The situation is analogous in the F/NCS case.
8. Interpretation and realizability

We now proceed to explain the underlying physics behind these results. The triplet pairing in the superconducting condensate has a spin-degree of freedom described by the $d_k$-vector and thus couples to the orientation of the exchange field. In the NCS case, the net triplet condensate has zero spin-projection, but it is comprised of two equal contributions of $S_z = \pm 1$ pairing gaps. Therefore, an exchange field applied along the $z$-direction has no influence on the triplet pairing since it simply renormalizes the chemical potential. However, applying the field along the $y$-direction effectively induces spin-flip scattering which breaks the $S_z = \pm 1$ Cooper pairs and thus suppresses the proximity effect. Because of this, the ZEP is present for $h||\hat{z}$ but absent for $h||\hat{y}$. In the chiral superconducting state, chosen to model the pairing symmetry believed to be realized in Sr$_2$RuO$_4$, the triplet component belongs to the $S_z = 0$ class and thus has a spin confined to the $xy$-plane. By a similar argument as above, an exchange field applied in this plane does not interact destructively with the triplet pairing, while a field applied along $\hat{z}$ induces spin-flip scattering detrimental to the Cooper pairs.

This line of reasoning holds quite generally for any triplet state. Although there exist alternative experimental techniques to probe the triplet pairing symmetry which are also based on the interaction between a magnetic field and the $d_k$-vector, such as spin susceptibility and thermal conductance measurements \cite{180,181}, these techniques are based on applying an external magnetic field directly to the superconductor. In contrast, the spin-sensitive proximity effect considered here has an advantage compared to previous methods in that the superconducting and magnetic correlations originate with different parts of the system and that the measurements do not have to be performed on the superconductor, thus avoiding complications with induced vortex-configurations via an external field. Instead, all the information about the triplet condensate can be probed simply by measuring the DOS in the non-superconducting region. The proximity effect also becomes long-ranged in the ferromagnet irrespective of whether it has a weak or strong exchange field, such that one is not restricted to probing the correlations within a few nanometers of the interface region in conventional F/S structures. We have also checked numerically how robust the spin-sensitive proximity effect is against a misalignment of the
field, i.e. when it is not fully oriented along the $y$- or $z$-axis for our setup, due to e.g. the presence of stray fields or magnetic inhomogeneities (see Fig. 8.4). Only small quantitative changes are observed for misalignment angles up to 15-20°, such that the effect exhibits some robustness towards imperfections in the orientation of the field which could be present in real samples. Concerning the experimental realization of the ferromagnet/triplet superconductor junctions considered here, one would need to couple the ferromagnetic layer to the plane of the superconductor where the order parameter experiences a sign reversal, in order to produce the ZEP. Depending on the crystal structure, this could be challenging with respect to cleaving along an appropriate lattice plane for certain materials, e.g. the $ab$-plane for Sr$_2$RuO$_4$. However, we also note that a possible pinning of the $d_k$ vector by spin-orbit coupling in triplet superconductors \[180\] is not only unproblematic for our purposes, but actually beneficial since it stabilizes the orientation of the $d_k$ vector.

**Figure 8.4.** DOS at $x = d_F$ for NCS (left panel) and $p_x + ip_y$ (right panel) superconductors. $h = 15\Delta_0$ is fixed and different curves are associated with different $h$ direction in the $y - z$ plane determined by the angle $\theta$. From top to bottom in the left panel and from bottom to top in the right panel $\theta$ values are $0, \pi/20, \pi/10, \pi/8, 3\pi/8, 2\pi/5, 9\pi/20, \pi/2$. Here $\Delta_r/\Delta_0 = 1.5, d_F = 1.5\xi_g$, $\Gamma = 0.1$, and $Z = 2$. 
Part IV results summary and discussion

In this Part of the dissertation we have analyzed proximity effect in ferromagnet/triplet superconductor (F/TS) structures within the quasiclassical theory of superconductivity. We have focused on particular triplet pairings as the ones realized in noncentrosymmetric superconductor (NCS) CePt$_3$Si, and chiral superconductor Sr$_2$RuO$_4$ and considered the standard setup of STM measurement in which a thin layer of a non superconducting material is placed on top of the superconductor being subjected to the proximity effect. We have demonstrated that measurement of proximity modified local DOS with e.g. STM in a diffusive normal metal (N) put in contact with NCS can give insight in the superconducting structure of mixed parity NCS. In particular we have shown that the qualitative features of the DOS evaluated for this system strongly depend on the relative amplitude of the singlet and triplet gap components: a qualitative change occurs when $\Delta_t$ exceeds $\Delta_0$ in magnitude. We find that the fully suppressed low-energy DOS, e.g. a minigap, transforms into a peak-structure due to the appearance of zero-energy states resulting from the triplet component. In this way, probing the DOS in a normal metal contacted to a NCS reveals direct information about the triplet contribution in the superconducting condensate. Indeed an immediate discrimination between the order of singlet and triplet gaps in mixed parity NCS, e.g. if $\Delta_t > \Delta_0$ or $\Delta_t < \Delta_0$, is possible while for precise estimation of their ratio a fitting procedure can be employed. We have demonstrated the presence of a spin-sensitive proximity effect in F/TS. In particular, we have shown how the orientation of the exchange field in the ferromagnet couples to the $d_k$-vector of the proximity-induced triplet superconductivity leaking into the F region, providing clearly distinguishable features in the local density of states. The proximity effect can be completely destroyed when exchange field and $d_k$-vector are parallel while it is completely unaffected by magnetism, both in amplitude and in penetration length, when exchange field and $d_k$-vector are orthogonal. The proximity effect is long-ranged, e.g. it decays on a length expected in normal but not in ferromagnetic layers, even without any magnetic inhomogeneity in F, in complete contrast to conventional F/S hybrid structures. The effect is robust against small misalignment with respect to these two particular orientations which could be present in real samples. With the ongoing activity of characterizing novel superconducting materials where triplet pairing is believed to be present, such as heavy-fermion compounds, we believe our results may serve as a useful tool to experimentally identify the superconducting pairing state. Indeed we note that our results could be used to identify if the $d_k$-vector in eutectic Sr$_2$RuO$_4$-Sr$_3$Ru$_2$O$_7$ is stabilized to $(-k_y, k_x, 0)$ instead of $(0, 0, k_x + ik_y)$ as in bulk Sr$_2$RuO$_4$, which was suggested very recently in Ref. [182].
Part V

Concluding remarks

Is that a good thing or a bad thing?
Results summary and discussion

This dissertation has been devoted to analysis of transport and proximity effect in ferromagnet/superconductor heterostructures considering the possibility of various unconventional manifestations for both type of orders. In Part I, itinerant ferromagnetism, superconductivity, and their interplay in heterostructures have been introduced together with materials and models. Part II has been devoted to the analysis of charge and spin transport in ballistic ferromagnet/singlet superconductor junctions (F/S). Such kind of system may be easily realized using well consolidated fabrication procedures and standard measurements can be performed on it. We have considered both a Stoner ferromagnet (STF) and a spin bandwidth asymmetry ferromagnet (SBAF) with an unequal mass renormalization of oppositely polarized carriers as F lead and conventional $s$-wave and $d_{x^2-y^2}$-wave symmetries in S. The latter case has also been considered accompanied by a minority component breaking time-reversal symmetry (BTRS) with $s$- or $d_{xy}$-wave minority component, e.g. $d_{x^2-y^2} + is$-wave and $d_{x^2-y^2} + id_{xy}$-wave. The analysis has been performed developing an extension of the standard Blonder-Tinkham-Klapwijk approach to the case of a ferromagnetic electrode exhibiting either a standard Stoner exchange mechanism or a mass mismatch-driven ferromagnetism and solving the corresponding Bogoliubov-de Gennes equations. A special emphasis has been devoted to the different roles played by the exchange splitting and spin dependent mass asymmetry in F. Our analysis has revealed several differences between the two cases. Our results suggest that the junction with conventional S can be considered an efficient device to probe mechanism behind the itinerant ferromagnetism. Moreover we have explained how a direct measurement of spin polarization in F and of its mass mismatch contribution is possible without a fitting procedure by measuring with focused currents critical angles for Andreev reflection (AR) and transmission. When $d_{x^2-y^2}$-wave S is considered, we have found the zero bias conductance peak (ZBCP) in charge conductance is narrower and higher when the F lead is SBAF rather than STF. This finding being potentially useful for the experimental detection of a mass mismatch contribution to the magnetization. Since the Andreev reflection is phase sensitive, the onset and amplitude of Andreev bound states (ABSs), responsible for ZBCP appearance, is a signature of the symmetry of the order parameter. For this reason, we have also investigated the transport properties of a junction with a superconductor exhibiting a broken time-reversal symmetry of $d_{x^2-y^2} + is$ or $d_{x^2-y^2} + id_{xy}$ type motivated by the fact that such realizations can characterize several high-$T_c$ cuprates. In the high transparency limit, we have found a different behavior around zero bias of SBAF/$d_{x^2-y^2} + id_{xy}$ and STF/$d_{x^2-y^2} + id_{xy}$ junctions, such that the use of a SBAF allows to discriminate more efficiently between BTRS states with $d_{x^2-y^2} + is$ or $d_{x^2-y^2} + id_{xy}$ pairing symmetry than STF does. Indeed,
we have shown that a SBAF ferromagnetic electrode with mass mismatch introduces an extra effective barrier which affects the charge transport of the hybrid structure, driving the junction toward a tunneling regime where zero energy ABS (existing in \(d_{x^2−y^2} + id_{xy}\) and not in \(d_{x^2−y^2} + is\) case) is the dominant channel for transport. We have shown that this mass mismatch renormalization deriving by spin dependent masses in F, can give rise to spin filtering effects in F/S which are not manifested when a standard Stoner ferromagnet is considered allowing to conclude that the presence bandwidth asymmetry in F may mimic the behavior of a spin active barrier. This is achieved as a consequence of the fact that the mass asymmetry between up and down spin electrons entering explicitly the boundary condition equations, make electrons with opposite spin feel different values of the barrier height, eventually resulting in a spin filtering effect. When the S side is an isotropic \(s\)-wave superconductor, we have shown that for biases lower than the gap amplitude \(\Delta_0\), SBAF/S conductance associated with the minority spin carriers can be larger than for the majority spin ones, this ordering being reversed when biases larger than \(\Delta_0\) are considered. This result suggests that a junction with a mass mismatch ferromagnet induces an effective spin-active interfacial effect. Nevertheless, this result requires a cooperative effect between the barrier and the mass mismatch: above moderately high barrier height, low values of the masses ratio are already able to produce a minority-spin charge conductance component higher than the corresponding majority-spin one. In general the effect is more clear in the tunneling limit. When a \(d_{x^2−y^2}\)-wave order parameter for the S side is considered, splitting of ZBCP of charge conductance is found. This splitting is symmetric if the F layer has no net spin polarization (by tuning carefully exchange splitting and mass mismatch in such a way that they cancel each other out) and asymmetric in the other case, consistently with well known results for magnetic insulating interfaces. Also in this case, the splitting found depends on the interplay between the barrier height and the mass mismatch, and it may disappear in specific regions of the corresponding parameter space. In particular we have shown that these effects are more clear in the metallic limit, differently from the \(s\)-wave case. These results suggest that the junction may work as a spin filtering device for charge current. As far as the spin transport is concerned, we have shown that the spin conductance in a STF/S junction is everywhere larger than in a SBAF/S one for all the unconventional superconducting symmetries analyzed here, except, occasionally, for the case of a conventional \(s\)-wave superconducting electrode. We have highlighted the relation between spin conductance and existence of nodes and breaking time reversal symmetries in S showing that while ABS strongly affect charge transport, spin transport is almost independent on it. We have also shown that a F/S junction with an \(s\)-wave superconductor can work as a switch able to turn on and off a spin current, leaving the charge current unchanged. In particular, our results show that for a wide range of interfacial barrier strengths, the spin current passing through the junction when the state of the switch is “on” is larger if the ferromagnetic electrode is a SBAF rather than a STF. This relative increase in spin current can be very high, and for particular values of the barrier strength a gain of up to 100% can be reached. In Part III we have analyzed the Josephson effect in short, ballistic single channel S/F/S junctions by means of the Bogoliubov–de Gennes equations in the quasiclassical Andreev approximation. We have again considered also the possibility of ferromagnetism originating from a mass renormalization of carriers of
opposite spin. We have compared a junction with this unconventional kinetically driven ferromagnetism in the F layer with one with the usual Stoner mechanism considering also their interplay. Analyzing Andreev levels, free energy and currents, we have shown that the Josephson effect in the two junctions shows different features especially for intermediate/high polarization values. In particular, we have shown that the junction with total or partial spin bandwidth asymmetry in the F layer undergoes a larger number of $0 - \pi$ transitions driven by variations in junction width and polarization. By examining free energy and phase diagrams, we have pointed out how junctions with different magnetic mechanisms in the F layer can be in different phases even if all junction parameters have the same values whenever a suitable contribution from bandwidth asymmetry builds up the spin polarization.

We have remarked that this is a rather common (rare) situation in the intermediate/high (low) polarization regime. By analyzing Josephson critical current we have shown that bandwidth asymmetry can both enhance and decrease its value, the former situation being more common for strong ferromagnets. In Part IV proximity effect in heterostructures involving triplet superconductors (TS) and diffusive normal metals and ferromagnets has been examined by solving Eilenberger and Usadel equations for a typical STM setup for local DOS measurement in the proximate non superconducting region. We have focused on particular triplet pairings as the ones realized in noncentrosymmetric superconductor (NCS) CePt$_3$Si, and chiral superconductor Sr$_2$RuO$_4$. We have demonstrated that measurement of proximity modified local DOS with e.g. STM in a diffusive normal metal put in contact with NCS can give insight in the superconducting structure of mixed parity NCS. In particular we have shown that the qualitative features of the DOS evaluated for this system strongly depend on the relative amplitude of the singlet and triplet gap components: a qualitative change occurs when $\Delta_t$ exceeds $\Delta_0$ in magnitude. We find that the fully suppressed low-energy DOS, e.g. a minigap, transforms into a peak-structure due to the appearance of zero-energy states resulting from the triplet component. In this way, probing the DOS in a normal metal contacted to a NCS reveals direct information about the triplet contribution in the superconducting condensate. Indeed an immediate discrimination between the order of singlet and triplet gaps in mixed parity NCS, e.g. if $\Delta_t > \Delta_0$ or $\Delta_t < \Delta_0$, is possible while for precise estimation of their ratio a fitting procedure can be employed. We have demonstrated the presence of a spin-sensitive proximity effect in F/TS. In particular, we have shown how the orientation of the exchange field in the ferromagnet couples to the $d_k$-vector of the proximity-induced triplet superconductivity leaking into the F region, providing clearly distinguishable features in the local density of states. The proximity effect can be completely destroyed when exchange field and $d_k$-vector are parallel while it is completely unaffected by magnetism, both in amplitude and in penetration length, when exchange field and $d_k$-vector are orthogonal. The proximity effect is long-ranged, e.g. it decays on a length expected in normal but not in ferromagnetic layers, even without any magnetic inhomogeneity in F, in complete contrast to conventional F/S hybrid structures. The effect is robust against small misalignment with respect to these two clear orientations which could be present in real samples.

We believe that our findings on charge and spin transport in F/S can turn out to be relevant for the experimental probe of specific features of magnetic and superconducting materials, e.g. the knowledge of the charge response at different
values of the spin polarization may be used to perform high sensitive magnetization or superconducting gap amplitude and phase measurements. Our results suggest also that an F/S junction with a SBAF may represent an important tool for the manipulation of the spin degrees of freedom in solid state systems, as concerns both spin and charge transport. They can also prove to be useful in spintronics applications and devices requiring an efficient way of controlling separately charge and spin currents. Given the increasing number of experimental investigations in this rapidly growing field, we believe that our results may provide a useful contribution to the comprehension of some relevant phenomena involving spin polarized tunneling. Our findings on Josephson effect in S/F/S are relevant for many interesting magnetic materials which can be hardly framed exclusively within a Stoner scenario. As relevant examples we cite the half-metal ferromagnets defined by the property to have almost 100% transport spin polarization. Materials belonging to this class usually have spin polarization $M$ in the range where bandwidth asymmetry is clearly distinguishable from Stoner exchange. Their high polarization values can hardly be ascribed only to Stoner exchange, so that when trying to theoretically model them the inclusion of bandwidth asymmetry is a fundamental ingredient. We would like to notice that our findings may turn out to be a useful tool to ascertain if a given ferromagnetic material has spin bandwidth asymmetry. Furthermore, since a bandwidth asymmetric F layer can provide more frequent transitions and is likely to support a larger critical current for a given set of parameters than a Stoner ferromagnet, it may be used for electronics or spintronics applications and devices based on the Josephson effect and relying on $0 - \pi$ transitions. Moreover, considering experimental and sample production limitations, the choice of magnetization mechanism may work as an extra degree of freedom which by itself may determine the ground state phase difference across the junction or the magnitude of Josephson critical current. With the ongoing activity of characterizing novel superconducting materials where triplet pairing is believed to be present, such as heavy-fermion compounds, we believe our results on spin sensitive proximity effect in F/TS may serve as a useful tool to experimentally identify the superconducting triplet pairing states.
Future works

There are several interesting topics connected to the discussed ones which are worthwhile to explore. It can be important to try to fit experimental data of conductance spectra in F/S with our model including the possibility of spin bandwidth asymmetry. Indeed very recently it was shown that to fit properly point contact data of Nb/CrO$_2$ a parameter mimicking spin active interface processes should be considered. This is in close analogy with bandwidth asymmetry as discussed before, and carriers mass ratio could be estimated with a fitting procedure. Also charge and possibly spin supercurrent in structures involving ferromagnets and triplet superconductors is a fundamental topic. The inclusion of spin active and spin flip processes at the interfaces, together with the analysis of different geometries and triplet superconductors, can shed light on the conditions favoring existence of spin current, spin supercurrent, and charge and spin current separation. This analysis should be performed both in ballistic and diffusive systems. The Josephson effect in metals or ferromagnets sandwiched between triplet superconductors promise to be a hot topic due to progress in samples preparation which open the possibility to effectively look at spin Josephson currents. A unique definition of the latter is missing in the literature where sometimes it is assumed to be equal simply to the spin polarization of Josephson current. Before moving to peculiar systems, a good idea seems just to compare different definitions, trying to understand in which situations one should choose a definition rather than the other considering ballistic or diffusive regimes, as well as short or long Josephson junctions and interface properties. Spin sensitive effects are likely to be realized when triplet superconductors are connected by a ferromagnet. In particular relative orientations between $\mathbf{d}$ vectors, magnetic moments in F and at insulating interfaces can strongly modify charge and spin transport through the junction opening up the possibility of spin Josephson current control. This analysis should be performed both in ballistic and diffusive systems, and also considering non homogeneous magnetism in the mid layer enhancing under particular conditions the proximity effect. It could be important also to consider different orbital and spin superconducting symmetries in each electrode in order to ascertain the conditions for destructive and constructive interference in both charge and spin Josephson current.
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# List of Symbols and Acronyms

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABS</td>
<td>Andreev bound state</td>
</tr>
<tr>
<td>AR</td>
<td>Andreev reflection</td>
</tr>
<tr>
<td>BdG</td>
<td>Bogoliubov-de Gennes (equations)</td>
</tr>
<tr>
<td>BTK</td>
<td>Blonder, Tinkham, and Klapwijk (formalism)</td>
</tr>
<tr>
<td>BTRS</td>
<td>Broken time reversal state</td>
</tr>
<tr>
<td>DOS</td>
<td>Density of states</td>
</tr>
<tr>
<td>$E_{Th}$</td>
<td>Thouless energy</td>
</tr>
<tr>
<td>$E_F$</td>
<td>Fermi energy</td>
</tr>
<tr>
<td>ELQ</td>
<td>Electron–like quasiparticle</td>
</tr>
<tr>
<td>F</td>
<td>Generic ferromagnet</td>
</tr>
<tr>
<td>FI</td>
<td>Ferromagnetic insulator</td>
</tr>
<tr>
<td>HLQ</td>
<td>Hole–like quasiparticle</td>
</tr>
<tr>
<td>I</td>
<td>Generic insulator</td>
</tr>
<tr>
<td>M</td>
<td>Degree of spin polarization</td>
</tr>
<tr>
<td>N</td>
<td>Generic normal metal</td>
</tr>
<tr>
<td>NCS</td>
<td>Noncentrosymmetric superconductor</td>
</tr>
<tr>
<td>$\xi_F$</td>
<td>Magnetic coherence length</td>
</tr>
<tr>
<td>$\xi_S$</td>
<td>Superconducting coherence length</td>
</tr>
<tr>
<td>$P_\sigma$</td>
<td>Fraction of carriers with spin $\sigma$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>$\rho_\sigma$</td>
<td>$\rho^{\uparrow(\downarrow)} = +1(-1)$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Electrons and holes spin index (&quot;up&quot; or &quot;down&quot;)</td>
</tr>
<tr>
<td>$\bar{\sigma}$</td>
<td>Opposite of $\sigma$</td>
</tr>
<tr>
<td>S</td>
<td>Generic singlet superconductor</td>
</tr>
<tr>
<td>SBAF</td>
<td>Spin bandwidth asymmetry ferromagnet</td>
</tr>
<tr>
<td>STF</td>
<td>Stoner ferromagnet</td>
</tr>
<tr>
<td>STM</td>
<td>Scanning tunneling microscopy</td>
</tr>
<tr>
<td>TS</td>
<td>Generic triplet superconductor</td>
</tr>
<tr>
<td>U</td>
<td>Exchange energy in F</td>
</tr>
<tr>
<td>X</td>
<td>$U/E_F$</td>
</tr>
<tr>
<td>Y</td>
<td>$m_1/m_4$</td>
</tr>
<tr>
<td>Z</td>
<td>Dimensionless insulating barrier strength</td>
</tr>
<tr>
<td>ZBCP</td>
<td>Zero bias conductance peak</td>
</tr>
<tr>
<td>ZEP</td>
<td>Zero energy peak</td>
</tr>
</tbody>
</table>