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Chapter 1

Introduction

In the last years the electronic industry has rapidly evolved, improving device performances and, at the same time, reducing both the size of the components and their costs. [1] The search of low cost electronic materials has led towards the synthesis and the employment of materials based on organic molecules. \( \pi \)-Conjugated small molecules and their oligomers and polymers have revealed to be extremely useful building blocks for developing efficient optoelectronic devices. The impressive progresses obtained in the field of organic light emitting diodes (OLED) and solar energy conversion have allowed to achieve efficiencies high enough to reach the market,[3, 4] with still high expectations of further improvements. In particular, organic small molecules offer several intrinsic advantages: they have well defined chemical structures, they are synthetically reproducible, and, mostly important, their chemico-physical properties can be tuned by a palette of synthetic approaches which allow for sophisticated chemical functionalizations.

Those significant improvements have no doubt been the result of successful works on different directions and aspects, including among others: i) the rational design and the synthesis of novel molecules with better suited redox properties;[2] ii) the use of crystal engineering techniques for obtaining optimal thin film structures; device optimization, posing attention on impurities and testing conditions too.[5]

In this PhD thesis attention has been focused on the first point above, i.e. the theoretical design of new molecules for next generation electronics, with particular emphasis on the theoretical analysis of the rates of the elementary electron transfer processes which occurs in organic cells for solar energy conversion.
The redox potential is among the most important property of molecules to be employed in an electronic devices. It controls the energetics of all the electron transfer processes which take place during device operation. Because of that, the first task of this thesis has consisted in the affords development of a computational protocol which allows for reliably estimates of molecular redox potentials in solution, an important step toward a rational design of new organic dyes. Since large size molecules have necessarily to be considered, density functional theory (DFT) approach has been the method of choice, because of its favourable scaling with the size of the systems to be examined. A few benchmark studies have been performed to individuate the best functional and basis set combination for predicting the redox potentials of chromophores used in optoelectronic devices. In particular, the difficult case of donor-acceptor (D-A) molecules, whose electronic structures makes them particularly suitable for both photoinduced electron transfer and charge transport, has been deeply analyzed. The results of this first part are mainly reported in chapter 2.3.

The second task of this thesis has concerned with the theoretical analysis of the operational performances of D-A dyes in photovoltaic solar cells, both in bulk-heterojunction and dye sensitized solar cells. As concerns bulk heterojunction cells, the case of three chromophores, which, although sharing many chemico-physical properties, exhibit different energy conversion efficiencies have been analyzed. The different efficiencies of the three dyes have been attributed to very different rates of photoinduced electron transfer, the first step of energy conversion process in any type of photovoltaic solar cell. For achieving such a result, a full quantum mechanics procedure for computing the rates of elementary electron transfer processes has been developed. The procedure starts from the Fermi Golden Rule (FGR) expression of the rate of electronic transitions and makes use of a rigorous evaluation of the Franck-Condon weighted density of states, performed by Kubo’s generating function approach, which allows for considering all the effects which affect electron transfer (ET) rates: equilibrium position displacements upon transferring an electron from a molecule to another, normal mode mixing, the so called Duschinsky effect, and changes of vibrational frequencies upon ET. Those effects are directly related to the molecular structural properties, so that the analysis of ET rates has revealed to be a very powerful tool for investigating structure-property relationships for the
employment of small organic molecules in photovoltaic solar cells. The adopted theoretical procedure is reported in the chapter dedicated to theoretical methods and procedures, whereas the results concerning the three dyes exhibiting different power conversion efficiencies has been reported in chapter 3.1.2. Novel pyran derivative chromophores have also been considered for possible application in dye sensitized solar cells. The results are reported in chapter 3.2, where the major deficiencies of such chromophores as sensitizers have been rationalized in terms of unsuitable redox potentials.

The third part of this thesis has been devoted to a very important task for next generation electronics: the rational design of new N-rich fused-ring heteroaromatics small organic molecules for n-type charge transport in thin layers. In organic materials, the drift velocity of the charge carriers per unit applied electric field has experienced a significant increase in the last years, achieving hole mobilities of the order of $40 \text{ cm}^2\text{V}^{-1}\text{s}^{-1}$, for crystalline pentacene thin films,[6] and electron mobilities of $\approx10 \text{ cm}^2\text{V}^{-1}\text{s}^{-1}$ for solution-grown aligned C$_{60}$ single crystals.[7] Although such impressive results, charge mobilities in organic semiconductors remain about one order of magnitude less than those of inorganic highly purified compounds. In organic electronics, most of the work up to now has been concentrated on hole transporters, especially on acenes, for which the favorable combination of redox properties and molecular packing results in very high hole mobilities for pentacene and rubrene. Those molecules are however unfavorable electron-transporting material, particularly for the high reactivity of their radical anions, which can reduce molecular oxygen, a component which is difficult to exclude even in encapsulated devices. An efficient molecular electron-carrier must therefore possess a lower LUMO energy, below that of possible trap states, and retain the rigid structures of acenes which ensures low reorganization energies. A practical way to achieve those requirements could be the substitution of CH units by more electronegative nitrogen atoms, generating pyridine, pyrazine or even more nitrogen rich rings, such as triazine and triazole rings.

In this PhD thesis the suitability of N-rich fused-rings heteroaromatics, as electron carriers in semiconducting layers for applications in organic electronic devices has been investigated. The substitution of CH units with nitrogen atoms is particularly appealing because:
• it offers the possibility of tuning the electron donor/acceptor character of the molecule by exploiting the intrinsic electron withdrawing character of nitrogen, hopefully allowing for switching from the hole transport properties of pure acenes to ambipolar or even n-type conduction;

• it allows for the possibility of introducing pyridine-like N atoms, i.e. with the lone pair of N in the plane of the ring, or pyrrole-like N atoms with the lone pair contributing to the $\pi$-electron system.

The latter point is extremely important for application of crystal engineering, because it offers tools to be used to control or steer the solid state packing.

In this thesis five novel N-rich ring-fused heteroacenes with excellent potentiality of being good building blocks for electron transporting materials have been considered. As compared with the pyrazacenes previously reported in the literature,[8, 9] the novel compounds show a significantly higher amount of N atoms in the fused ring conjugated system. Although no computationally guided optimization has been performed at this preliminary step, some of the compounds already exhibit remarkably good redox properties and packing arrangements at the solid state, which justify further investigations as building blocks for organic charge transport materials. Low values of LUMO energies, slightly higher (0.1 V) than those relative to the fullerene derivatives usually employed in bulk heterojunction solar cells, have been measured by cyclic voltammetry for two of such compounds. Remarkably, the voltammograms show that reduction processes are reversible for all the compounds. As concerns solid state packing, a strong preference of $\pi$-stacking contacts over T contacts has been observed; in some cases a stacking of infinite planar layers of molecules bonded by C-H⋯N interactions has been observed.[10] Furthermore, at variance with acenes that, with increasing the number of fused rings, become unstable under ambient conditions, all the compounds are highly stable in air, both in solution and in the solid state. The simulated photo-electronic detachment spectrum of the anionic species of the most promising molecule exhibits features which allow to classify it as a potentially excellent n-type transporter. Those results are reported in chapter 4.
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Chapter 2

Theoretical background
2.1 Molecular vibrations

A polyatomic molecule with N atoms has in total 3N nuclear degrees of freedom, of which 3N - 6 (3N - 5 for linear molecules) are vibrations. Let \( q_i \) be a set of 3N Cartesian mass weighted displacement coordinates:

\[
q_1 = \sqrt{m_1}(x_1 - x_1^0), \quad q_2 = \sqrt{m_1}(y_1 - y_1^0), ..., \quad q_{3N} = \sqrt{m_N}(z_N - z_N^0).
\]  

(2.1)

Using eq. 2.1, the kinetic energy can be written as:

\[
T = \frac{1}{2} \sum_{i=1}^{3N} \dot{q}_i^2.
\]  

(2.2)

The potential energy can be expanded as Taylor series in powers of \( q_i \):

\[
V = V_0 + \sum_{i=1}^{3N} \left( \frac{\partial V}{\partial q_i} \right) q_i + \frac{1}{2} \sum_{i=1}^{3N} \sum_{j=1}^{3N} \left( \frac{\partial^2 V}{\partial q_i \partial q_j} \right) q_i q_j + ....
\]  

(2.3)

where \( V_0 \) is the potential energy of the molecule at the equilibrium geometry and can be set to zero.

The first derivative at the equilibrium geometry of the potential energy is zero, and neglecting terms in higher power of q the potential energy becomes:

\[
V = \frac{1}{2} \sum_{i=1}^{3N} \sum_{j=1}^{3N} f_{ij} q_i q_j,
\]  

(2.4)

with

\[
f_{ij} = \left( \frac{\partial^2 V}{\partial q_i \partial q_j} \right)
\]  

(2.5)

The \( f_{ij} \) is the mass-weighted force constant, which is the element of the mass-weighed Hessian matrix \( f \). Considering Lagrange’s equation of motion:

\[
\frac{d}{dt} \left( \frac{\partial T}{\partial \dot{q}_i} \right) + \left( \frac{\partial V}{\partial q_i} \right) = 0
\]  

(2.6)
and substituting equations 2.3 and 2.2 in 2.6, we obtain 3N differential equations per 3N coordinates:
\[ \ddot{q}_i + \sum_{j=1}^{3N} f_{ij} q_j = 0, \quad i = 1, 2, \ldots, 3N. \]  
(2.7)

with possible solutions
\[ q_i = A_i \cos(2\pi \nu ct + \varphi), \]  
(2.8)
where \( A_i \) is the amplitude of vibration of the \( i \)-th displacement coordinate, \( \nu \) the vibrational frequency, and \( \varphi \) the phase of motion. Substituting eq. 2.8 in 2.7 one obtains:
\[ \sum_{j=1}^{3N} (f_{ij} - \delta_{ij} \lambda^2) A_i = 0, \quad i = 1, 2, \ldots, 3N. \]  
(2.9)
with \( \lambda = 4\pi^2 \nu^2 c^2 \) and which yields the \( A_i \)s and the \( \nu \)s. The solutions of eq. 2.9 are collective modes of vibrations in which each \( q_i \) oscillates with the same frequency \( \nu \). The latter point can be better appreciated by solving eq. 2.8 in a different way, by introducing a new set of coordinates for which the equations of motions are uncoupled. Let \( Q \) be the set of new coordinates:
\[ q = LQ, \quad Q = L^{-1} q. \]  
(2.10)
(2.11)

where \( L \) is a transformation matrix. The kinetic and potential energies in terms of coordinates \( Q \) are:
\[ 2T = \dot{Q}^\dagger \dot{Q} = \dot{Q}^\dagger L^\dagger L \dot{Q}, \]  
(2.12)
\[ 2V = \dot{Q}^\dagger L^\dagger fL \dot{Q}, \]  
(2.13)

For \( T \) being in diagonal form it is necessary that:
\[ L^\dagger L = I; L^\dagger = L^{-1} \]  
(2.14)

The frequencies of the vibrations and the coefficient of \( L \) can be obtained by diagonalizing the mass-weighted Hessian matrix \( f \) (eq. 2.13).

For the quantum description of molecular vibrations the approach starts from normal coordinates: the equations of the motion are uncoupled and therefore the
Hamiltonian operator can be written as the sum of one-dimensional harmonic oscillators vibrating with frequency $\omega_k$, along the coordinate $Q_k$. The Schrödinger equation for the molecular vibration can be written as:

$$\sum_{k=1}^{3N-6} \left[ -\frac{\hbar^2}{2} \frac{\partial^2}{\partial Q_k^2} + \frac{1}{2} \lambda_k^2 Q_k^2 \right] |\phi^v\rangle = E_v |\phi^v\rangle$$  \hspace{1cm} (2.15)$$

where $\hbar$ is the Planck constant, $\lambda$ is defined in eq. 2.9, $|\phi^v\rangle$ and $E_v$ are the wavefunction and the energy of the $v$-th state of the $k$-th normal mode.

The total wavefunction is a product of wavefunction of one-dimensional oscillators and the total energy is sum of the energy of the single one-dimensional oscillators:

$$|\phi^v\rangle = \prod_k |\phi^v(Q_k)\rangle, E_v = \sum_k E_v(k).$$  \hspace{1cm} (2.16)$$

here $k = 1, 2, ..., N$. The energy and wavefunction for each harmonic oscillator can be obtained as:

$$E_{vk}^{nk}(k) = \left(n_k + \frac{1}{2}\right) \hbar \omega_k , \phi_{nk}^v(Q_k) = I_{nk} e^{-\omega_k Q_k^2/2\hbar^2} H_{nk}(\sqrt{\omega_k Q_k/\hbar}),$$  \hspace{1cm} (2.17)$$

with $n_k = 0, 1, 2, ...$ which is the vibrational quantum number, $I_{nk}$ is the normalization factor, $H_{nk}(\sqrt{\omega_k Q_k/\hbar})$ is the Hermite polynomials (eq. 2.18).

$$H(Q) = (-1)^n e^{Q^2} d^n e^{Q^2}$$  \hspace{1cm} (2.18)$$

### 2.2 Electron Transfer Processes

Electron transfer (ET) reactions are ubiquitous in chemistry and biochemistry. Franck and Libby were the first who realized that ET rates are regulated by the nuclear motions of the two molecules which exchange an electron and of the surrounding environment. In analogy with radiative transitions, they affirmed that the Franck-Condon (FC) principle also holds for thermal ET reactions in solutions, so that ET rates are determined by the square of the overlap between the vibrational
states of the initial and final electronic states, the so called FC factors. The seminal studies of Lax and Kubo, and of Marcus, who pioneered the quantitative description of the solvent effects, provided powerful theoretical means for computing FC factors, posing the fundamentals of modeling ET reactions in condensed phases. Marcus\cite{1, 2, 3, 4, 5} adopted a simplified one-dimensional model, treating the vibration classically, without considering frequency changes between the initial and final states. Marcus’ model is not valid to low temperature, and does not consider tunnel effects.

The full quantum-mechanical treatment of ET reactions has been developed by Kubo\cite{6} and Lax\cite{9}, who introduced very efficient computational procedures.

### 2.2.1 Marcus’ classical description of the electron transfer processes

In Marcus’ theory, the nuclear coordinate dependence of the two involved electronic states (A and B) is expressed in the harmonic approximation, as two parabolas with the same curvature:

\[
V_A = \frac{1}{2} k_H (q - q_{A,0})^2 + E_A \tag{2.19}
\]

\[
V_B = \frac{1}{2} k_H (q - q_{B,0})^2 + E_B \tag{2.20}
\]

where q is the nuclear coordinate, $h_H/2$ is the "width" of the parabola i.e. the stiffness of the system, and $E_{A/B}$ are the minima for the potential energy of the two states. Let the energy of activation be $E^*$, see Figure 2.1:

\[
E^* = \frac{1}{2} k_H \left[ \frac{1}{2} (q_{A,0}^2 - q_{B,0}^2) + \frac{\Delta E_0}{k_H (q_{A,0} - q_{B,0})^2} \right]^2 + E_A \tag{2.21}
\]

where $\Delta E_0$ is $E_B - E_A$. Assuming that the frequencies do not change between the two states we’ll use $\Delta G$ instead of $E$, then the value of free activation energy at the crossing point is:

\[
\Delta G^* = E^* - E_A = \frac{(\lambda + \Delta G_0)^2}{4\lambda} \tag{2.22}
\]

\[
\Delta G_0 = \Delta E \tag{2.23}
\]
with $\lambda$ reorganization energy (see Figure 2.1).

The rate constant of ET reactions can be thus written, in the framework of the absolute reaction rate theory, as:

$$k_{B<A} = \alpha f e^{\frac{-\Delta G^*}{k_B T}}$$

(2.24)

in which $\alpha$ is the parameter related to the probability of electron transfer, $f$ is the collision frequency in the liquid phase, and $K_B$ is Boltzmann’s constant.

The reorganization energy ($\lambda$)\cite{1, 10} is defined as the change in Gibbs energy for bringing products at the equilibrium geometry of the reactants state. (figure 2.1)

This energy has been separated into solvational ($\lambda_{0}$) and vibrational ($\lambda_{i}$) components:

$$\lambda = \lambda_{solv} + \lambda_{int}$$

(2.25)

The estimation of solvational energy in eq 2.25 was obtained by Marcus using a model in which reactants and products were modeled as spheres and the solvent as a dielectric continuum.

$$\lambda_{solv} = \frac{\epsilon^2}{4\pi\epsilon_0} \left[ \frac{1}{2a_1} + \frac{1}{2a_2} - \frac{1}{R} \right] \left[ \frac{1}{D_\infty} - \frac{1}{D_0} \right]$$

(2.26)

Here $a_1$, $a_2$, $R$, $D_\infty$ and $D_0$ are respectively the radii of the electron-donor and electron-acceptor molecule in Marcus’ two spheres model, the distance between the centers of the donor and acceptor spheres and the optical and static dielectric constants; $\epsilon$ is the electron charge and $\epsilon_0$ the vacuum permittivity. The difference in the
inverse dielectric constants relates to the fact that nuclear degrees of freedom cannot readjust instantaneously to the motion of the electrons and thus contribute to the barrier, a manifestation of the Born-Oppenheimer separation. The vibrational contribute to the reorganization energy is:

\[ \lambda_{\text{int}} = \sum_l \lambda_{\text{int},l} = \frac{1}{2} \sum_l f_l (\Delta q_{e,l})^2 \]  

(2.27)

Here, the summation is over the coupled intramolecular vibrations. The contribution of the \( l \)-th normal mode to the reorganization energy is given in terms of its constant force \( f_l \) and the change in equilibrium positions between the reactants and the products, \( \Delta q_{e,l} = q_{B,e} - q_{A,e} \).

### 2.2.2 Quantum-mechanical description of electron transfer process

**Fermi’s Golden Rule derivation**

An electron transfer process could be treated as a radiationless transition between two electronic states. A practical and economical tool to derive an ET rate constant is therefore Fermi’s Golden Rule (FGR), which is obtained from the time dependent perturbation theory. The perturbation theory considers the Hamiltonian formed by: zero order component \( H^0 \), that has eigenvalues and eigenfunctions known, and the component \( H' \), related to a perturbation. In the time dependent theory \( H^0 \) models the isolated system and it is independent from the time, while the perturbative part \( H' = f(t) \), where \( t \) is the time variable. In the perturbative theory we assume that \( H'(t) \) is smaller than \( H^0 \). If we introduce a dummy variable \( \lambda (0 < \lambda < 1) \) we can express the Hamiltonian operator as:

\[ H = H^0 + \lambda H'(t) \]  

(2.28)

Let \( \{ \psi_k^0 \} \) the set of eigenfunctions of \( H^0 \) and \( E_k^0 \) the eigenvalues:

\[ H^0 \psi_k^0 = E_k^0 \psi_k^0 \]  

(2.29)
where \( \{ \psi^0_k \} \) are a complete set and whatever state can be describe as linear combination of them. Therefore \( \Psi(x,t) \), state function of the system at time \( t \), is the solution of Schrödinger equation:

\[
\hat{H}\Psi(x,t) = i\hbar \frac{\partial \Psi(x,t)}{\partial t}.
\]  

(2.30)

With the superposition principle, we can express:

\[
\Psi(x,t) = \sum_k c_k(t)\psi^0_k(x,t).
\]  

(2.31)

The \( \psi^0_k \) are stationary states of \( H^0 \) with \( E^0_k \) as eigenvalues, their time dependence is:

\[
\psi^0_k(x,t) = \phi_k(x)e^{-iE^0_k t/\hbar}.
\]  

(2.32)

It is useful express the time dependence in the base functions, the perturbation effect is only in the \( c_k(t) \), because the second factor is the representation of the variation time in the stationary state without perturbation. Replacing eq. 2.31 in the Schrödinger’s time dependent equation 2.30:

\[
\sum_n c_n(t)H^0\psi^0_n + \lambda \sum_n c_n(t)H'\psi^0_n = i\hbar \sum_n \dot{c}_n(t)\psi_n + i\hbar \sum_n c_n(t)\frac{\partial \psi^0_n}{\partial t}
\]  

(2.33)

Considering eq. 2.32 we can write:

\[
\sum_n c_n(t)H^0\phi_n e^{-iE^0_n t/\hbar} + \lambda \sum_n c_n(t)H'\phi_n e^{-iE^0_n t/\hbar} =
\]

\[
i\hbar \sum_n \dot{c}_n(t)\phi_n e^{-iE^0_n t/\hbar} + \sum_n c_n(t)E^0_n\phi_n e^{-iE^0_n t/\hbar}
\]  

(2.34)

The first and the last terms are equal, thus multiplying \( \phi^\dagger_m \), integrating on all the space and using the orthonormality of the wavefunctions of the basis set, we obtain:

\[
\lambda \sum_n c_n(t) \int \phi^\dagger_m H'\phi_n e^{-iE^0_n t/\hbar} = i\hbar \dot{c}_m(t) e^{-iE^0_m t/\hbar}.
\]  

(2.35)

The system of differential equation that expresses the dependence of the \( c_m(t) \)
from the time, is:

\[ \frac{d c_m}{d t} = -\frac{i}{\hbar} \lambda \sum_n c_n(t) e^{i\omega_{mn} t} \int \phi_m^\dagger(\tau) H\phi_n d\tau, \]  

(2.36)

with

\[ \omega_{mn} = \frac{E_m^0 - E_n^0}{\hbar} \]  

(2.37)

and \( m = 0,1,2, \text{ etc.} \)

The equation 2.36 in matrix form is:

\[ \dot{c} = -\frac{i}{\hbar} \lambda U c, \]  

(2.38)

where \( U \) is the matrix whose elements are:

\[ U_{mn} = e^{i\omega_{mn} t} \int \phi_m^\dagger(\tau) H(\tau) \phi_n d\tau. \]  

(2.39)

In some particular case equation 2.38 is exactly resolvable; for the other cases a perturbative solution can be found by expressing \( c_m(t) \) as a power serie of \( \lambda \).

\[ c_m(t) = c_m^{(0)}(t) + \lambda c_m^{(1)}(t) + (\lambda^2/2)c_m^{(2)}(t) + \cdots \]  

(2.40)

Replacing eq. 2.40 in 2.36 and equating the terms of the same power of \( \lambda \):

\[ \frac{d c_m^{(0)}}{d t} = 0, \]  

(2.41)

\[ \frac{d c_m^{(1)}}{d t} = -\frac{i}{\hbar} \sum_n c_n^{(0)}(t) H_{mn} e^{i\omega_{mn} t}, \]  

(2.42)

\[ \frac{d c_m^{(2)}}{d t} = -\frac{i}{\hbar} \sum_n c_n^{(1)}(t) H_{mn} e^{i\omega_{mn} t}. \]  

(2.43)

The solution of eq. 2.41 is:

\[ c_m^{(0)}(t) = \text{cost}, \]  

(2.44)

the constant is determined by imposing the initial conditions. The physical meaning is that with small perturbation or fast time, the system is unchanged.
Suppose that at time $t = 0$, the system is in the ground state, denoted by $|0\rangle$. By imposing these initial conditions we have:

$$c_0^{(0)} = 1, \quad c_n^{(0)} = 1 \quad n \neq 0 \quad (2.45)$$

Substituting these values into the eq. 2.42:

$$\frac{dc_m^{(1)}}{dt} = -\frac{i}{\hbar} H'_m e^{i\omega m_0 t}, \quad (2.46)$$

that can be integrated between $t = 0$ and $t$.

If $H'_{m_0}$ is not time dependent, the solution is:

$$c_m^{(1)} = -\frac{i}{\hbar} H'_m \int_0^t e^{i\omega m_0 t} dt = \frac{H'_m}{\hbar \omega m_0} (1 - e^{i\omega m_0 t}) \quad (2.47)$$

This is the amplitude probability of finding the system in the state $|m\rangle$ at time $t$, for a system in the state $|0\rangle$ at time $t = 0$ and subjected to a perturbation $H'$ time independent.

The probability is:

$$P_{0\rightarrow m} = |c_m(t)|^2 = \left(\frac{H'_m}{\hbar \omega m_0}\right)^2 (1 - e^{i\omega m_0 t}) (1 - e^{-i\omega m_0 t}) = \left(\frac{H'_m}{\hbar}\right)^2 \frac{\sin^2(\omega m_0 t/2)}{\omega^2 m_0^2 / 4} \quad (2.48)$$

The probability of the transition is not equal to zero only with $\omega m_0 \simeq 0$, then $E_m = E_0$, nothing else than the energy conservative principle: a transition from an initial state $|m\rangle$ to a final $|0\rangle$ can only occurs if the two states are approximately at the same energy. The transition probability can be express with Dirac’s “$\delta$” function, which is a representation of unit (a function that is zero everywhere except if the variable is zero):

$$\int_{-\infty}^{+\infty} \delta(y) = 1 \quad (2.49)$$

Substituting Dirac’s $\delta$ in eq. 2.48:

$$P_{0\rightarrow m} = \frac{|H'_m|^2}{\hbar^2} \delta(E_m - E_0) \quad (2.50)$$
By taking \( t \) to infinite limit, we obtain Fermi Golden Rule Formula

\[
k_{m0} = \lim_{t \to \infty} \frac{P_{0 \to m}}{t} = \frac{2\pi}{\hbar} (H'_{m0})^2 \delta(E_m - E_0)
\]  

(2.51)

The eq. 2.51 represents a transition from vibrational level \( 0 \) to \( m \).

This transition rate incorporates the density of states and the probability of transitions between initial and final states. If the transition involves more vibrational states belonging to two different electronic states, the Fermi Golden Rule became:

\[
k_{fi} = Av_l \sum_m |\langle fm | H' | il \rangle|^2 \delta(E_{fm} - E_{il})
\]  

(2.52)

where \( m \) and \( l \) specify the whole set of vibrational quantum numbers of \( |f \rangle \) and \( |i \rangle \), respectively, and \( Av_l \) indicates thermal average over the initial vibrational states.

The generating function approach

In this thesis we’ll consider radiative and non radiative transition,[8] according to first order time dependent perturbation theory (Fermi’s Golden Rule) the "intensity" for a transition between the electronic states \( |i \rangle \) and \( |f \rangle \) for unit time occurs at a certain frequency \( \nu \) is:[9][6][7]

\[
I_{fi}(\nu) = Av_l \sum_m |\langle fm | \mu | il \rangle|^2 \delta(E_{fm} - E_{il} - \hbar\nu)
\]  

(2.53)

where \( \mu \) denotes the dipole moment operator, \( m \) and \( l \) specify the whole set of vibrational quantum numbers of \( |f \rangle \) and \( |i \rangle \), respectively, and \( Av_l \) indicates thermal average over the initial vibrational state. Following Lax[9] and Kubo[7], the infinite summation appearing in eq. 2.53 can be conveniently avoided by introducing the integral representation of Dirac’s \( \delta \) function:

\[
\delta(E_{fm} - E_{il} - \hbar\nu) = \hbar^{-1} \int_{-\infty}^{\infty} \exp[-i(E_{fm} - E_{il} - \hbar\nu)t/\hbar] dt
\]  

(2.54)

inverse Fourier transform of the function \( I_{fi}(t) \):

\[
I_{fi}(\nu) = \hbar^{-1} \int dt e^{-i\omega t} I_{fi}(t)
\]  

(2.55)
\[ I_{fi}(t) = \sum_l \sum_m \langle il | \mu^e e^{-\lambda E_{fm}} | fm \rangle \langle fm | \mu e^{-(\beta-\lambda)E_{il}} | il \rangle / Z_i, \] (2.56)

where \( \omega = 2\pi\nu, \lambda = it/\hbar \) and \( Z_i = \sum_l e^{-\beta E_{il}} \), with \( \beta = 1/k_B T \). Using the well known relation:

\[ \sum_l \exp(-E_{il}) \langle il \rangle \langle il \rangle = \exp(-H_i) \] (2.57)

and integrating over the electronic coordinates \( I_{fi}(\lambda) \) can be rewritten in the very simple form:

\[ I_{fi}(t) = \sum_l \langle l | \mu_{if} e^{-\lambda H_f} \mu_{fi} e^{-(\beta-\lambda)H_i} | l \rangle / Z_i, \] (2.58)

where \( \mu_{if} \) are still operators in the space of the vibrational coordinates. Here we will neglect rotational contributions to the electronic band shape and model the Hamiltonian operators for the nuclear vibrational motion \( H_i \) and \( H_f \) in harmonic approximation. Using mass weighted Cartesian coordinates \( \mathbf{Q} \) the Hamiltonian operator is:

\[ H_f = \frac{1}{2} \mathbf{P}^\dagger \mathbf{P} + \frac{1}{2} (\mathbf{Q} - \mathbf{Q}_f^0)^\dagger \mathbf{K}_f (\mathbf{Q} - \mathbf{Q}_f^0), \] (2.59)

where \( \mathbf{Q}_f^0 \) is the nuclear equilibrium position vector of the electronic state \( |z\rangle \). The matrix representation of \( H_f \) can be brought into diagonal form by adopting the set of normal coordinates:

\[ \mathbf{Q} - \mathbf{Q}_f^0 = \mathbf{L}_f^{-1}\mathbf{q}_f, \] (2.60)

chosen in such a way that:

\[ (\mathbf{Q} - \mathbf{Q}_f^0)^\dagger \mathbf{K}_f (\mathbf{Q} - \mathbf{Q}_f^0) = \mathbf{q}_f^\dagger \mathbf{L}_f \mathbf{K}_f \mathbf{L}_f^{-1} \mathbf{q}_f = \mathbf{q}_f^\dagger \mathbf{\omega}_f \mathbf{q}_f \] (2.61)

with \( \mathbf{\omega}_f \) being a diagonal matrix. Similar equation can be written for the electronic state \( |i\rangle \). From the definition of the normal modes of the electronic states \( |i\rangle \) and \( |f\rangle \):

\[ \mathbf{Q} - \mathbf{Q}_i^0 = \mathbf{L}_i^{-1}\mathbf{q}_i, \quad \mathbf{Q} - \mathbf{Q}_f^0 = \mathbf{L}_f^{-1}\mathbf{q}_f \]

it is easily verified via the identity:

\[ \mathbf{Q}_i^0 + \mathbf{L}_i^{-1}\mathbf{q}_i = \mathbf{Q}_f^0 + \mathbf{L}_f^{-1}\mathbf{q}_f \]
that
\[ q_i = J q_f + K, \quad J = L_i L_f^{-1}, \quad K = L_i (Q^0_f - Q^0_i) \] (2.62)
which is the well known Duschinky affine transformation, relating the normal coordinates of two different electronic states. Note that \( q_f \) and \( q_i \) are different from each other, so that we will use the set of \( Q \) coordinates, which is common to both electronic states. To numerically evaluate \( I_{fi}(\lambda) \) we have to transform eq. 2.58 in the coordinate representation. We thus multiply several times by the unit operator in the coordinate representation:
\[ \int_{-\infty}^{\infty} dQ |Q\rangle \langle Q| = \hat{1} \] (2.63)
writing:
\[ I_{fi}(t) = \frac{1}{Q_i} \int_{-\infty}^{\infty} dQ \int_{-\infty}^{\infty} dQ' \int_{-\infty}^{\infty} dQ'' \int_{-\infty}^{\infty} dQ'''. \]
\[ \sum_l \langle l|Q\rangle \langle Q|\mu_{if} |Q'\rangle \langle Q'| e^{-\lambda H_f} |Q''\rangle \] (2.64)
\[ \langle Q''|\mu_{fi} |Q'''\rangle \langle Q'''| e^{-(\beta - \lambda)H_i} |Q'''}\rangle \langle Q'''}|l\rangle \]
In Condon approximation, which will be used here throughout, the transition dipole moment is not an operator as concerns vibrational coordinates, so that:
\[ \int dQ' \langle Q|\mu_{if} |Q'\rangle = \mu_{if}\delta(Q - Q'). \] (2.65)
Regarding the term \( \langle Q| e^{-\lambda H_z} |Q'\rangle \), we first consider that adopting normal coordinates which uncouple vibrational motion the Hamiltonian operator can be written as a sum of terms, one for each normal coordinates:
\[ \hat{H}_z = \sum_i \hat{h}_{zi}(q_{zi}), \]
with:
\[ \hat{h}_{zi}\psi_n^{(zi)}(q_{zi}) = (n + \frac{1}{2}) \hbar \omega_{zi} \psi_n^{(zi)}(q_{zi}) \]
In the normal coordinate representation the total vibrational wavefunction is a product of $3N - 6$ harmonic oscillator wavefunctions ($N =$ number of atoms):

$$\Psi_z(q) = \Pi_i \psi_i(q_i)$$  \hspace{1cm} (2.66)

We can thus write:

$$\langle q | e^{-\lambda H_z} | q' \rangle = \Pi_i \langle q_i | e^{-\lambda \hat{h}_{zi}} | q'_i \rangle$$  \hspace{1cm} (2.67)

Inserting the unit operator $$\sum_l |l\rangle \langle l|$$, where $|l\rangle$ is an eigenstate of $\hat{h}_{zi}$, each term of the product above can be evaluated as follows:

$$\langle q_i | e^{-\lambda \hat{h}_{zi}} | q'_i \rangle = \sum_l \langle q_i | e^{-\lambda \hat{h}_{zi}} | l \rangle \langle l | q'_i \rangle = \sum_l e^{-\lambda E_i} \langle l | q'_i \rangle =$$  \hspace{1cm} (2.68)

$$\sum_l e^{-\lambda E_i} \psi_i^{(zi)}(q_i) \psi_i^{(zi)*}(q'_i)$$

The infinite summation appearing in eq. 2.68 can be carried out into a closer form by means of a formula attributed to Mehler:

$$\sum_l e^{-\lambda E_i} \psi_i^{(zi)}(q_i) \psi_i^{(zi)*}(q'_i) = \sqrt{\omega_i 2\pi \sinh(\lambda \hbar \omega_i)}$$

$$\times \exp\left[- \frac{\omega_i}{4\hbar} \tanh(\lambda \hbar \omega_i/2)(q_i + q'_i)^2 - \frac{\omega_i}{4\hbar} \coth(\lambda \hbar \omega_i/2)(q_i - q'_i)^2\right]$$  \hspace{1cm} (2.69)

$\omega_z$ being the vibrational frequency if the i-th mode of the electronic state $|z\rangle$. Thus:

$$\langle q | e^{-\lambda H_z} | q' \rangle = f_z(q,q') = \Pi_i f_{zi}(q_i, q'_i)$$  \hspace{1cm} (2.70)

where for simplicity we have dropped the index $i$. Eq. 2.70 can be written in tensor form:

$$f_z(q, q') = \sqrt{\det \left[ \frac{\omega_z}{2\pi \sinh(\lambda \hbar \omega_z)} \right]}$$  \hspace{1cm} (2.71)

$$\times \exp\left[- \frac{1}{4\hbar}(q + q')^{\dagger} \omega_z \tanh(\lambda \hbar \omega_z/2) (q + q') - \frac{1}{4\hbar}(q - q')^{\dagger} \omega_z \coth(\lambda \hbar \omega_z/2) (q - q')\right]$$
where $\omega_z$ is the diagonal matrix of the vibrational frequency of $|z\rangle$. We now re-express $f_z(q, q')$ as a function of a set of Cartesian displacement coordinates which can be used both for the electronic state $|i\rangle$ and $|f\rangle$. Expliciting hyperbolic functions and considering that $[\omega, e^\omega] = 0$ because each power of an operator commutes with the operator itself, eq. 2.71 can be rewritten in the form:

$$f_z(q, q') = \sqrt{\det \left[ \frac{\omega_z}{2\pi \sinh(\lambda \hbar \omega_z)} \right]}$$

$$\times \exp \left[ -\frac{1}{4\hbar} (q + q')^\dagger (e^{\lambda \omega_z/2} - e^{-\lambda \omega_z/2}) \omega_z (e^{\lambda \omega_z/2} + e^{-\lambda \omega_z/2})(q + q') 
- \frac{1}{4\hbar} (q - q')^\dagger (e^{\lambda \omega_z/2} + e^{-\lambda \omega_z/2}) \omega_z (e^{\lambda \omega_z/2} - e^{-\lambda \omega_z/2})(q - q') \right]$$

Since

$$\omega_z = LK_z L^{-1},$$

and

$$q = L(Q - Q_z^0),$$

which gives:

$$f_z(Q, Q') = \sqrt{\det \left[ \frac{K_z}{2\pi \sinh(\lambda \hbar K_z)} \right]} \times \exp \left[ -\frac{1}{4\hbar} (Q + Q' - 2Q_z^0)^\dagger L_z^{-1} (e^{\lambda \omega_z/2} - e^{-\lambda \omega_z/2}) L_z K_z L_z^{-1} (e^{\lambda \omega_z/2} + e^{-\lambda \omega_z/2}) L(Q - Q') - \frac{1}{4\hbar} (Q - Q')^\dagger L_z^{-1} (e^{\lambda \omega_z/2} + e^{-\lambda \omega_z/2}) L_z K_z L_z^{-1} (e^{\lambda \omega_z/2} - e^{-\lambda \omega_z/2}) L(Q - Q') \right]$$

where we have used the identity:

$$\det \omega_z = \det K_z.$$

Considering now that:

$$L_z^{-1} (e^{\lambda \omega_z/2} - e^{-\lambda \omega_z/2}) L_z = e^{\lambda K_z/2} - e^{-\lambda K_z/2}$$
eq. 2.72 can be rewritten:

\[
f_z(Q, Q') = \sqrt{\det \left[ \frac{K_z}{2\pi \sinh(\lambda \hbar K_z)} \right]} \quad (2.74)
\]

\[
\times \exp \left[ -\frac{1}{4\hbar} (Q + Q' - 2Q_0^f) \dagger K_z \tanh(\lambda \hbar K_z/2)(Q + Q' - 2Q_0^f) - \frac{1}{4\hbar} (Q - Q') \dagger K_z \coth(\lambda \hbar K_z/2)(Q - Q') \right]
\]

By substituting equations 2.74 and 2.70 in 2.64:

\[
I_{f_i}(t) = \frac{1}{Z_i} \int_{-\infty}^{\infty} dQ \int_{-\infty}^{\infty} dQ'' \int_{-\infty}^{\infty} dQ'''
\sum_l \langle l | Q \rangle | \mu_{ij} |^2 f_f(Q, Q'') f_i(Q'', Q) \langle Q'''| l \rangle = \frac{|\mu_{ij}|^2}{Z_i} \int_{-\infty}^{\infty} dQ \int_{-\infty}^{\infty} dQ'' f_f(Q, Q'') f_i(Q'', Q) \quad (2.75)
\]

We obtain:

\[
I_{f_i}(t) = \frac{|\mu_{ij}|^2}{Z_i} \sqrt{\det \left[ \frac{K_f}{2\pi \sinh((\beta - \lambda)\hbar K_f)} \right]} \sqrt{\det \left[ \frac{K_i}{2\pi \sinh(\lambda \hbar K_i)} \right]} \int_{-\infty}^{\infty} dQ \int_{-\infty}^{\infty} dQ''
\exp \left[ -\frac{1}{4\hbar} (Q + Q'' - 2Q_0^f) \dagger K_f \tanh((\beta - \lambda)\hbar K_f/2)(Q + Q'' - 2Q_0^f) - \frac{1}{4\hbar} (Q - Q'') \dagger K_f \coth((\beta - \lambda)\hbar K_f/2)(Q - Q'') \right]
\]

\[
-\frac{1}{4\hbar} (Q'' + Q - 2Q_0^f) \dagger K_i \tanh(\lambda \hbar K_i/2)(Q'' + Q - 2Q_0^f) - \frac{1}{4\hbar} (Q'' - Q) \dagger K_i \coth(\lambda \hbar K_i/2)(Q'' - Q)
\]

To solve the integral we substitute:

\[
x = \frac{Q + Q''}{2}; y = \frac{Q - Q''}{2}; \quad (2.77)
\]
with
\[
\left( \begin{array}{c} Q \\ Q'' \end{array} \right) = \left( \begin{array}{cc} I & I \\ I & -I \end{array} \right) \left( \begin{array}{c} x \\ y \end{array} \right)
\]

(2.78)

and \(2^n\) Jacobian of the transformation \((Q, Q'')\) to \((x, y)\). The integral obtained is:

\[
I_{fi}(t) = \frac{|\mu_f|^2}{Z_i} \sqrt{\det \left[ \frac{K_f}{2\pi \sinh((\beta - \lambda)\hbar K_f)} \right]} \sqrt{\det \left[ \frac{K_i}{2\pi \sinh(\lambda \hbar K_i)} \right]} \left( \begin{array}{c} x \\ y \end{array} \right)
\]

\[
2^n \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \exp \left[ -\frac{1}{\hbar} (x - Q_0^f)^\dagger K_f \tanh((\beta - \lambda)\hbar K_f/2)(x - Q_0^f) \right. \\
\left. -\frac{1}{\hbar} (y)^\dagger K_f \coth((\beta - \lambda)\hbar K_f/2)(y) \right]
\]

\[
\left. -\frac{1}{\hbar} (x - Q_0^i)^\dagger K_i \tanh(\lambda \hbar K_i/2)(x - Q_0^i) \right] \\
-\frac{1}{\hbar} (-y)^\dagger K_i \coth(\lambda \hbar K_i/2)(-y) \right]
\]

Using the notation:

\[
T_f = \frac{1}{\hbar} K_f \tanh((\beta - \lambda)\hbar K_f/2) \quad C_f = \frac{1}{\hbar} K_f \coth((\beta - \lambda)\hbar K_f/2)
\]

\[
T_i = \frac{1}{\hbar} K_i \tanh(\lambda \hbar K_i/2) \quad C_i = \frac{1}{\hbar} K_i \coth(\lambda \hbar K_i/2)
\]

the eq. 2.79 becomes:

\[
I_{fi}(t) = \frac{|\mu_f|^2}{Z_i} \sqrt{\det \left[ \frac{K_f}{2\pi \sinh((\beta - \lambda)\hbar K_f)} \right]} \sqrt{\det \left[ \frac{K_i}{2\pi \sinh(\lambda \hbar K_i)} \right]} \left( \begin{array}{c} x \\ y \end{array} \right)
\]

\[
2^n \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \exp \left[ -(x - Q_0^f)^\dagger T_f (x - Q_0^f) - (y)^\dagger C_f(y) \\
\left. -(x - Q_0^i)^\dagger T_i (x - Q_0^i) - (-y)^\dagger C_i(-y) \right]
\]

Considering:

\[
det2X = 2^n detX
\]

(2.82)
and solving the two integrals we obtain the equation:

\[ I_{fi}(t) = \frac{|\mu_{ij}|^2}{Z_i} \left[ \det \Phi \right]^{-1/2} \exp \left( -\left( T_i(Q_i + Q_f) \right) \left( T_f + T_i \right)^{-1} \left( T_f(Q_i + Q_f) \right) \right) \]  \hspace{1cm} (2.83)

where \( \left[ \det \Phi \right]^{-1/2} \) is:

\[ \left[ \det \Phi \right]^{-1/2} = \sqrt{ \det \left[ \frac{K_f}{\pi \sinh((\beta - \lambda)\hbar K_f)} \right] \sqrt{ \det \left[ \frac{K_i}{\pi \sinh(\lambda \hbar K_i)} \right] \sqrt{ \det(C_f + C_i) \sqrt{ \det(T_f + T_i) } } } \]  \hspace{1cm} (2.84)

It depends by the diagonal matrices of the vibrational frequencies of the initial and final state, the terms \( T_i, T_f, C_i \) and \( C_f \).

Substituting the result in the inverse Fourier transform, see eq. 2.55, we obtain the Franck-Condon weighted densities of states.

The GF approach is the most efficient method for evaluating Franck-Condon weighted densities of states, inasmuch as it allows to include in computations all the normal modes of vibration, takes into account the effects due to displacements of the equilibrium positions of the two electronic states as well as normal mode mixing, and changes of the vibrational frequencies.
2.3 Theoretical prediction of oxidation potential

Organic dyes in photovoltaic solar cells undergo photo-induced redox reactions, whose rates, as it will be shown in chapter 3, crucially affect the efficiencies of the devices. Both Marcus’ theory and, indirectly, the Fermi Golden Rule predict that the rate of electron transfer exponentially depends on the free energy change of the process. Because of such an exponential dependence, the fine tuning of the oxidation potentials of the dyes employed in solar cells is important for improving device performances. Computational chemistry can be of great help in this task, provided that accuracies of a few tens of mV are achieved. In this chapter we will show that such a high accuracy can be indeed achieved by using density functional theory (DFT) approaches, on condition that the functional to be employed in computations is accurately selected according to the electronic properties of the dye.

DFT methods offer several advantages with respect to post-Hartree-Fock methods, because of their favourable scaling with the size of molecules, providing sufficiently reliable results at reasonable computational costs, and very low spin contaminations of doublet states, which are involved in the calculation of adiabatic redox potentials. Since high accuracy are required for the computational design of chromophores with suitable redox potentials, it has been necessary to carry out a benchmark study to individuate the best functional and basis set combination for each class of chromophores used in organic electronics. The organic molecules selected for the benchmark study are shown in Figure 2.2. As concerns the class of donor-acceptor (D-A) dyes, there are: a tricyanofuran amine 12 [11, 12, 13], amino oligoenes 1-5 [14], coumarine and perylene dyes 13,16 [15, 16], and spiropyran compounds 9-11 [17, 18, 19, 20].

The D-A molecules are particular interesting and, at the same time difficult cases, because their electronic structure can vary from push-pull to zwitterionic, through the intermediate case of the cyanine limit.

A simple description of this class of molecules is provided by the two state model, in which the electronic wavefunction is expressed as a linear combination of wavefunction of the two limiting forms, the neutral (N) and the separated charge ones (zwitterionic, Zw), i.e. in Equation 2.85 and Figure 2.3.
The strength of the electron donor and electron acceptor groups determines the relative weights of the two limiting forms: for $c_{Zw} \gg c_N$, the molecule exhibits zwitterionic character; for $c_N \gg c_{Zw}$ it is a push-pull neutral system; the case of $c_N \approx c_{Zw}$ is a neutral system with a charge separation.

$$\Psi_G = c_N \phi_N + c_{Zw} \phi_{Zw}$$ (2.85)
equal contributions of the two forms is called the "cyanine limit". Electronic wavefunctions of the molecules 6-8 are one of example about the change from zwitterionic (6) to donor-acceptor push-pull(8) [21].

The oxidation potential of the chromophores of Figure 2.2 have been computed at the DFT level by using different functionals and the theoretical results compared with available experimental data. The latter ones have been taken from the literature but for dyes 6-8, whose oxidation potentials have been determined from the first time by us by using cyclic voltammetry, see appendix B.

2.3.1 Theory and data processing

Before approaching the problematic task of evaluating Gibbs free energies, we define the absolute standard potential, $E^{\text{ox},\text{abs}}_{O/R}$, for the reversible one-electron redox reaction:

$$O_{\text{soln}} + e^{-}_{\text{gas}} \rightleftharpoons R_{\text{soln}}$$ (2.86)

related to its standard Gibbs free energy:

$$F_E^{\text{ox},\text{abs}}_{O/R} = -\Delta G_{\text{red}}^0 = \Delta G_{\text{ox}}^0 = [G^0_{O_{\text{soln}}} - G^0_{R_{\text{soln}}}] + G^0_{e^{-}_{\text{gas}}},$$ (2.87)

where $O/R$ is the oxidized/reduced species, $F$ is the Faraday constant, and $G^0$ is the free energy.

The term in square brackets in eq. 2.87 is determined by using a thermodynamic cycle (Figure 2.4) in which the free energy of reaction 2.86 is separated into the sum of the gas-phase free energy and the difference of solvation free energy between the
oxidized and reduced species [22, 23]:

\[
\Delta G_{\text{red}}^0 = \Delta G_{\text{gas}}^0 + \Delta G_{\text{R,solv}}^0 - \Delta G_{\text{O,solv}}^0.
\]  

(2.88)

Solvation free energy for R(O) is then obtained as the difference between the electronic energy (\(\mathcal{E}\)) of the R(O) species computed by using a continuum solvation model [24, 25] and its gas phase energy, both quantities calculated for the equilibrium geometry in vacuum:

\[
\Delta G_{\text{R(O),solv}}^0 \approx \mathcal{E}_{\text{R(O),solv}} - \mathcal{E}_{\text{R(O),gas}}.
\]  

(2.89)

In most of the cases the outlined procedure is known to provide reliable estimates of oxidation free energies, however we have preferred to optimize all the geometries by including solvation effects through the PCM [26, 27, 28, 29]; that choice is dictated by the fact that electron densities and optimum geometries of some of the investigated dyes exhibit a large dependence on the dielectric environment [21].

Different reference states can be chosen for the electron to define a valid absolute potential [30], but the most acceptable and widely used in computations [31, 22, 23] assumes the electron in vacuum at 0 K as the zero energy level. By adopting the electron convention, according to which the electron is equivalent to an element thus having zero free energy and enthalpy of formation, and evaluating the integrated thermal capacity and entropy by Fermi-Dirac statistics, the free energy of the electron turns out to be \(-0.038\) eV at 298.15 K [32, 33, 34].

Redox potentials in aqueous solution are usually measured against “practical” reference electrodes such as Ag/AgCl or saturated calomel (SCE), whose potentials referred to the standard hydrogen electrode (SHE) are known with sufficient precision. The determination of the absolute potential of SHE has been afforded in several studies [35, 31, 36, 37, 38, 39]; the subject was recently reissued by Isse and Gennaro [40]. Using the free energy solvation of the proton instead of its potential and employing up to date thermodynamic data, they obtained \(E_{\text{abs}}^{\text{H}^+/{\text{H}_2}} = 4.281\) V at \(T = 298.15\) K and \(p_{\text{H}_2} = 1\) bar, a value also consistent with the Fermi-Dirac electron convention.

Further complications arise for organic dyes because voltammetric measurements are carried out in solutions of organic solvents with a suitable supporting electrolyte.
added to ensure electrical conduction, while aqueous systems (SCE, Ag/AgCl) are
often used for reference electrodes. Indeed the above electrochemical setup intro-
duces an inter-liquid potential, \( E_L \), at the junction of aqueous and organic solutions.

Denoting as Or/Rr (e.g. AgCl/Ag) the oxidized and reduced form of the reference
aqueous electrode, the measured potential for the O/R semi-couple in solvent S may
be expressed as:

\[
E_{O/R,S}^{\text{abs}} = E_{\text{Or},Rr,aq}^{\text{abs}} - E_L,
\]  

(2.90)

where \( E_{O/R,S}^{\text{abs}} \) is the absolute O/R reduction potential and \( E_{\text{Or},Rr,aq}^{\text{abs}} \) is the abso-
lute potential of the Or/Rr electrode:

\[
E_{\text{Or},Rr,aq}^{\text{abs}} = E_{\text{H}^+/\text{H}_2}^{\text{abs}} + E_{\text{Or},Rr,aq}^{\text{abs}}.
\]  

(2.91)

Using eq. 2.90 and eq. 2.91 and minding that the potential of the O/R semicou-
ple referred to SHE is:

\[
E_{O/R,S}^{\text{abs}} = E_{O/R,S}^{\text{abs}} - E_{H^+/H_2}^{\text{abs}},
\]  

(2.92)

we have:

\[
E_{O/R,S}^{\text{abs}} = E_{\text{Or},Rr,aq}^{\text{abs}} + E_{H^+/H_2}^{\text{abs}} - E_L.
\]  

(2.93)

By using the absolute potential of SHE by Isse and Gennaro\textsuperscript{[40]} equations 2.90-
2.93 lead to:

\[
E_{O/R,S}^{\text{abs}} = E_{O/R,S}^{\text{abs}} + 4.281 \text{ V},
\]  

(2.94)

which, inserted in eq. 2.87 gives the experimental estimate of the oxidation free
energy, the quantity directly comparable with the outcomes of quantum chemical
computations.

To make equations 2.93-2.94 operative \( E_L \) should be known. Unfortunately
liquid junction potentials are thermodynamically quantities which depend on the
compositions of the organic and aqueous solutions in contact and on the adopted
experimental setup \textsuperscript{[42]}. Indeed the values of liquid junction potentials estimated
so far varied considerably in dependence of the extra-thermodynamic assumptions
employed [43, 44], therefore no attempt is made here to insert any adjustment for liquid junction [41, 30, 45].

Voltammetric determined one electron reduction potentials for the investigated D+/D couples expressed versus their reference electrode as well as vs SHE are reported in Table 2.1. The conversion constant from the IUPAC recommended ferricinium/ferroocene (Fe+/Fc) [45] redox system to SHE in acetonitrile (AN) with 0.1 M tetraalkylammonium salts as supporting electrolytes has been set to 0.62 V [41, 46]. The absolute potential of Fe+/Fc in dichloromethane has been set to 4.98 V [47]. The values of standard reduction potentials for aqueous Ag/AgCl and SCE in saturated KCl, 0.197 and 0.241 V vs SHE respectively [48].

<table>
<thead>
<tr>
<th>Dye</th>
<th>Reference solvent</th>
<th>$E^{*}_{D+/D}$</th>
<th>$E^{*}_{H^{+}/H_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ag/AgCl DMF</td>
<td>1.16*</td>
<td>1.36</td>
</tr>
<tr>
<td>2</td>
<td>Ag/AgCl DMF</td>
<td>0.99*</td>
<td>1.19</td>
</tr>
<tr>
<td>3</td>
<td>Ag/AgCl DMF</td>
<td>0.80*</td>
<td>1.00</td>
</tr>
<tr>
<td>4</td>
<td>Ag/AgCl DMF</td>
<td>1.21*</td>
<td>1.41</td>
</tr>
<tr>
<td>5</td>
<td>Ag/AgCl DMF</td>
<td>0.75*</td>
<td>0.95</td>
</tr>
<tr>
<td>6</td>
<td>Fe+/Fc AN</td>
<td>0.60</td>
<td>1.22</td>
</tr>
<tr>
<td>7</td>
<td>Fe+/Fc AN</td>
<td>0.61</td>
<td>1.23</td>
</tr>
<tr>
<td>8</td>
<td>Fe+/Fc AN</td>
<td>0.67</td>
<td>1.29</td>
</tr>
<tr>
<td>9</td>
<td>SCE AN</td>
<td>1.24*</td>
<td>1.48</td>
</tr>
<tr>
<td>10</td>
<td>SCE AN</td>
<td>1.02*</td>
<td>1.26</td>
</tr>
<tr>
<td>11</td>
<td>SCE AN</td>
<td>1.36*</td>
<td>1.60</td>
</tr>
<tr>
<td>12</td>
<td>Fe+/Fc CH₂Cl₂</td>
<td>0.23*</td>
<td>0.93</td>
</tr>
<tr>
<td>13</td>
<td>SHE DMF</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>14</td>
<td>SHE AN</td>
<td>0.82</td>
<td>0.90*</td>
</tr>
<tr>
<td>15</td>
<td>SHE DMF</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>16</td>
<td>SHE CH₂Cl₂</td>
<td>1.10</td>
<td>1.10</td>
</tr>
</tbody>
</table>

*aStar symbol denotes irreversible oxidations. bRef.[14]. cAppendix B. dRef. [11]. eRef. [17]. fRef. [15]. gRef. [49]. hAdjusted by using the formal potential of Ag+/Ag in AN, see text. iRef. [50]. jRef. [16].

For 14 the potential measured versus Ag+/Ag (0.01 M AgNO₃, 0.1 M tetrabutylammonium perchlorate in AN) was expressed vs SHE by adding 0.49 V [49]. However recent reports quote 0.57 V vs SHE as the formal potential for Ag+/Ag (0.01 M AgNO₃) in AN in agreement with previous estimates [51, 46], therefore the potential reported in ref [49] for 14, 0.82 V see Table 2.1, has been adjusted to
0.90V.

### 2.3.2 Computational details

In DFT computations employing approximate functionals the problem of self electron interaction becomes relevant for highly polarized compounds,[52] such as the molecules in figure 2.2. We have thus considered several functionals: the pure PBE and the hybrid B3LYP (20% HF exchange), PBE0 (25% HF exchange) and BH&HLYP (50% HF exchange) GGA exchange-correlation potentials, the meta M06 (27% HF exchange), M06-2X (54% HF exchange) and M05-2X (56% HF exchange) functionals as well as the range separated hybrid CAM-B3LYP (19-65% HF exchange) [53, 54, 55, 56, 57, 58, 59]. Although ionization energies are known to exhibit a marginal dependence on conformations [13], conformational search was carried out by using the MMFF force field; equilibrium geometries were computed only for the most stable conformer of each dye. The unrestricted formalism was adopted for unpaired electron species. Tested functionals do not suffer from spin contamination \(^1\) with the following exceptions [60]:

1. BH&HLYP, for which in most cases we found \(\langle S^2 \rangle\) values between 0.77 and 0.80 for radical cations after annihilation of the first contaminant;

2. CAM-B3LYP for which, although less severe by than for BH&HLYP, spin contamination strongly deteriorates the quality of predicted ionization energies.

Therefore results obtained by the restricted open shell (RO) formalism are presented in the text for BH&HLYP and CAM-B3LYP functionals.

Vibrational frequencies have been computed using analytical derivatives for neutral species and for radical cations treated with the unrestricted formalism, while time-consuming numerical derivatives have been used for the RO calculations of

---

\(^1\)In an unrestricted calculation, there are two complete sets of orbitals, one for the alpha electrons and one for the beta electrons. Usually these two sets of orbitals use the same set of basis functions but different molecular orbital coefficients. The spin contamination is the artificial mixing of different electronic spin-states. In particular, the wave function is no longer an eigenfunction of the total spin, \(\langle S^2 \rangle\), but can formally be expanded in terms of pure spin states of higher multiplicities (the contaminants).
ionized species. The 6-31+G(d,p) basis set was used throughout. A few test computations were carried out with the 6-311++G(2df,2p) basis set: at the B3LYP level, 6-31+G(d,p) slightly underestimates oxidation free energies, with errors less than 1%; even smaller differences were found for the M06-2X functional upon extending the basis set (see table 2.2) thus testifying the reliability of the adopted procedure. Solvation effects were included in all computations by the polarizable continuum model (PCM) [24]. Alkyl chains were replaced by ethyl groups in 16; for 6 and 7 the piperidinyl substituent was replaced by a dimethylamino group.

<table>
<thead>
<tr>
<th></th>
<th>4</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>B3LYP</td>
<td>5.43</td>
<td>5.47</td>
</tr>
<tr>
<td>M06-2X</td>
<td>5.71</td>
<td>5.73</td>
</tr>
<tr>
<td>exp</td>
<td>5.69</td>
<td>5.16</td>
</tr>
</tbody>
</table>

Table 2.2. Oxidation free energies (eV) of compounds 4 and 13, computed by using the 6-31+G(d,p) (DZ) and 6-311++G(2df,2p) (TZ) basis sets.

Measurements for the chromophores 1-5 come from the same laboratory [14], thus they should be free of inconsistencies arising from different experimental settings. They constitute an optimum set of data for testing the accuracy of DFT methods in varying the extent of conjugation, because 1-3 possess the same donor and acceptor unit, only differing for the length of the polymethine path. Compound 4 is similar to 1 both for the cyanoacrylic acceptor and the conjugate path, but at variance with the former, the donor is a fully aromatic triphenylamino group. 5 is a modification of 3 in which the presence of two donor groups is expected to enhance delocalization of charge upon oxidation. In table 2.3 are reported the experimental and computed oxidation free energies of 1-5 push-pull chromophores of Figure 2.2. Results obtained by PBE, PBE0, M06 and M06-2X computations are plotted in Figure 2.5. All the functionals are capable of reproducing the experimental trend of observed oxidation free energies (Table 2.3 and Figure 2.5). The pure PBE exchange correlation potential (curve with up-pointed triangle in Figure 2.5) systematically underestimates oxidation free energies of phenyl-conjugated oligoene dyes, the error amounting to ca 0.16 V for 1-3. Larger deviations from experimental data, 0.3-0.4
eV, are predicted for 4 and 5. Underestimation of ionization energies is a clear manifestation of the delocalization error of the functional: when self interaction error is not compensated [61], extra-delocalized charge distribution is induced in charged species, resulting in a too low energy of the ionized form [62, 63]. PBE estimates of oxidation free energies for 1-3 show that delocalization error is almost independent of the length of the conjugate path, but it increases if the amino donor unit is fully substituted by aromatic groups as in 4, and if the positive charge can be delocalized on two amino groups upon ionization, as it occurs for 5.

As is well known, self-interaction error can be partly mitigated by including a fraction of Hartree Fock exchange in the functional. However only a modest improvement, on average 0.05 eV, see Table 2.3, is attained in passing from PBE to PBE0, (compare up-pointed and down-pointed triangle curves in Figure 2.5). By contrast, the meta M06 functional (rhombus-pointed curve in Figure 2.5), which holds just a slightly larger fraction of HF exchange than PBE0, systematically outperforms the latter functional, thus indicating that also the correlation part of the functional plays a role in getting accurate ionization energies.

Further increasing the fraction of exact exchange in the meta functional still improves the quality of the predictions. Indeed the M06-2X functional (circle-pointed
curve in Figure 2.5) holding twice the amount of nonlocal exchange as M06 is the only method among those reported in Figure 2.5 capable of reproducing the experimental potentials for 4 and 5.

Table 2.3. Predicted\(^a\) and experimental oxidation free energies (eV) of push-pull oligoene dyes (1-5).

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE</td>
<td>5.48</td>
<td>5.27</td>
<td>5.15</td>
<td>5.33</td>
<td>4.96</td>
</tr>
<tr>
<td>B3LYP</td>
<td>5.52</td>
<td>5.28</td>
<td>5.14</td>
<td>5.43</td>
<td>4.98</td>
</tr>
<tr>
<td>PBE0</td>
<td>5.54</td>
<td>5.28</td>
<td>5.16</td>
<td>5.44</td>
<td>5.01</td>
</tr>
<tr>
<td>M06</td>
<td>5.63</td>
<td>5.37</td>
<td>5.22</td>
<td>5.56</td>
<td>5.09</td>
</tr>
<tr>
<td>CAM-B3LYP(^b)</td>
<td>5.70</td>
<td>5.42</td>
<td>5.34</td>
<td>5.64</td>
<td>5.19</td>
</tr>
<tr>
<td>BH&amp;HLYP(^b)</td>
<td>5.61</td>
<td>5.37</td>
<td>5.23</td>
<td>5.55</td>
<td>5.18</td>
</tr>
<tr>
<td>M06-2X</td>
<td>5.72</td>
<td>5.54</td>
<td>5.35</td>
<td>5.71</td>
<td>5.25</td>
</tr>
<tr>
<td>M05-2X</td>
<td>5.69</td>
<td>5.54</td>
<td>5.28</td>
<td>5.69</td>
<td>5.14</td>
</tr>
<tr>
<td>exp</td>
<td>5.64</td>
<td>5.47</td>
<td>5.28</td>
<td>5.69</td>
<td>5.23</td>
</tr>
</tbody>
</table>

\(^aT=298\) K. \(^b\)Restricted open shell computations.

Inspection of Table 2.3 shows that B3LYP performs similar to PBE0. Computed oxidation free energies increase with the fraction of HF exchange in the functional, with the exception of M05-2X whose predicted potentials are slightly lower than M06-2X ones, and BH&HLYP which, despite its high fraction of HF exchange behaves like M06.

In summary, meta functionals M06, M06-2X, and M05-2X are the methods of choice for push-pull chromophores, a higher fraction of HF exchange is needed when large charge delocalization is expected upon ionization due to the length and the conjugation of the bridge and to resonance effects of the donor group. Low-exchange hybrid GGA functionals are expected to provide reliable predictions of oxidation free energies only for donor-acceptor dyes possessing a short bridge, for which no delocalization is expected upon ionization, possibly because in that case localizing solvation effects are sufficient to balance the self-interaction error [13]. Finally high exchange and range separated GGA functionals are not a practical choice for oxidation free energies because the restricted open shell formalism has to be adopted for unpaired electron species to prevent an unphysical energy lowering due to spin contamination.

Spiropyrans (9-11, Figure 2.2) consist of indoline and chromene linked at the spiro carbon and oriented orthogonally. Upon single electron oxidation, the electron
is detached from the ring without the nitro group, indeed the originated radical
cation in 9 is on the naphthopyran moiety, in 10 the positive charge lies in the plane
of indoline. The 9-10 compounds therefore act as donor-acceptor systems and, in
line with the oligoenes, CAM-B3LYP, M06-2X and M05-2X predictions are very
close to experimental oxidation free energies. Accordingly M06 outperforms low-
exchange functionals which underestimate observed potentials on average by 0.2 eV.
Compound 11 holding a nitro group on both moieties is no longer a donor-acceptor
system, consequently a relatively small fraction of exact exchange is sufficient to
compensate for delocalization error, as shown by the good performance of PBE0
which predicts an oxidation free energy of 5.86 eV, nearly matching the experimental
value (5.88 eV, Table 2.4) and improving by ca 0.2 eV the estimate of the parent
PBE pure functional. By contrast, for 11 overlocalization seems to occur with
consequent overestimation of computed ionization energies (ca 0.2 eV) for meta
functionals possessing a high percentage of HF exchange and for CAM-B3LYP [62].

B3LYP and PBE0 give excellent predictions of oxidation free energies for 6-8,
errors amounting on average to 0.03 eV; also estimates from PBE computations are
rather accurate especially for 6, see Table 2.4. Short-bridge indane chromophores 6
and 7 are strong polarized systems, the former exhibiting zwitterionic behavior even
in weakly polar solvents, the latter reaching the so called cyanine limit, therefore no
extra delocalization is expected upon ionization. M06 overestimates oxidation free
energies of 6 and 7 by ca 0.1 eV, M05-2X and M06-2X by 0.2 eV. Note however
that a nearly halved error (≈ 0.1 eV) is obtained by high exchange meta functionals
for 8, the only chromophore of the indane series possessing push-pull character [21],
for which self-interaction error is expected to be more pronounced as also shown by
the good result of CAM-B3LYP.

Oxidation free energies of long-bridge donor-acceptor systems in which the con-
jugation of the path is further enhanced by aromatic rings are reported in Table 2.5.
Since they are similar to long oligoenes, CAM-B3LYP, M06-2X and M05-2X are
expected to reach the best accuracy. This is indeed the case: errors amounting on
average to 0.05 eV are obtained by CAM-B3LYP and high exchange meta functionals
for 12-15. B3LYP underestimates oxidation free energies by ca 0.3 eV, BH&HLYP
and M06 by ca 0.2 eV for the dyes possessing strong electron withdrawing groups
i.e. the tricyanofuran amine 12, the tetrahydroquinoline/cyanoacrylic chromophore
2 – Theoretical background

Table 2.4. Predicted\(^a\) and experimental oxidation free energies (eV) for short bridge indane push-pull and spiropyran compounds (6-11).

<table>
<thead>
<tr>
<th></th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE</td>
<td>5.50</td>
<td>5.43</td>
<td>5.50</td>
<td>5.40</td>
<td>5.26</td>
<td>5.67</td>
</tr>
<tr>
<td>B3LYP</td>
<td>5.52</td>
<td>5.52</td>
<td>5.50</td>
<td>5.50</td>
<td>5.34</td>
<td>5.83</td>
</tr>
<tr>
<td>PBE0</td>
<td>5.49</td>
<td>5.55</td>
<td>5.53</td>
<td>5.52</td>
<td>5.34</td>
<td>5.86</td>
</tr>
<tr>
<td>M06</td>
<td>5.61</td>
<td>5.62</td>
<td>5.63</td>
<td>5.56</td>
<td>5.44</td>
<td>5.87</td>
</tr>
<tr>
<td>CAM-B3LYP(^b)</td>
<td>5.63</td>
<td>5.70</td>
<td>5.61</td>
<td>5.71</td>
<td>5.46</td>
<td>5.99</td>
</tr>
<tr>
<td>BH&amp;HLYP(^b)</td>
<td>5.49</td>
<td>5.62</td>
<td>5.52</td>
<td>5.56</td>
<td>5.37</td>
<td>5.86</td>
</tr>
<tr>
<td>M06-2X</td>
<td>5.71</td>
<td>5.71</td>
<td>5.67</td>
<td>5.84</td>
<td>5.56</td>
<td>6.11</td>
</tr>
<tr>
<td>M05-2X</td>
<td>5.69</td>
<td>5.66</td>
<td>5.68</td>
<td>5.77</td>
<td>5.52</td>
<td>6.08</td>
</tr>
<tr>
<td>exp</td>
<td>5.50</td>
<td>5.51</td>
<td>5.57</td>
<td>5.76</td>
<td>5.54</td>
<td>5.88</td>
</tr>
</tbody>
</table>

\(^a\)\(T = 298\) K. \(^b\)Restricted open shell computations.

Perylene dye 16 for which M05-2X and B3LYP give approximately the same absolute error (0.15 eV) constitutes only an apparent exception. Indeed anhydride is a weaker electron acceptor than the cyanoacrylic group [16] arranging the donor and the acceptor groups in an asymmetric way enhances the polarization of the dye, which limits extra-delocalization effects. Note however that still the M06 functional improves B3LYP prediction by ca 0.1 eV.

Table 2.5. Predicted\(^a\) and experimental oxidation free energies (eV) of long bridge push-pull dyes (12-16).

<table>
<thead>
<tr>
<th></th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE</td>
<td>4.96</td>
<td>4.79</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>B3LYP</td>
<td>4.98</td>
<td>4.87</td>
<td>4.91</td>
<td>5.00</td>
<td>5.26</td>
</tr>
<tr>
<td>PBE0</td>
<td>5.02</td>
<td>4.84</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>M06</td>
<td>5.10</td>
<td>4.98</td>
<td>5.01</td>
<td>5.06</td>
<td>5.35</td>
</tr>
<tr>
<td>CAM-B3LYP(^b)</td>
<td>5.19</td>
<td>5.06</td>
<td>5.23</td>
<td>5.24</td>
<td>5.52</td>
</tr>
<tr>
<td>BH&amp;HLYP(^b)</td>
<td>5.03</td>
<td>4.95</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>M06-2X</td>
<td>5.21</td>
<td>5.13</td>
<td>5.27</td>
<td>5.34</td>
<td>5.59</td>
</tr>
<tr>
<td>M05-2X</td>
<td>5.20</td>
<td>5.11</td>
<td>5.21</td>
<td>5.31</td>
<td>5.53</td>
</tr>
<tr>
<td>exp</td>
<td>5.21</td>
<td>5.16</td>
<td>5.18</td>
<td>5.27</td>
<td>5.38</td>
</tr>
</tbody>
</table>

\(^a\)\(T = 298\) K. \(^b\)Restricted open shell computations.

The results discussed so far show that, for push-pull conjugated dyes, the accuracy of a functional in predicting oxidation free energies depends on the strength of
the donor and acceptor groups and to the extent of \( \pi \) conjugation in the path. The bond-length alternation (BLA) parameter\(^2\) is related to \( \pi \) conjugation length and, therefore, we have searched for a correlation between the BLA and the ability of a functional in predicting reliable oxidation energies.

BLA of selected donor-acceptor dyes are reported in Table 2.6. They have been computed by considering the full path going from the amino nitrogen of the donor to the cyanoacrylic carbon, as shown in Figure 2.2.

<table>
<thead>
<tr>
<th>dye</th>
<th>1</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>13</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE</td>
<td>-0.03</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.03</td>
<td>-0.03</td>
<td>-0.01</td>
<td>-0.01</td>
<td>–</td>
</tr>
<tr>
<td>B3LYP</td>
<td>-0.02</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.03</td>
<td>-0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>PBE0</td>
<td>-0.02</td>
<td>0.00</td>
<td>0.01</td>
<td>-0.03</td>
<td>-0.03</td>
<td>0.01</td>
<td>0.01</td>
<td>–</td>
</tr>
<tr>
<td>M06</td>
<td>-0.02</td>
<td>0.00</td>
<td>0.01</td>
<td>-0.04</td>
<td>-0.03</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>CAM-B3LYP</td>
<td>0.00</td>
<td>0.01</td>
<td>0.03</td>
<td>-0.08</td>
<td>-0.03</td>
<td>0.01</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>BH&amp;HLYP</td>
<td>-0.02</td>
<td>0.00</td>
<td>0.02</td>
<td>-0.04</td>
<td>-0.03</td>
<td>0.01</td>
<td>0.02</td>
<td>–</td>
</tr>
<tr>
<td>M06-2X</td>
<td>0.00</td>
<td>0.01</td>
<td>0.03</td>
<td>-0.05</td>
<td>-0.03</td>
<td>0.01</td>
<td>0.03</td>
<td>0.00</td>
</tr>
<tr>
<td>M05-2X</td>
<td>0.00</td>
<td>0.01</td>
<td>0.03</td>
<td>-0.06</td>
<td>-0.03</td>
<td>0.01</td>
<td>0.03</td>
<td>0.00</td>
</tr>
</tbody>
</table>

\(^a\)The path used to compute BLA is shown in Figure 2.2.

Inspection of Tables 2.6 and Table 2.3- Table 2.5 shows that BLA can be correlated with the accuracy of the computed oxidation free energies. Good estimates of oxidation free energies are achieved by CAM-B3LYP, M05-2X and M06-2X for the dyes whose neutral state equilibrium geometries obtained by the above functionals correspond to positive BLA, that is strong donor-acceptor systems such as 4, 5, and 13. If null BLAs are predicted by high-exchange meta functionals, as for weak donor acceptors 1 and 16, then M06 is likely to give accurate oxidation free energies. Negative BLAs, encountered for cyanine-like or zwitterionic systems (6 and 7), require standard low exchange functionals.

It should be noted that as a measure of charge localization along bonds, BLA is expected to increase upon increasing the fraction of HF exchange in the functional \([65]\). Data of Table 2.6 show that this is indeed the case, with the obvious exception of compound 7 which reaches the cyanine limit and zwitterion 6 for which BLA

\(^2\)BLA is defined as the average difference in length between single and double bonds in the molecule \([64]\)
becomes more negative in passing from low to high exchange functionals. However for compound 6, the more negative BLA coincides with a more pronounced zwit-terionic character, i.e. a more localized charge distribution. Therefore localization is correctly predicted to increase with HF exchange also for compound 6, in line with remaining data.

Table 2.7. Deviations of Computed and Experimental Oxidation Free Energies (eV).

<table>
<thead>
<tr>
<th></th>
<th>MUE</th>
<th>MSE</th>
<th>L. dev. (dye)</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE</td>
<td>0.21</td>
<td>-0.21</td>
<td>-0.37 (13)</td>
<td>0.89</td>
</tr>
<tr>
<td>B3LYP</td>
<td>0.17</td>
<td>-0.17</td>
<td>-0.29 (13)</td>
<td>0.94</td>
</tr>
<tr>
<td>PBE0</td>
<td>0.15</td>
<td>-0.14</td>
<td>-0.32 (13)</td>
<td>0.93</td>
</tr>
<tr>
<td>M06</td>
<td>0.11</td>
<td>-0.07</td>
<td>-0.21 (15)</td>
<td>0.94</td>
</tr>
<tr>
<td>CAM-B3LYP</td>
<td>0.08</td>
<td>-0.02</td>
<td>0.19 (7)</td>
<td>0.94</td>
</tr>
<tr>
<td>BH&amp;HLYP</td>
<td>0.10</td>
<td>-0.08</td>
<td>-0.21 (13)</td>
<td>0.94</td>
</tr>
<tr>
<td>M06-2X</td>
<td>0.09</td>
<td>0.09</td>
<td>0.23 (11)</td>
<td>0.96</td>
</tr>
<tr>
<td>M05-2X</td>
<td>0.07</td>
<td>0.05</td>
<td>0.20 (11)</td>
<td>0.96</td>
</tr>
</tbody>
</table>

$^a$MUE and MSE are the mean unsigned and signed errors, respectively; signed largest deviation is reported for the corresponding dye. $^bR^2$ denotes the linear correlation coefficient between experimental and calculated oxidation free energies.

Results of Tables 2.3-2.5 show that M06-2X and M05-2X proved to be very reliable methods in predicting the oxidation potentials of the investigated dyes. This is also confirmed by the deviations with respect to experimental data reported in Table 2.7 and by the plots of Figure 2.6. M05-2X produces the lowest mean unsigned error (0.07 eV), M06-2X reaches a similar accuracy. High exchange meta functionals also ensure the best linear correlation between predicted and observed potentials. From the analysis of MSEs it emerges that high-exchange meta functionals slightly overestimate oxidation free energies, see Table 2.7 and panel d) in Figure 2.6, giving large errors (ca 0.2 eV) only for chromophores not possessing a donor-acceptor system such as 11, or going beyond the cyanine limit as 6.

On the opposite B3LYP and PBE0 systematically underestimate oxidation free energies, by almost 0.2 eV, representing a moderate improvement over pure PBE functional, compare panels a) and b) of Figure 2.6). The mean error is nearly halved for the meta functional M06 (Table 2.7 and panel c of Figure 2.6). BH&HLYP reaches a similar accuracy as M06, but only if the more computationally demanding
restricted open shell formalism is used. PBE and medium-low exchange functionals return the largest deviations for long donor-acceptor dyes possessing thiophene π-conjugated spacers (13 and 15), for which errors as large as $-0.35$ eV are found (Table 2.7). Finally, also CAM-B3LYP appears to be a reliable method but only if RO-DFT calculations are carried out for radical cations, which makes the latter method rather impractical for routine computations.

An average error of 0.25 eV, almost triple as those of Table 2.7 for M06-2X and M05-2X functionals was obtained by PCM/CBS-Q3 correlated computations for oxidation free energies of organic compounds using AN as the solvent.[66] This could indicate that the excellent performance achieved here by high-exchange meta
functionals may be somewhat accidental. However small/medium size organic compounds belonging to different classes (none of them presenting charge-transfer character) were previously investigated, covering a range of oxidation free energies of ca 2.0 eV, while our study has been focused on dipolar dyes, thus exploring a more limited domain ($\approx 0.7$ eV, see Table 2.1) of $\Delta G_{ox}$. Noteworthy M06-2X was found as one of the most reliable methods in predicting gas-phase adiabatic ionization energies, giving a MUE of 0.04 eV vs experimental data.[66]

Errors less than 0.05 eV are obtained if the proper functional is used. Standard hybrid GGA functionals provide reliable estimates of oxidation free energies for weak donor-acceptor push-pull chromophores or dyes close to the cyanine limit; meta functionals constitute a clear improvement over GGA hybrids, in particular high HF exchange meta functionals such as M05-2X and M06-2X can be considered as reference methods for strongly conjugated push-pull compounds. For choosing the most reliable functional to predict oxidation potential in the case of donor-acceptor dyes, we propose the criterion based on the bond alternation parameter of the neutral species.
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Chapter 3

Photovoltaic solar cells

The increasing world request of energy and the emergence of environmental pollution has created great interest on green sources of energy, i.e. renewable sources. In its last report, the International Energy Agency has declared: “Renewable sources of energy now stand poised to lead the world in new electricity supply. Supported by policies aimed at enhancing energy security and sustainability, renewable power expanded at its fastest rate to date in 2014 and now represents more than 45% of overall supply additions. Deployment continues to shift towards energy-hungry emerging markets,[...] Moreover, sustained technology progress, expansion into newer markets with better resources, and improved financing conditions are facilitating more cost-effective deployment for the most dynamic technologies [...]” [1]

Photovoltaic is one of the most important renewable and clean energy technology: the large magnitude of solar energy available makes it a highly appealing source of energy. Noteworthy, the earth receives $1.74 \times 10^{17}$ watts of incoming solar radiation (Figure 3) at the upper atmosphere.[2] Approximately 30% of these radiations is reflected back, while the rest is absorbed by the Earth, in particular an amount of 19% is held by atmosphere and the rest arrives on the surface.

In the last decade the research in the field of photovoltaic solar energy conversion and the mechanisms of chemico-physical processes involved in such complex phenomenon have been object of intense study.[3]

In a solar cell, photons are converted into electric current by a sort of photoelectric effect, which however does not take place into the vacuum, where high energy photons are needed, but into a suitable material which makes it possible electron
transfer from the cathode to the anode to occur even by absorption of low energy photons, such as those of solar radiation. The fundamental steps for the operation of a solar cell are:[6]

1. sunlight photons hit the solar panel and are absorbed by photo-active materials (Figure 3, a);

2. once in the excited state, the photo-active materials give electrons to a surrounding molecules;

3. electron-hole pairs are generated into the material (Figure 3, b);

4. electrons and holes diffuse into the material, a few of them reach the electrodes (Figure 3, c);

5. electrons flow within the circuit through a load (Figure 3, d).

First generation photovoltaic cells [7, 8] are based on silicon wafers, doped with phosphorus and boron in order to form a p-n junction for separating charge carriers. Second generation solar cell include amorphous silicon cells,[9] polycrystalline silicon on low cost substrate, copper indium diselenide cells (CIS), cadmium telluride cells
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Figure 3.2. General operation schematic of a solar cell: a) sunlight photons hits the photo-active materials, b) photo-active materials give an electron to a surrounding molecule and electron-hole pairs are generated into the material, c) electrons/holes diffuse into the n/p-type conductor material, d) electrons flow within the circuit through a load.

Figure 3.3. Typical current-voltage (I-V) curve and Power-voltage (P-V) curve of a photovoltaic solar cells.[13]

(CdTe). Second generation solar cells have allowed to reduce the high costs of highly pure silicon wafers, at the price of a lower efficiency. Third generation solar cells use organic materials, small molecules or polymers. Among third generation solar cell there are also perovskite solar cells which exhibit high efficiency, competitive with first generation solar cells. However small molecule or polymer based solar cells are believed to have higher commercial potential, because they can be fabricated with well established and inexpensive printing technologies, being therefore among the most studied solar cells.[11]

The most important indicator to predict the performance of a device is the conversion efficiency; as is shown in Figure 3.4, all the different types of cells have different best efficiency values,[4] which have grown thankful to theoretical studies too, that have predicted the fundamental limits of solar cell and have provided guide lines for improving solar cell efficiency. In particular, the best performance devices are the semiconductor multi-junction cells, which have efficiencies in the range 16-46%.

In the last forty years silicon and thin film technologies (i.e. amorphous Si or CdTe)
have grown to 27%. Noteworthy in the emerging PV class, the dye sensitized solar cells (DSSC) have grown up to 13% in fourteen years. Figure 3.4 shows that the all-organic cells as BHJ, have experienced faster growth of efficiency.

Electrical characterization is performed as part of research and development of photovoltaic cells and materials; current-voltage (I-V) curves are generally used as a tool to determine the performance of a photovoltaic device. Figure 3.3 shows a I-V curve and some characteristic parameters. These I-V curves are obtained by exposing the cell to a constant level of light and measuring the current by varying the load resistance from zero (a short circuit) to infinity (an open circuit). The most significant quantities obtained by I-V plots are:

- short-circuit current ($I_{sc}$), the current produced when the positive and negative terminals of the cell are short-circuited and the voltage between the terminals is zero, which corresponds to a load resistance of zero;

- open-circuit voltage ($V_{oc}$), the voltage across the positive and negative terminals under open-circuit conditions when the current is zero, which corresponds to a load resistance of infinity;

- maximum-power point ($P_m$), is the maximum product of the cell current and the voltage and represents the maximum efficiency of the solar device in converting sunlight into electricity.[12, 14]

Another important parameter is the conversion efficiency ($\eta$), it is defined as the ratio of the maximum power output to the power input ($P_i$). It is given by the equation:

$$\eta = \frac{P_m}{P_i} = \frac{P_m}{E \times A_c}, \quad (3.1)$$

The power input is the total radiant energy incident $E$ on the surface of the cell $A_c$.[15]

Finally, the fill factor (FF)[15] is a measure of how far the measured I-V curve differ from those of an ideal cell. It is defined as:

$$FF = \frac{P_m}{V_{OC} \times I_{SC}}; \quad (3.2)$$

graphically, it is the area of the largest rectangle which will fit in the I-V curve. An
ideal device would have a rectangular shaped I-V curve and therefore a fill factor $FF \approx 1$.[14]
Figure 3.4. Photovoltaic evolution of the best research-cells efficiencies (from National Renewable Energy Laboratory)
3.1 Bulk-Hetero-Junction solar cells

Organic photovoltaic (OPV) cells are characterized by four fundamental components: a transparent anode made by ITO (Indium Tin Oxide)\(^1\), a cathode of aluminum, and an active layer with electron donor (p-type conductor) and electron acceptor (n-type conductor) materials, Figure 3.5.

The first hetero-junction solar cell was assembled by Tang in the 1986, using copper phthalocyanine and a perylene tetracarboxylic derivative, obtaining a power conversion efficiency of about 1%.[18] In the subsequent years two principle architectures have been investigated: the planar heterojunction (PHJ) architecture, with the donor layer superimposed on acceptors ones, and the bulk heterojunction (BHJ) architecture, with a blended donor-acceptor (D-A) film to form inter-penetrated networks (Figure 3.6). BHJ cells were designed to increase the energy conversion because of a mixed codomain reduces the path length of the charge to arrive at the electrode. The working principles of a BHJ solar cell can be listed in six main points: [19, 20, 21]

- a photon, from solar irradiation, is absorbed by a donor molecules, which is promoted to the first excited singlet state (\(S_1\)). The photoexcitation of the donor generates an exciton, a neutral species (Figure 3.7,a);

\(^1\)The ITO is an indium oxide doped by tin, obtaining a n-type semiconductor with a large bandgap of around 4 eV. In thin layers, the ITO is transparent, colorless and conductive.[16] [17]
Figure 3.6. General representation of heterojunction solar cells: a) PHJ, planar-heterojunction; b) BHJ, bulk heterojunction.

- the generated exciton diffuses at the D-A interface or decays to the ground state;

- at the D-A interface the exciton evolves into a charge-transfer (CT) state, where the electron of the excited specie is transferred to the nearest neighboring acceptor molecular site, but still remains coulombically correlated with its related hole on the donor (Photoexcited Electron Transfer process in Figure 3.8-a and Figure 3.7-a).

- The charges can dissociate definitively into an unbound electron-hole pair (Figure 3.7-c) or can recombine. The recombination channel is directly to ground state (Charge Recombination in Figure 3.8-b and Figure 3.7-b') or through the triplet state of the donor (Figure 3.7-b). The recombination via triplet state can only occurs when the energy levels of CT and triplet state are in the configuration represents in Figure 3.7. The CT state, for its presence and its dissociation-recombination dynamics, may influence the performance of the device.[22]

- Free charges generate current and the efficiency of the device depends also upon their charge-carrier mobility (Figure 3.8-c); in particular for organic materials the mobility depends upon morphology (molecular packing, disorder, presence of impurities), temperature, electric field, charge-carrier density, and size/molecular weight. [23]

- The charges are collected at the electrodes, where recombine with the related
Figure 3.7. Diagram of energy levels and processes in bulk heterojunction solar cells.

Figure 3.8. Scheme of processes in the BHJ solar cells.

opposite charges which have crossed the external circuit.
3.1.1 Materials for BHJ solar cells

In a photovoltaic cell there are two essential components which influence the performance of the device: electron donor and electron acceptor materials, in fact it is critical for the BHJ active layer to form interpenetrating networks with the optimum morphology to transport electrons and holes.

Electron acceptor materials

Electron acceptor materials must have a high tendency to accept electrons and good electron transport properties. Indeed other useful properties are good solubility for solution processing and appropriate energy levels to receive the electron from the donors.[34] The first BHJ device made by Tang [18] presented a perylene diimide (PDI) derivate as acceptor. These molecules are highly conjugated planar molecules with high electron mobility and tunable energy levels. Their planar structure create a self-aggregate problem,[24] which has an unfavorable impact on the performance of the devices, because the moderate crystallinity of the acceptors can improve the electron mobility in the blend film, but high crystallinity causes a large phase separation scale. To avoid the unfavorable effect there were introduced alkyl substituents at the imide nitrogen atoms; alkyl side chains affect not only the solubility and configuration, but also the intermolecular interactions and crystalline properties of the molecules. Another approach consist of dimers of PDIs linked by different $\pi$-bridge; some examples are in Figure 3.9, one of which (molecule 4) had shown the best performance of 4.03% of efficiency.[25]

Successively fullerene and its derivatives, particularly 6,6-phenyl C61 butyric acid methyl ester (PC61BM) and its C70-based homologue (PC71BM) have gradually occupied a dominating position as electron acceptor materials, because of their large electron affinity, high electron mobility, and high rigidity. Furthermore their non planar structures (some of them are shown in Figure 3.10) and large molecular size facilitates phase separation of donor and acceptor materials in blends by reducing miscibility. Then, appropriate chemical modifications on fullerene structure as adding alkyl substituents, have decreased the cost of their production and increased their mixability.

Amide and imide groups are commonly used in n-type semiconductors for OPVs, among these groups a variety of pyrrole and diketopyrrolopyrrole derivatives with
electron-withdrawing end capping groups (such as trifluoromethylphenyl, trifluorophenyl and aldehyde) were tested as acceptors in BHJ cells (Figure 3.11). The best efficiency values of a device with these materials is 2.90% [26].

In the last years the researches studied a class of asymmetric structure as the benzothiadiazole derivate, which had shown a maximum of efficiency of 2.54% (Figure 3.12) [27].
Small molecules donor

Electron donor molecules are involved in several BHJ processes: absorption of light, diffusion at the interface, charge generation by electron transfer process, and hole diffusion at the electrode. Therefore good donors have broad absorption spectra in the energy range of the solar spectrum emission. Furthermore molecular structures and redox potentials must be suitable for diffusion and electron transfer processes.
In the last years different classes of small molecules were investigated and adopted as donor materials, i.e. oligothiophenes, oligoacenes, squaraines dyes, triphenylamine derivates, and merocyanines dyes. Oligothiophenes are small molecules in Figure 3.13. The number of thiophene units, the alkyl substituents on the rings, and the electronegative nature of functional groups in the structures give rise to well-defined functional properties and facilitates control over their supramolecular organization.

Oligoacenes, see Figure 3.14, are good charge-carriers materials with a large π conjugation system, they present the advantage of combining simple structure, low molecular weight, and high hole mobility. Until now the modification of the chemical structure of these molecules has been focused on the improvement of solubility. Ionic dyes which have attracted much interest in recent years are shown in Figure 3.15. These squaraines present interesting features such as high absorption coefficients, tunable absorption properties, and good photochemical stability.

Triphenylamine-based small donors were the first donors developed for BHJ, where the D (donor) was the triphenylamine group and A (acceptor) was a dicyanovinyl ones, see Figure 3.16. Progressively the D-A were replaced by D-A-A structures (2-3 in Figure 3.16), in which the second electron acceptor groups tune chemico-physical properties, such as the absorption wavelength.

Finally, merocyanines are a class of dyes intensely colored and with a large extinction coefficients, their structure is similar to triphenylamine derivates with D-A groups linked by π-bridge. Recently Würthner and coworkers have investigated a series of these molecules [29, 30, 31, 32], combining different donor chemical groups with acceptor ones, some examples are shown in Figure 3.17. Their results show
Figure 3.14. Chemical structures of oligoacene derivates.

that different functional groups strongly effect on the efficiency of the devices.
Figure 3.15. Chemical structure of squarine dyes.

Figure 3.16. Scheme of triphenylamine-based small donors (D-A (\textbf{1,4-6}) and D-A-A (\textbf{2-3})).
Figure 3.17. Chemical structures of merocyanine investigated by Würthner and coworkers.
3.1.2 First Principle Analysis of Charge Dissociation and Recombination Processes in Organic Solar Cells

We have selected three dyes (Figure 3.18) successfully employed as donor in BHJ devices by Würthner [33] for a comparative analysis, for a deeper understanding of the different power conversion efficiencies observed within the class of small organic donors. These three chromophores exhibit different responses in BHJ devices, although they have similar structures. Indeed, one of those molecules, 2-2-[5-(Butyl-ethyl-amino)-thiophen-2-yl-methylene]-3-oxo-indan-1-ylidene-malononitrile (structure 2 in Figure 3.18) has a remarkably higher power conversion efficiency than 1-3. The efficiency value of 2 is 3.0% in blend with [6,6]-phenyl C61 butyric acid methyl ester (PCBM) (55% in weight) under standard conditions and increases up to 4.5% after optimization of the solar cell.

![Figure 3.18. Chemical structure of investigated Würthner’s merocyanine](image)

On the basis of the available X-ray data, Würthner and coworkers suggested that the absence of bulky substituents is one of the distinguishing structural features of 2. That is certainly an important point, but energetic and spectral factors must be considered as well. Thus we have selected three dyes: 2, the top performing donor within Würthner’s class of donor dyes, 3 and 1, which, even in the absence of bulky ring substituents, exhibit in comparable conditions a significantly lower power conversion efficiency, 1% in PCBM.

The first part of the analysis has concerned with the energy levels interested in all the photovoltaic processes; equilibrium geometries, vibrational frequencies, and normal modes of vibration have been computed at DFT level of theory, employing the M05-2X functional in conjunction with the 6-31+G(d,p) basis set. The M05-2X functional has been adopted because, holding a high percentage of Hartree-Fock exchange, it yields more accurate results than standard hybrid functionals for
donor-acceptor conjugate dyes, reaching the quality of explicitly correlated methods. Effects due to the polarization of solvent were included by using a polarizable continuum model (PCM); dichloromethane has been chosen both because experimental results are available in that solvent and because of its moderately low dielectric constant ($\epsilon = 8.93$), suitable for mimicking the environment in solid state devices. The unrestricted formalism was adopted for open shell systems. For all dyes, geometry optimizations started from the lowest-energy conformations obtained by molecular mechanics computations, carried out by using the MMFF force field as implemented in Spartan. Long alkyl substituents have been replaced by methyl groups in computations.

Results about the first excited singlet ($S_1$), the triplet ($T_1$) states and ground states ($D_0^+$) of the one electron oxidized dyes are schematically reported in Figure 3.19 and summarized in Table 3.1).

<table>
<thead>
<tr>
<th></th>
<th>$S_1$</th>
<th>CT</th>
<th>$T_1$</th>
<th>$E_{ox}$</th>
<th>$\Delta \mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Theor</td>
<td>Exp$^a$</td>
<td>Theor$^b$</td>
<td>Exp$^c$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.19</td>
<td>1.49</td>
<td>1.43</td>
<td>5.52</td>
<td>5.52</td>
</tr>
<tr>
<td>2</td>
<td>2.38</td>
<td>1.62</td>
<td>1.72</td>
<td>5.65</td>
<td>5.69</td>
</tr>
<tr>
<td>3</td>
<td>2.61</td>
<td>1.64</td>
<td>1.84</td>
<td>5.67</td>
<td>5.65</td>
</tr>
</tbody>
</table>

$^a$ Voltammetric measurements in dichloromethane; $^b$ Gas-phase computations; $^c$extrapolated to the gas-phase by using the Onsager model [33]

The energies of the CT states have been obtained by subtracting the experimental reduction free energy of PCBM, $\approx 4.1$ eV, [35] [36] from the computed oxidation free energies of the dyes ($D_0^+$). This choice has been dictated by the difficulty to reach a high degree of accuracy for the computed reduction free energies of neutral species. In detail DFT/PCM computations yield for PCBM in dichloromethane $\Delta G_{red} = \approx -3.6$ eV; the agreement with the experimental value slightly improves by performing single point computations with a triple zeta basis set, with diffusion functions on both light and heavy atoms, which yield $\Delta G_{red} = \approx -3.7$ eV. Although $\Delta G_{red}$ is not well reproduced, the equilibrium geometry of C60, necessary for the
calculation of $F(\Delta E, T)$ for the PET step, is well reproduced by calculations, as testified by the simulated vibrationally resolved photoelectron spectrum of cold C60 anion (see appendix C). Computed vertical excited state energies are slightly over-estimated ($\approx 0.2$ eV) if compared with the peaks of the corresponding absorption bands.

Figure 3.19 shows that the triplet state of 1 is predicted to be slightly below the CT state, so that at first sight the lower power conversion efficiency of 1 with respect to 2 could be explained by the presence of an efficient exoergic charge recombination pathway via the triplet state of the donor. To understand the reasons of the low efficiency of 3, whose triplet state energy is well above that of the CT state, we have performed a comparative theoretical analysis of the rates of charge separation and charge recombination processes, using a full quantum mechanics approach.

Rate constants have been evaluated by using the Fermi Golden Rule (FGR) expression of the rate of a radiationless transition between two electronic states, dependent on the Franck-Condon weighted density of states, $F(\Delta E, T)$, and on the electronic coupling element, $V$. $F(\Delta E, T)$ has been computed employing Kubo’s generating function approach (see theory section 2).

In Table 3.2 the rate constant corresponding to the $\Delta E$’s of Table 3.1 are listed; notably, all values in Table 3.2 refer to $|V|^2 = 1\, cm^{-1}$. That is a convenient choice for
Table 3.2. Energy differences ($\Delta E$, eV) and computed rate constants ($k$, s$^{-1}$) for PET ($k^{\text{PET}}$), hole hopping ($k^h$), formation of CT state ($k^{\text{CT}}_b$) and its backward dissociation ($k^{\text{CT}}_f$), charge recombination via donor triplet state ($k^{\text{CRT}}_f$), and charge dissociation from the triplet state of the donor ($k^{\text{CRT}}_b$) at $T = 298$ K; all rate constants refer to $|V|^2 = 1$ cm$^{-1}$.

<table>
<thead>
<tr>
<th></th>
<th>$\Delta E$</th>
<th>$k^{\text{PET}}$</th>
<th>$k^h$</th>
<th>$\Delta E^a$</th>
<th>$k^{\text{CT}}_b$</th>
<th>$k^{\text{CT}}_f$</th>
<th>$\Delta E^a$</th>
<th>$k^{\text{CRT}}_f$</th>
<th>$k^{\text{CRT}}_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.70</td>
<td>3.1·$10^7$</td>
<td>2.9·$10^6$</td>
<td>-0.13</td>
<td>3.0·$10^6$</td>
<td>1.9·$10^6$</td>
<td>0.07</td>
<td>1.7·$10^7$</td>
<td>2.6·$10^8$</td>
</tr>
<tr>
<td>2</td>
<td>-0.76</td>
<td>1.6·$10^8$</td>
<td>1.9·$10^7$</td>
<td>-0.13</td>
<td>7.9·$10^7$</td>
<td>5.0·$10^5$</td>
<td>0.23</td>
<td>3.7·$10^4$</td>
<td>2.8·$10^8$</td>
</tr>
<tr>
<td>3</td>
<td>-0.97</td>
<td>9.3·$10^6$</td>
<td>3.7·$10^7$</td>
<td>-0.13</td>
<td>2.7·$10^8$</td>
<td>1.7·$10^6$</td>
<td>0.33</td>
<td>7.8·$10^2$</td>
<td>3.0·$10^8$</td>
</tr>
</tbody>
</table>

aIncluding the contribution of Coulomb Binding energy, $E_b=0.13$ eV; b hole hopping

comparative purposes, because the three selected molecules have similar $\pi$ backbones and therefore their weak interactions with PCBM, which determine $V$, are likely to be similar. In real materials different geometrical arrangements at the A/D interface must be expected and $V$ is therefore characterized by a statistical distribution $V(R)$, which is a function of the intermolecular coordinates $R$. It has been recently shown that even though a molecule shows strong deviations from planarity, its electronic transport property could not be compromised, inasmuch as short contacts across different directions can significantly enhance exciton diffusion.\[37\] Because of that, here we make the reasonable assumption that the $V(R)$’s of the three dyes are similar to each other, because the molecules have similar shapes and sizes. Vice versa the intramolecular vibrational states which determine $F(\Delta E, T)$ are preserved at A/D interfaces, i.e. they do not significantly depend on geometrical arrangements in the solid state, because electronic coupling elements are much smaller than the strengths of chemical bonds. Thus, within a class of similar molecules, $F(\Delta E, T)$ represents a physically well sound quantity for determining the chemico-physical factors which control the rates of charge separation and charge recombination processes.

The $F(\Delta E, T)$’s for photoinduced electron transfer (PET) from the donors to the PCBM acceptor at $T = 298$ K are reported in Figure 3.20, as a function of the energy difference ($\Delta E$) between $S_1$ and the CT state.

Inspection of Figure 3.20 shows that for 3 and 1 PET occurs in an energy region in which the corresponding $F(\Delta E, T)$s rapidly decay as $|\Delta E|$ increases, i.e. the inverted Marcus region. Vice versa, for 2 the computed $\Delta E$ for PET matches the energy region in which $F(\Delta E, T)$ is maximum, so that 2 exhibits higher PET rates,
Figure 3.20. Franck-Condon weighted densities of states for photoinduced electron transfer from the excited donor to PCBM acceptor as a function of the energy difference between $S_1$ and CT electronic states ($\Delta E$) at $T = 298$ K.

c. one order of magnitude, than the other two donor dyes. Remarkably, the differences in predicted PET rates among 2 and the other two dyes will increase as the Coulomb binding energy of the CT state, not considered in Table 3.19, will increase the $|\Delta E|$ for PETs. The shapes of the $F(\Delta E, T)$’s for hole hopping, the process in which an electron hole hops from one donor molecule to a neighboring one in quasi-resonance conditions, are very similar to those computed for PET (see the Figure 3.21), so that at $\Delta E \approx 0$ the donors 1 and 3 exhibit higher vibrational contributions to hopping rates than the most performing 2. This result is in line with the expectation that charge transport within donor domains is favored in compounds possessing electronic structures close to the cyanine limit, because of the larger delocalization of the frontier orbitals, which implies smaller nuclear relaxation and therefore smaller reorganization energies, see Table 3.3.

Indeed, both the changes of dipole moments upon photoexcitation as well as the absorption bandwidths indicate that 1 and 3 possess an electronic structure close to
Figure 3.21. Computed $F(\Delta E, T)$ for hole hopping

Table 3.3. Reorganization energies (eV) of the donor dyes for photo-excitation, and for photoinduced charge separation, charge recombination via triplet, and hole hopping half-reactions.

<table>
<thead>
<tr>
<th></th>
<th>$S_1 \leftarrow S_0$</th>
<th>$D_0^{+} \leftarrow S_1$</th>
<th>$D_0^{+} \leftarrow T_1$</th>
<th>$D_0^{+} \leftarrow S_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.044</td>
<td>0.115</td>
<td>0.149</td>
<td>0.088</td>
</tr>
<tr>
<td>2</td>
<td>0.084</td>
<td>0.171</td>
<td>0.133</td>
<td>0.114</td>
</tr>
<tr>
<td>3</td>
<td>0.049</td>
<td>0.138</td>
<td>0.170</td>
<td>0.096</td>
</tr>
</tbody>
</table>

the cyanine limit,[33] with HOMO and LUMO delocalized over the whole conjugated \( \pi \) path, whereas 2 is a moderate push-pull molecule, undergoing larger structural changes than 1 and 3 upon oxidation, as confirmed by the computed reorganization energies reported in Table 3.3 and by the shapes of HOMO and LUMO reported in Figure 3.22.

Hole hopping can also lead to an electron-hole encounter at A/D interfaces, forming a CT state which experiences a Coulomb stabilization energy ($E_b$). [38] The computed rate constants for an electron-hole encounter ($k_{CT}^+$) and for backward charge dissociation ($k_{CT}^-$) are reported in Table 3.2, where the Coulomb binding energy for CT state ($E_b$) has been set to 0.13 eV, as measurements of electric field induced quenching of photoluminescence would suggest.[42] Even in the case of
such a weak $E_b$, the computed rate constants show that electron-hole encounter at A/D interfaces represents the most efficient trap for charge transport in organic materials.[39, 40, 41, 42] Those results evidence the double role of CT states at A/D hetero-junctions: they promote electron hole dissociation, but at the same time limit charge diffusion.[42, 43, 44, 45] There has been much discussion in the literature about the mechanism by which efficient electron-hole dissociation occurs at the donor/acceptor interface, overcoming energy barriers largely exceeding the thermal quantum.[46, 47, 48, 39, 49, 50, 51, 41, 52, 53]

Figure 3.23, right panel, shows that for all the three donors $\ln k_{b,CT}^{CT}$ scales linearly with $E_b$, so that as $E_b$ increases dissociation into separated charges becomes rapidly exceedingly slow, no longer competitive with decay to the ground state.

From nongeminate electron-hole encounter, CT states can be formed either in the singlet or in the triplet state. In the latter case CRT can efficiently occur, since the process is not spin forbidden and the energy of T$_1$ is closer to that of $^3$CT (Figure 3.24). charge dissociation from T$_1$ are reported in Table 3.2, where $E_b = 0.13$ eV has been used. The triplet states of 2 and 3 are predicted to be at higher energies than the CT state so that CRT plays a very marginal role for those dyes, inasmuch
Figure 3.23. Computed rate constants at $T = 298$ K for formation (left) and backward dissociation (right) of an electron-hole pair at A/D interface as a function of the Coulomb binding energy $E_b$.

As $k^\text{CRT}_b$ is always much greater than $k^\text{CRT}_f$, see Table 3.2 and Figure 3.24.

For 1 the triplet state is predicted slightly below the CT state (0.06 eV) for $E_b = 0$, so that CRT is kinetically competitive with hole hopping, but only in the region of small $E_b$, see Figure 3.24. However, charge dissociation from $T_1$ is also predicted to be fast enough to effectively compete with the spin forbidden decay to the ground state, thus suggesting that also for 1 $T_1$ does not represent an insurmountable problem for charge transport.

This conclusion is in line with time literature results where, using dependent spectroscopic measurements, shown that CRT occurs on nanosecond timescales at $T < 240$ K, a thermally activated process, tentatively assigned to the backward dissociation of CRT to free charges, effectively competes with relaxation of $T_1$ to the ground state.[54, 55]

**Conclusion**

In this chapter it has been presented a comparative analysis over a small sample of donor dyes sharing similar chemical structures for size and shape, but these materials used in BHJ solar cells have show different power of efficiency conversion. The
analysis is based on the nuclear contributions to the rates of charge separation and charge recombination processes for a class of three donor dyes.

Summing up the results presented so far, the evaluation of the Franck-Condon weighted density of states, as a function of the energy difference between the electronic states involved in the non radiative transition, provides important guidelines for a rational design of a donor dye and for finding out its best operational conditions. Indeed, the analysis of the rates of charge separation and charge recombination processes assigns to the photoinduced electron transfer step the major role in determining the power conversion, only for that step the performance of 2 are predicted to be superior than those of the other two dyes. Noteworthy, to increase the rate constants for phoinduced ET process, the driving energy for photoinduced charge separation has to coincide with the value at which the Franck-Condon weighted density of states exhibits a maximum. Of course the shapes of $F(\Delta E, T)$ of PET provide important guidelines for a rational design of the donor dye. In particular for dyes possessing an electronic structure close to the cyanine limit, characterized
by narrow absorption bands and small dipole moment changes upon photoexcita-
tion, the energy difference between the first excited singlet of the donor and the CT 
state must be small, within 0.3 eV, in line with the values proposed by Brabec et 
al. [56], on the basis of an exhaustive statistical analysis of the most performing 
dyes in BHJ solar cells. In the case of dyes exhibiting a more pronounced push-pull 
character, evidenced by broad absorption bands and larger dipole moment changes 
upon excitation, the energy difference driving PET should increase, the optimum 
\(-\Delta E\) for 2 being in the range 0.4 – 0.7 eV.

Other factors can also play an important role, as for instance the presence of bulky 
substituents, which can prevent from the formation of well stacked arrangements in 
the solid state, decreasing electronic couplings for charge transport. Finally, charge 
recombination paths via a low lying triplet state of the donor do not appear to 
severely limit device performances, as strongly bound CT states do.
3.2 Dye Sensitized Solar Cell (DSSC)

Dye-sensitized solar cells (DSSCs) are an evolving class of organic solar cells; they have gained increasing attention since the report by O’Reagan and Grätzel in 1991,[57] because of enormous scientific interest not only in their construction and operational principles, but also in their high incident sunlight to electricity conversion efficiency and low cost of production.[58, 59, 60] DSSCs can be grouped into two broad areas: metal complexes and metal-free organic dyes. The devices of the first area give an efficiency more than 11%, however the class of compounds made by metal is expensive and requires careful synthesis and tricky purification steps. The second class can be prepared rather inexpensively by following established design strategies. The major advantages of these metal-free dyes are their tunable absorption and electrochemical properties through suitable molecular design.[60]

The most important component of DSSCs is the organic dye, which is anchored to the surface of semiconducting oxide (usually TiO$_2$). The scheme of a metal free DSSC is shown in Figure 3.25. It consists of two electrodes, TiO$_2$ layer, organic dye, and redox couple of liquid electrolyte, usually I$^-$/I$_3$$. The sunlight passes through a transparent conductive oxide (TCO) photo-anode and arrives on dye, which is anchored to the semiconducting oxide; this chromophore absorbs the light and passes in an excited state. The excited chromophore injects an electron into the conduction band of TiO$_2$, then charge separation takes place at the interface. The photo-injected electrons go in the external circuit and arrive to counter-electrode generating electric current. Holes are created at the dye ground state, which is further regenerated through reduction by the hole-transport material (HTM) (electrolyte), which itself is regenerated at the counter-electrode by electrons through external circuit (Figure 3.25 - 3.26).[60]

The photochemical properties of different organic sensitizers have been investigated extensively, the features which characterize an efficient dye are:

1. a high absorption in the region of the solar spectrum;

2. at least one anchoring group (carboxylic or phosphonic acids) that chemically binds dyes onto the semiconducting oxide surface;

3. the electron density at the excited state localized near the anchoring group;
4. the energy of the excited state dye higher than the conduction band of TiO$_2$ (Figure 3.26);

5. the highest occupied molecular orbital (HOMO) of the dye below the energy level of the redox electrolyte potential, so that the oxidized sensitizer can be effectively regenerated by electrolyte (Figure 3.26);

6. no possibility of dye aggregation, which could produce non-radiative decay of the excited state to the ground state, reducing electron-injection efficiency from the dye to the semiconducting oxide;[59]

7. the periphery of the dye should be hydrophobic to minimize direct contact between the electrolyte and the anode to prevent the desorption of the dye from the TiO$_2$ surface and consequently enhance the long term stability.

Efficient organic dyes for DSSCs have long $\pi$-conjugated spacers separating a donor, aromatic amines, and a strong electron-withdrawing group (cyano groups). The introduction of $\pi$-conjugated segments results in broad and intense absorption
spectra, however the close $\pi-\pi$ aggregation could lead to self-quenching. On the basis of these criteria, recently, organic dyes with 2D-$\pi$-A structures have been reported by several groups.[61] It is important to investigate the electronic structures of the ground, excited, and oxidized states of the sensitizing dye molecule for an understanding of the key processes in this type of solar cells.

We have investigated four novel metal free dyes with 2D-$\pi$-A structure, which are based on a pyran core, functionalized with different electron acceptor groups, symmetrically linked to carbazole electron donor moieties.

### 3.2.1 Novel pyran derivatives for DSSC

The molecular structure of the four novel organic photosensitizers based on an electron acceptor pyran core symmetrically linked, through ethylene bridges, to donor carbazole moieties are reported in Figure 3.27.

The carbazole groups are functionalized with two acrylic acid moieties for allowing the binding to the TiO2 surface. The enhanced anchoring properties of the dyes due to the presence of two carboxyl groups are expected to increase the binding strength of the photosensitizers to TiO2, possibly resulting in an enhancement
of charge transfer and cell performance. The pyran core is instead functionalized with electron acceptor groups of different strengths, in order to tune the absorption properties and cover different part of the visible spectrum. The chromophores have been synthesized by Centore and coworkers. The dyes have been characterized by optical and electrochemical measurements. The optical properties of the dyes were investigated by UV-Vis analysis performed in DMF solution. The strength of the electron withdrawing (EWD) group functionalizing the pyran core has a marked effect on the absorption spectrum of the chromophores: in particular, the stronger is the electron acceptor group, the more red-shifted is the absorption spectrum (see Figure 3.28). All the chromophores show very high molar absorption coefficient, ranging from $6 \times 10^4$ to $1 \times 10^5$ $L \cdot mol^{-1} \cdot cm^{-1}$, a highly desirable feature for their application as photosensitizers in DSSC. The optical properties of the dyes are summarized in Table 3.5.

Voltammetric experiments were run under nitrogen on thin films of the chromophores deposited on the working electrode, at a 100 mV/sec scan speed and at room temperature, ranging between $0 \div 1.5$ V. A single compartment three-electrode cell have
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been employed, with a glassy carbon working electrode. Tetrabutylammonium hexafluorophosphate (100 mM) served as inert electrolyte. Oxidation potentials of the chromophores have been measured by means of cyclic voltammetry (Figure 3.29), using the redox couple ferrocene/ferrocinium ($\text{Fc/Fc}^+$) as internal standard. Chromophore’s HOMO energies have been determined by applying the formula:

$$E_{\text{HOMO}} = -(E_{\text{ox}} - E_{\text{Fc/Fc}^+} + 5.1).$$

(3.3)

The HOMO energy slightly differs for each chromophores: except for C2, the observed trend seems to suggest that, by increasing the strength of the EWD group functionalizing the pyran core, the HOMO energy of the dye is stabilized. All the measured values are much lower than the oxidation potential of the redox couple $I^-/I^{3-}$ (-4.8 eV), generally used in DSSC devices, so that dye regeneration during DSSC operation should not pose problems. LUMO energies of dyes have been obtained from the optical bandgaps, by applying:

$$E_{\text{LUMO}} = E_{\text{HOMO}} + E_g.$$  

(3.4)
LUMO energies of the dyes are reported in Table 3.5: during DSSC operation, electron injection from the excited state of the dye to the conduction band of TiO$_2$ has a driving force related to the energy difference between dye’s LUMO and the edge of TiO$_2$ conduction band ($E_{CB}$).

The efficiencies of this pyran derivates in DSSC have been tested by D. Colonna and A. Di Carlo$^3$; all the synthesized chromophores were used as TiO$_2$ sensitizers in standard DSSCs (0.25 cm$^2$). Two kinds of photoanode were used to which we will refer as transparent titania, in which the average nanoparticle diameter is 21 nm, and opaque titania, which is constituted by a mixture of nanoparticles of different size, ranging from 20 to 350 nm. The redox couple $I^-/I^{3-}$ has been employed throughout.

$^3$DYEPPOWER and CHOSE, University of Rome "Tor Vergata"
I-V curves, recorded under AM1.5 G simulated solar irradiation (at incident power of 100 mW/cm$^2$) are reported in Figure 3.30, while the main electrical parameters of the fabricated cells, are summarized in Table 3.4.

![Figure 3.30. Representative I-V curves for the fabricated DSSC containing the synthesized dyes.[64]](image)

<table>
<thead>
<tr>
<th>Dye</th>
<th>$V_{oc}$</th>
<th>$I_{sc}$</th>
<th>FF(%)</th>
<th>$\eta$(%)</th>
<th>$V_{oc}$</th>
<th>$I_{sc}$</th>
<th>FF(%)</th>
<th>$\eta$(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>605</td>
<td>4.25</td>
<td>70</td>
<td>1.80</td>
<td>595</td>
<td>5.00</td>
<td>64</td>
<td>1.90</td>
</tr>
<tr>
<td>C2</td>
<td>600</td>
<td>3.85</td>
<td>70</td>
<td>1.60</td>
<td>595</td>
<td>4.35</td>
<td>65</td>
<td>1.70</td>
</tr>
<tr>
<td>C3</td>
<td>500</td>
<td>0.85</td>
<td>61</td>
<td>0.26</td>
<td>490</td>
<td>1.10</td>
<td>55</td>
<td>0.30</td>
</tr>
<tr>
<td>C4</td>
<td>410</td>
<td>0.27</td>
<td>47</td>
<td>0.05</td>
<td>395</td>
<td>0.43</td>
<td>42</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Table 3.4. Electrical parameters of the fabricated DSSC.

DSSC efficiencies are related both to the dye and to the type of photoanode used: as far as the latter is concerned, better results are obtained using the opaque titania. This is related to light trapping effect occurring with this kind of photoanode, because of the incoherent light reflection inside the DSSC, that results in an increased photon absorption and hence, an increased charge photogeneration.

Regarding the dyes, the best results are obtained with the sensitizers C1 and C2, which afford power conversion efficiency up to, respectively, 1.90 % and 1.70 %.
C3 and C4 give rise to devices with poor efficiency. This can be related with a poor driving force in the process of electron injection from the excited state of the chromophore (see table 3.5); the less efficient photosensitizer is hence C4, which features a LUMO energy even lower that the conduction band edge of TiO$_2$.

To gain information about the electronic structures of the ground and the excited states of the four dyes we have carried out a computational analysis at density functional theory (DFT) level. The computations were preceded by a full conformational analysis, focusing attention on the geometrical arrangements of the carbazolic branches with respect to the pyranic core. The lowest energy conformations of all the chromophores in the gas phase exhibit the trans conformation of the conjugated C=C double bonds bridging the carbazole branches to the pyranic core. Indeed the trans conformation allows, in the gas-phase, the formation of a strong intramolecular hydrogen bond between the two carbazolic branches. Apart from that, molecular mechanics computations predict that the trans conformation is more stable than the cis one by ca. 1.6 kcal/mol, for each C=C double bond, and therefore the trans conformation is retained even when the intramolecular H-bonds are disrupted. We have thus started all electronic computations from trans conformations of both carbazolic branches.

The results of DFT computations are summarized in Table 3.5, where the predicted absorption wavelengths and oscillator strengths have been reported, together with the dipole moments of the ground states and of the first excited singlets.

Chromophores C1 and C2 can be classified as standard push-pull molecules inasmuch as the dipole moments of the first excited state are significantly larger than the ground state ones. Indeed, computations predict that excitation to the first excited singlet causes a transfer of electron density from the carbazolic moieties towards the acceptor core, as shown in Figure 3.31, where the electron density changes upon transition to the first excited state are reported.

Chromophores C3 and C4 behave differently, their ground state dipole moments do not significantly increase upon excitation, see Table 3.5, and the electronic transitions are no longer charge transfer transitions; Figure 3.31 in fact shows that in the case of C3, and C4 electron density changes upon transition to the first excited singlet are localized on the pyranic core and on the EWD group. Analysis of the
electronic distribution in the ground electronic state show that the net charge on the EWD group significantly increases for C3 and C4 with respect to C1 and C2. Thus by increasing the strength of the EWD group functionalizing the pyran core, the electronic structures of the chromophores can be finely tuned from that well characteristic of a push-pull dye toward zwitterionic structures.[62]

In Table 3.5 the predicted vertical absorption wavelengths are reported. Since the synthesized dyes consist of symmetric heterotrimers, two transitions in the same spectral region occur because of exciton coupling.[63] The observed shifts at longer wavelengths, about 100 nm for each heterotrimer with respect to the absorption wavelength of the individual components, have to be attributed either to the CT character of the transitions, especially for C1 and C2, or to electronic interactions between the carboxylic and the pyranic core in the ground state.

The computed oxidation potentials are reported in Table 3.5. All dyes are characterized by high oxidation potentials, larger than carbazole one, because of the presence of strong electron acceptor groups. As shown in figure 3.32, the electron hole of the oxidized species mainly resides on the carboxylic branches for all the four chromophores.

<table>
<thead>
<tr>
<th></th>
<th>$\Delta \mu$</th>
<th>$HOMO_{\text{theor}}$</th>
<th>$\lambda_{\text{theor}}$</th>
<th>$\lambda_{\exp}$</th>
<th>$HOMO^{ab}$</th>
<th>$LUMO^{ab}$</th>
<th>$\epsilon \cdot 10^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>10.7</td>
<td>-5.70</td>
<td>426.72</td>
<td>457</td>
<td>-5.72</td>
<td>-3.48</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>404.89</td>
<td>3.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C2</td>
<td>11.2</td>
<td>-5.85</td>
<td>458.66</td>
<td>510</td>
<td>-5.63</td>
<td>-3.59</td>
<td>9.4</td>
</tr>
<tr>
<td></td>
<td>425.00</td>
<td>2.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C3</td>
<td>0.8</td>
<td>-5.88</td>
<td>493.77</td>
<td>583</td>
<td>-5.76</td>
<td>-3.93</td>
<td>8.4</td>
</tr>
<tr>
<td></td>
<td>467.21</td>
<td>0.60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C4</td>
<td>0.1</td>
<td>-5.91</td>
<td>506.84</td>
<td>598</td>
<td>-5.80</td>
<td>-4.15</td>
<td>6.5</td>
</tr>
<tr>
<td></td>
<td>492.24</td>
<td>0.60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.5. Optical and electrochemical properties of the chromophores

$^a$ From [64]; $^b$ film

For all the chromophores theoretical results indicate that the electron density around the carboxylic groups is depleted upon photo-excitation and mainly shifted on the pyran core, so that the process of electron injection in TiO$_2$ conducting band could be negatively affected.
Figure 3.31. Computed electronic density variation upon excitation to the first excited singlet of C1-C4. The violet and blue lobes represent electron density increase and depletion upon excitation, respectively.

Figure 3.32. Computed isodensity surfaces of LUMO of cationic dyes.
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Chapter 4

Small organic molecules for n-type charge transport in thin layer materials

Organic molecules with fused aromatic rings combine excellent charge carrier mobility and high stability. For acenes, the favorable combination of redox properties and molecular packing in the solid phase results in very high hole mobilities of the order of 40 cm$^2$V$^{-1}$s$^{-1}$, for crystalline pentacene thin films.[6] Those molecules are however not suitable building blocks for electron-transporting materials, because of the high reactivity of their radical anions. An efficient electron-carrier molecule must therefore possess a lower LUMO energy, retaining the rigid structures of acenes which ensures low reorganization energies and therefore faster charge transport rates. High electron affinity can be achieved by introducing strongly electron-withdrawing substituents,[1] or by substituting one or more CH aromatic groups with more electronegative nitrogen atoms, generating pyridine, pyrazine or even more nitrogen rich rings, such as triazine and triazole rings.

The substitution of CH units with nitrogen atoms is particularly appealing for two reasons: from the one hand it offers the possibility of tuning the electron donor/acceptor character of the molecule by exploiting the intrinsic electron withdrawing character of nitrogen, hopefully allowing for switching from the hole transport properties of pure acenes to ambipolar or even n-type conduction; from the other hand, it allows for the possibility of introducing pyridine-like N atoms, i. e.
with the lone pair of N in the plane of the ring, or pyrrole-like N atoms with the lone pair contributing to the \( \pi \)-electron system. The latter point is extremely important because it offers tools to be used for application of crystal engineering techniques to control or steer the molecular packing in the solid phase. Indeed, pyridine-like N atoms in aromatic compounds favor in-plane \( \text{C}_{\text{ar}}-\text{H} \cdots \text{N} \) interactions, inducing the formation of infinite planar layers of H bonded molecules such as in graphite layers.

In this chapter the results of a theoretical and electrochemical analysis of five novel N-rich ring-fused heteroacenes potentially suitable building blocks for electron transporting materials are reported. The novel compounds, synthesized by the group of prof. Centore of the University of Napoli \(^1\,[3]\) are shown in Figure 4.1.

![Chemical structures of the studied compounds. Only one isomer is shown for T5](image)

Redox potentials of compounds T\(1\)-T\(5\) have been measured by cyclic voltammetry. The results are reported in Table 4.1, together with the computed dipole moments and reduction potentials.

Compound T\(1\) consists of a triazolo-triazine unit condensed with two fused phenyl rings. It exhibits a comparatively high oxidation potential (1.22 V vs. \( \text{Fc}^+/\text{Fc} \)) and low reduction potential (-1.51 V), ca. 0.5 V lower than the fullerene derivative possessing the highest electron mobilities recorded up to now. T\(2\) has two phenyl groups linked by a covalent bond, which extends the \( \pi \) conjugation path, causing the decrease of the oxidation potential (0.99 V) and the increase of the reduction potential (-1.39 V), with respect to T\(1\). In T\(3\), which is isoelectronic with

\(^1\)S. Fusco, C. Maglione and R. Centore, (Department of Chemical Science, University of Napoli Federico II)
Table 4.1. Redox potentials (vs Fc+/Fc, Volt) and calculated dipole moments (µ, Debye) of T1-T5.

<table>
<thead>
<tr>
<th></th>
<th>Eox</th>
<th>Ered</th>
<th>µ</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>1.22</td>
<td>-1.51</td>
<td>11.2</td>
</tr>
<tr>
<td>T2</td>
<td>0.99</td>
<td>-1.39</td>
<td>10.1</td>
</tr>
<tr>
<td>T3</td>
<td>-</td>
<td>-1.15</td>
<td>5.8</td>
</tr>
<tr>
<td>T4</td>
<td>0.95</td>
<td>-1.33</td>
<td>10.2</td>
</tr>
<tr>
<td>T5</td>
<td>1.01</td>
<td>-1.15</td>
<td>9.5b</td>
</tr>
</tbody>
</table>

a Computed values refer to compounds of Figure 4.1 with R = CH3; b For the non centrosymmetric isomer.

**T2**, the substitution of two C-ar-H units with nitrogen atoms further increases the reduction potential,[4] which become -1.15 V. This behavior is in line with other results showing that the introduction of nitrogen atoms in the molecular systems lowers the LUMO energies. **T4** exhibits a lower oxidation potential because of its more extended conjugation path. However, the reduction potentials is lower than **T3** one, indicating that the presence of heteroatoms affects reduction potentials more than the extension of the conjugation path. **T5** contains a remarkable linear sequence of six fused rings; its reduction potential is similar to that of **T3**, probably because of charge delocalization over the two triazole-triazine rings. All these results suggest that the presence of heteroatoms affects the LUMOs more than the extension of the conjugation path. Additionally, it is worthy to point out that the LUMOs of **T2, T3, T4** and **T5** all lie below -3.7 eV, which is the critical values to avoid H₂O reduction. [2] In summary, the reduction potentials of **T3** and **T5** are comparable with those of PCBM60 and N,N'-dioctyl-perylendiamoide [3], thus suggesting those compound as potential n-type active molecules for organic transistors and organic photovoltaics.

Computations of the reduction potentials and dipole moments of **T1-T5** have been carried out at density functional theory level, using the B3LYP functional and the 6-311+G(d,p) basis set. Reduction potentials have been computed from the optimum geometries of the neutral and anionic species, including solvent (dichloromethane) effects by means of the Polarizable Continuum Model (PCM). The unrestricted formalism has been used for the anionic species; alkyl substituents have been replaced by methyl groups.
The calculated reduction potentials are lower than experimental ones. The discrepancy depends both on the know difficulty of reaching high accuracy in computing reduction free energies and on the fact that experimental values have been measured on thin films and thus could include resonance effects due to stacking interactions, which increases the reduction potentials.\cite{5} Noteworthy, the trend of $E_{\text{red}}$ changes within the class of investigated compounds is well reproduced by calculations. The computed isodensity surfaces, reported in Figure 4.2, shows that the additional electron of the anionic species is mainly localized on the triazolo-triazine moiety, with comparatively smaller contributions of the hydrocarbon fragment.

![Figure 4.2. Computed isodensity surfaces of SOMO of anionic species of T1-T5.](image)

The SOMO of anion of T5 is predicted to be completely delocalized over the two triazolo-triazine moieties, and indeed the cyclic voltammetry of T5 exhibits two peaks, one at ca. -1.1 V vs. Fe+/Fe, the other at ca. -1.3 V, which could be attributed to reduction in two different electronic states, obtained by the superposition of the two states in which the additional electron is wholly localized on one of the two triazole-triazine units. That resonance effect increases significantly the reduction potential of T5, which is about 200 mV higher than its homologous T2. The computed ground state dipole moments of T1-T5 are reported in Table 4.1. It is widely believed that high dipole moments are detrimental for charge transport, because strong charge-dipole interactions could limit charge diffusion.\cite{6} Compounds T3 exhibits a comparatively low dipole moment, 5.8 D, whereas T5 possesses two
Figure 4.3. Computed electronic density variation upon excitation to the first excited singlet of $\text{T1-T5}$. The violet and blue lobes represent electron density increase and depletion upon excitation, respectively.

Figure 4.4. The predicted photoelectron spectrum of $\text{T3}$ anion as a function of the vibrational energy excess. Inset: the Franck-Condon weighted density of states for electron transfer between an anionic and a neutral molecule of $\text{T3}$, as a function of the energy difference for the electron transfer reaction, at $T = 298$ K.
isomers, a centrosymmetric one, whose dipole moment is obviously zero, and a non
centrosymmetric one, whose predicted dipole moment is 9.5 D. Thus both T3 and
the centrosymmetrical isomer of T5 should be well suited for applications in nano-
electronics.

Compounds T1 - T5 have been characterized also by UV visible absorption
spectra, that are recorded in CH2Cl2 solution (10⁻⁵ M), see Figure 4.5.[3] Verti-

Figure 4.5. UV spectra of compounds T1- T5 in dichloromethane

cal absorption wavelengths predicted by time dependent density functional theory
(TDDFT) are reported in Table 4.2, together with the experimental absorption max-
ima and computed oscillator strengths. The theoretical absorption wavelengths are
in very good agreement with experimental ones. The lowest energy transitions of
compounds T1-T3 are characterized by a comparatively lower oscillator strength,
which increases for T4 and T5, in agreement with the observed spectra. The com-
puted electronic density variation upon excitation to the first excited singlet of T1-
T5 are reported in Figure 4.3. Inspection of Figure 4.3 shows that for all compounds
the transition to the lowest excited state involve MOs which are delocalized on al-
most all molecular rings. Notwithstanding a significant fraction of electron density is
transferred from the hydrocarbon and triazole rings to the triazine one, as it occurs
in analogous compounds.[7] In the case of T5, electronic excitation involves MOs
delocalized over the whole molecule, evidencing the presence of excitonic couplings
between two quasi-degenerate transitions. Indeed, TDDFT computations predict two transitions falling at 438 and 414 nm, for the centrosymmetric isomer, and at 449 and 424 nm, for the non-centrosymmetric one. The presence of two transitions destroys the fine vibrational structure, so that the absorption bands appear broad and unstructured.

As discussed above, compounds T3 and T5 are potentially candidates for applications in organic electronics as components for electron transport materials. In such materials, charge transport occurs by a series of successive electron-transfer reactions between neutral and localized and/or delocalized radical anions, which are promoted by the presence of π stacking interactions in the solid phase. Apart from geometrical arrangements in the solid phase, for a molecule to be an effective charge carrier it is necessary that the transition from the neutral to the charged state takes place with small reorganization energies, i.e. the equilibrium positions of the two states have to coincide as much as possible.

Information about changes in the equilibrium geometries upon transfer of an electron or a hole can be inferred from the band shapes of photoelectron spectra of anionic or neutral species, respectively: narrow bands, such as those observed in the vibrationally resolved photoelectron spectrum of C60, pyrene, and perylene anions, [8] are characteristic of molecules which undergo small geometrical changes, being therefore well suited as charge carriers in organic materials.

The theoretical photoelectron spectrum of T3 anion at 298 K is reported in Figure 4.4, as a function of the vibrational energy excess. It has been obtained by using the computed equilibrium geometries and normal modes of vibration of T3 in its neutral and anionic state and the Kubo generating function approach to reconstruct the band shape.[9] The peak at ω = 0, corresponding to the 0-0 vibronic transition, is the most intense one, as in the case of pyrene, perylene and fullerene anions. The whole spectrum is characterized by a total bandwidth of ca. 3000 cm\(^{-1}\), typical of molecules which undergo small displacements from the equilibrium positions upon electron transfer from an anionic to a neutral molecule, comparable to that of C60 and perylene anions,[8] and significantly narrower than pyrene one.

Photoelectron spectra also provide important information for estimating the
rates for charge hopping between two adjacent molecules. Indeed, under the approximation of small couplings the Franck-Condon weighted density of states. \( F(\Delta E, T) \) for the electron transfer reaction:

\[
\text{T3}^- + \text{T3} \rightleftharpoons \text{T3} + \text{T3}^-
\]  

(4.1)

can be obtained from the convolution of the simulated photoelectron spectrum of \( \text{T3}^- \) (Figure 4.4), with the simulated electron attachment spectrum of the neutral species.[8, 9]

The resulting \( F(\Delta E, T) \) is shown in the inset of Figure 4.4, as a function of the energy difference of the reaction 4.1. Assuming \( V_{el} = 0.05 \text{ eV}, \) a lower limit value for stacked molecules, and taking the computed value of \( F(\Delta E, T) \) at \( \Delta E \approx 0, \) corresponding to charge transfer occurring in resonance conditions, charge hopping is predicted to occur on femtosecond timescales, showing that \( \text{T3} \) is potentially suited for technological applications.

Table 4.2. Experimental and predicted absorption wavelengths (nm), experimental extinction coefficients \( (\epsilon/10^3 \text{dm}^3 \text{mol}^{-1} \text{cm}^{-1}) \) of T1-T5 in dichloromethane, and predicted oscillator strengths (f)

<table>
<thead>
<tr>
<th></th>
<th>( \lambda_{exp} )</th>
<th>( \lambda_{theor} )</th>
<th>( \epsilon )</th>
<th>( F )</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>420</td>
<td>410</td>
<td>1.6</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>336</td>
<td>364</td>
<td>16</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>298</td>
<td>333</td>
<td>32</td>
<td>0.38</td>
</tr>
<tr>
<td>T2</td>
<td>442</td>
<td>449</td>
<td>2.9</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>400</td>
<td>4.5</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>304</td>
<td>292</td>
<td>18</td>
<td>0.37</td>
</tr>
<tr>
<td>T3</td>
<td>445</td>
<td>434</td>
<td>2.3</td>
<td>0.066</td>
</tr>
<tr>
<td></td>
<td>373</td>
<td>365</td>
<td>2.9</td>
<td>0.095</td>
</tr>
<tr>
<td></td>
<td>296</td>
<td>329</td>
<td>24</td>
<td>0.061</td>
</tr>
<tr>
<td>T4</td>
<td>489</td>
<td>483</td>
<td>4.1</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>344</td>
<td>329</td>
<td>11</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>327</td>
<td>323</td>
<td>12</td>
<td>0.11</td>
</tr>
<tr>
<td>T5</td>
<td>450</td>
<td>438;449</td>
<td>0.94</td>
<td>0.24;0.06</td>
</tr>
<tr>
<td></td>
<td>398</td>
<td>414;424</td>
<td>1.2</td>
<td>0.024;0.31</td>
</tr>
<tr>
<td></td>
<td>312</td>
<td>397;380</td>
<td>4.4</td>
<td>0.29;0.11</td>
</tr>
</tbody>
</table>

\( a \) centrosymmetrical isomer; \( b \) non-centrosymmetrical isomer
In conclusion, N-rich fused-ring heteroaromatic compounds containing the triazolotriazine moiety appear to be very promising molecular building blocks for n-type organic semiconductors. Indeed, cyclic voltammetry has shown that all the reduction processes are reversible, indicating that, at variance with acene, the anionic species of these compounds are chemically stable. For two of these compounds, featuring the highest nitrogen/carbon ratio, LUMO energies are comparable with that of fullerene, the species with the highest electron mobility among organic small molecules.
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Chapter 5

Conclusion

Theoretical design of new molecules for applications in organic electronics and/or in organic photovoltaic solar cells is a difficult task which involves both thermodynamics and kinetics aspects. Because the rates of charge dissociation and charge recombination processes exponentially depend on the free energy changes of the process and since such a strong dependence is not monotonic (existence of Marcus’ inverted region), thermodynamics and kinetics aspects cannot be considered separately. From a theoretical point of view, very reliable theoretical predictions of redox potentials, which control the energetics of all the electron transfer processes which take place during device operation, and robust tools for predicting the rates of elementary electron transfer reactions are necessary.

In the first part of this thesis, the attention has been focused on the development of a computational protocol to estimate redox potential with accuracy of a few tens of mV. DFT approaches have been the methods of choice because of the large size of the technological interesting molecules. The results of several benchmark studies show that for achieving high accuracies a careful choice of the functional has to be considered, especially in the case of the so called push-pull molecules, containing electron donor and electron acceptor groups at the two end of a conjugated chain. In this particular case a criterion for choosing the most reliable functional to predict oxidation potentials has been established, which makes use of the bond length alternation parameter of the neutral species.

In the second part of this thesis, the operational performances of D-A dyes in
photovoltaic solar cells (BHJ and DSSC) has been studied. As concern the BHJ solar cells, the rate constants of the electron transfer processes has been computed for three chromophores, which, although sharing many chemico-physical properties, exhibit different energy conversion efficiencies. The evaluation of the Franck-Condon weighted density of states as a function of the energy difference between the electronic states involved in the transition, provides important guidelines for a rational design of a donor dye and for finding out its best operational conditions. The analysis of the rates of charge separation and charge recombination processes assigns to the photoinduced electron transfer step the major role in determining energy conversion efficiencies. Noteworthy, to increase the rate constants for photoinduced ET processes, the Gibbs free energy change for photoinduced charge separation has to coincide with the value at which the Franck-Condon weighted density of states exhibits a maximum. For dyes possessing an electronic structure close to the cyanine limit, characterized by narrow absorption bands and small dipole moment changes upon photoexcitation, the energy difference between the first excited singlet of the donor and the CT state must be small, within 0.3 eV; in the case of dyes exhibiting a more pronounced push-pull character, evidenced by broad absorption bands and larger dipole moment changes upon excitation, the energy difference driving PET should increase, the optimum $\Delta E$ being in the 0.4-0.7 range. Other factors can also play an important role, as for instance the presence of bulky substituents, which can prevent from the formation of well stacked arrangements in the solid state, decreasing electronic couplings for charge transport. Finally, charge recombination paths via a low lying triplet state of the donor do not appear to severely limit device performances, as strongly bound CT states do.

In the third part, five novel N-rich ring-fused heteroacenes have been investigated for applications in organic electronics field effect transistors. The simulated photo-electronic detachment spectrum of the anionic species of the most promising molecule exhibits features which allow to classify it as a potentially excellent n-type transporter, well suited for future technological applications.
Appendix A

Density functional theory (DFT)

The quantum mechanical wavefunction contains, in principle, all the information about a given system. Solving the Schrödinger equation exactly in order to get the wavefunction and to determine the allowed energy states of the system. Unfortunately it is impossible to solve the Schrödinger equation for a N-body system.

The density functional theory is a method to investigate the electronic structure of many-body systems, solving them by using a functional of the electron density. This theory is based on the first Hohenberg-Kohn theorem, in which the ground state properties of a many-electron system are uniquely determined by an electron density. The electron density, \( \rho(r) \), is given in terms of the ground-state wavefunction \( \Psi \), it is defined as the integral over the spin coordinates of all electrons and over a spatial variables \( (r=x,s) \):

\[
\rho(r) = N \int ... \int ds_1, dx_2, ..., dx_N \Psi^*(x,x_2,...,x_N)\Psi(x,x_2,...,x_N) \quad (A.1)
\]

where \( N \) is the number of electrons.

The second theorem of Hohenberg-Kohn defines an energy functional \( \epsilon[\rho] \) for the system and proves that the correct ground state electron density minimizes this energy functional. Then the exact ground state energy, \( \epsilon_0(R) \), can be obtained by minimizing a certain functional, \( \epsilon[\rho] \), over all electronic densities \( \rho(r) \). The functional is given as a sum:

\[
\epsilon[\rho] = T(\rho) + W(\rho) + V(\rho) \quad (A.2)
\]

where \( T \) represent the kinetic energy of the electrons, \( W \) is the electron-nuclear
attraction, and \( V \) is the electron-electron interaction energy. Kohn and Sham supplied a practical way to calculate the ground state density by solving the Schrödinger equation of a noninteracting system with a potential \( V_{KS}(r, R) \), such that the ground state energy and density of the non-interacting system equal those of the true interacting system. Within the KS formulation of DFT, a set of \( n_{\text{occ}} \) orthonormal single particle orbitals, \( \Psi_i(r), i = 1, \ldots, n_{\text{occ}} \), with occupation numbers \( f_i \), where \( \sum_{i=1}^{n_{\text{occ}}} f_i = N \), is introduced. These are known as the KS orbitals. In term of the KS orbitals, the density is given by:

\[
\rho(r) = \sum_{i=1}^{n_{\text{occ}}} f_i |\Psi_i(r)|^2
\]  

(A.3)

The total energy can be obtained as:

\[
\epsilon[\rho] = T[\rho] + E_{ne}[\rho] + J[\rho] + E_{xc}[\rho]
\]  

(A.4)

where \( T[\rho], E_{ne}[\rho], J[\rho], \) and \( E_{xc}[\rho] \) represent the Kohn-Sham kinetic energy, the potential energy corresponding to the electron-nuclei interaction, the electron-electron Coulomb energy, and the exchange-correlation potential energy (whose form is unknown), respectively. Thus, the KS potential is given by:

\[
V_{KS}(r, R) = \frac{e^2}{2} \int dr' \nabla^2 + V_{eN}(r, R)
\]  

(A.5)

And the Hamiltonian of the non-interacting system is, therefore:

\[
H_{KS} = -\frac{\hbar^2}{2m} \nabla^2 + V_{KS}(r, R)
\]  

(A.6)

The KS orbitals will be the solutions of a set of self-consistent equations known as the Khon-Sham equations.

\[
H_{KS} \Psi_i(r) = \epsilon_i \Psi_i(r)
\]  

(A.7)

Where \( \epsilon_i \) are the KS energies.

The last equation constitutes a self-consistent problem because the KS orbitals are
needed to compute the density, which is needed, in turn, to specify the KS Hamiltonian. However, the latter must be specified in order to determine the orbitals and orbital energies. The preceding discussion makes clear the fact that DFT, is in principle, an exact theory for the ground state of system. However, because the exchange-correlation functional, defines as formula, is unknown, in practice, approximations must be made. One of the most successful approximations is the so called local density approximation (LDA), in which the functional is taken as the spatial integral over a local function that depends only on the density:

\[ \epsilon_{XC}[\rho] \approx \int dr f_{\text{LDA}}(\rho(r)) \]  

(A.8)

The LDA is physically motivated by the notion that the interaction between the electrons and the nuclei creates only weak inhomogeneities in the electron density. Therefore, the form of LDA is obtained by evaluating the exact expressions for the exchange and correlation energies of a homogeneous electron gas of uniform density at the inhomogeneous density. In many instances of importance in chemistry, however, the electron density possesses sufficient inhomogeneities that the LDA breaks down.

It could be improved by adding an additional dependence on the gradients of the density:

\[ \epsilon_{XC}[\rho] \approx \int dr f_{\text{GG}}(\rho(r), |\nabla^2(\rho(r))|) \]  

(A.9)

which is known as the generalized gradient approximation (GGA). Among the most used GGAs are those of Becke, Lee and Parr, Perdew and Wang, Perdew, Becke and Ernzerhof, and Cohen and Handy. Tipically, these can be calibrated to reproduce some set of the known properties. However, GGAs, are also know to cannot adequately treat dispersion interactions. Attempts to incorporate them in an empirical way have recently been proposed; new approximation schemes such as Becke’s 1992 functional, which incorporates exact exchange, and the so-called meta-GGA functionals, which include an additional dependence on the electron kinetic energy density

\[ \tau(r) = \sum_{i=1}^{n_{\text{occ}}} f_i |\nabla \phi_i(r)|^2 \]  

(A.10)

have been proposed with reasonable success. However, the problem of designing
accurate approximate exchange-correlation functionals remains one of the greatest challenges in DFT.

A.1 Basis set

A basis set is a set of functions (atomic orbitals) centered at each atomic nucleus, combined to create molecular orbitals. These atomic orbitals are well described with Slater-type orbitals (STOs); STOs decay exponentially with distance from the nuclei, accurately describing the long-range overlap between atoms, and reach a maximum at zero, well describing the charge and spin at the nucleus. STOs are computationally difficult, therefore they are approximated as linear combinations of Gaussian type orbitals (GTOs), which are much easier to compute. Gaussian basis functions are composed of the minimum number of basis functions required to represent all electrons on each atom. An improvement in the basis set is a doubling of all basis functions, producing a Double Zeta (DZ) type basis, or a tripling of them, Triple Zeta (TZ); another addition to the basis set is the addition of polarization functions, denoted by an asterisk (*), these are auxiliary functions with one additional node (d-type functions added on to atoms other than Hydrogens and f-type functions added on to transition metals). Pople basis sets can also be modified by letting the electron move far away from the nucleus, creating diffuse orbitals, denoted by a plus sign +, or by "aug" (from "augmented"). Two asterisks (**) indicate that p-type functions are added on to Hydrogens, d-type functions added on to all other atoms, and f-type functions added on to transition metals. Instead, two plus signs indicate that diffuse functions are also added to light atoms (Hydrogen and Helium). The notation for the split-valence basis sets arising from the group of John Pople is typically X-YZg. In this case, X represents the number of primitive Gaussians comprising each core atomic orbital basis function. The Y and Z indicate that the valence orbitals are composed of two basis functions each, the first one composed of a linear combination of Y primitive Gaussian functions, the other composed of a linear combination of Z primitive Gaussian functions. Other split-valence basis sets often have rather generic names such as: SVP, DZV (valence double-zeta), TZV (valence triple-zeta), TZVPP (valence triple-zeta plus polarization), QZVPP (valence quadruple-zeta plus polarization).
Appendix B

Red-ox properties of three push-pull chromophores

Molecules containing electron donor and acceptor groups linked by a $\pi$-conjugated bridge have been largely investigated in this thesis. In the section 2.3, the oxidation potential of this class of molecules have been computed and the theoretical results compared with available experimental data. For three of those compounds, we have determined the experimental oxidation potentials by using cyclic voltammetry. Here, it’s reported a voltammetric study of these three D-A compounds (Figure B).[1, 2]

The three dyes could be describe with different electronic characters,[3] in particular in their neutral and excited state, the zwitterionic and neutral forms contribute differently. These measurements has also the aim of define if the neutral, zwitterionic or cianina forms influence the action as electron-donor specie.

Figure B.1. Scheme of chromophores 6-8 studied by cyclic voltammetry measurements.
B.1 Experimental details and results

Voltammetric study have been performed by Autolab PGSTAT 302N potentiostat - galvanostat (Metrohm - Autolab). A three-electrode cell setup is used, with a Pt bar both as quasi-reference [2] and counter electrode, and a glassy carbon as working electrode. The measurements is calibrated with the external standard ferrocenium/ferrocene couple (Fc+/Fc), a 0.1M solution of tetrabutylammonium hexafluorophosphate is used as supporting electrolyte, and the solvent is acetonitrile, which allow for a large potential window:[4] voltammograms are recorded at room temperature, with a scan rate of 100 mV/s and their reproducibility are accurately checked. The cyclic voltammograms of 6, 7, and 8 are reported; also the starting reactants, 1,3-bis(dicyanomethyl-idene)-indane(A1), 5-piperidinyl thiophene-2-carbaldehyde (D1), 4-(di-methylamino) benzaldehyde (D2), and 3-dicyanomethylidene-1-thiaindane-1,1-dione (A3)(show in Figure B.2), are measured and they are taken as references for the non-interacting electron acceptor and donor groups. The results are summarized in Table B.1.

![Figure B.2. Scheme of starting reactants](image)

Compound 6 is constituted by the groups of A1 and D1 reactants. It exhibits reversible signals: one anodic peak at 0.60 V vs. Fc/Fc+ and two cathodic ones at −1.11 and −1.62 V. Measurements on the starting reactants show that A1 exhibits only cathodic signals, since it only contains strong electron acceptor groups, whereas
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D1 exhibits an irreversible anodic signal at 0.43 V and a cathodic one at −1.39 V (not shown in Figure B.3), which is imputable to the reduction of the carbonyl group. The first anodic signal of 6 is shifted at higher potential respect to the potential of D1; that because the bis(dicyanomethylidene)-indane is a stronger electron acceptor than the carbonyl one, and because of the larger size of 6, compared to D1, could reflect into a lower solvent stabilization of the cationic radical. Noteworthy the first cathodic peak of 6 is shifted to less negative potential than A1 (−1.27 V), for the substitution of the two hydrogens of the indane methylene carbon with a sp² carbon of a conjugated chain, that favors an efficient delocalization (Figure B.3 and B.4).

The molecule 8 has the first anodic peak, that falls at 0.67 V, at higher potential than the peak of D2 (0.61 V); the processes are quasi-reversible both for 8 and D2. As concerns reduction, the first anodic wave of 8 occurs at less negative potential than A1, −1.02 V vs. −1.26 V, but the second anodic wave is comparable with the second one of A1 (−1.85V). Although, the cyclic voltammtries of 6 and 8 clearly evidence the different electronic structures of the two compounds.
The cathodic peak of 8 occurs at less negative potential than 6 one, even if the electron acceptor groups of 6 and 8 are the same. The first anodic signals of 6 and 8 occurs nearly at the same potential, whereas oxidation of D1 takes place at a significant lower potential than D2, 0.43 vs. 0.61 V. To examine the differences between the cyclic voltammetry, DFT calculations have been made (2.3). Electronic wave function calculations predict that the reduction of 6 occurs at the piperidinyl-thiophene donor group. The spin density of the reduction form is, in fact, localized on the carbons of the thiophene ring and on the bridging sp2 carbons, rather than only on the bis(dicyanomethylidene)-indane group, instead 8 has a spin density localized on bis(dicyanomethylidene)-indane group (Figure B.4 and B.6). Thus confirms the zwitterionic electronic structure of 6, which localize the charges in the neutral form and delocalize them in the excited and red-ox forms.

The cyclic voltammetries of compound 7 are very similar to 6. The cathodic peak of 7 is shifted to less negative potential with respect to that of A3, which falls at $-1.11\text{V vs.\,Fc}^+/\text{Fc}$, suggesting a high degree of electronic delocalization for the anionic form of 7. Indeed, DFT computations predict that the spin density of 7 is completely delocalized on the molecule, both on the electron acceptor and electron donor groups. In particular 7 assumes the electronic structure characteristic of the cyanine limit (see Figure B.7).

The high degree of spin density delocalization and the suitable redox potentials suggest the employment of compounds 6-8 as active chromophores in organic electronics. Although non polar molecules are considered more performing for some
B – Red-ox properties of three push-pull chromophores

Figure B.5. The cyclic voltammogram of 8 (a,b), D2 (c), and A1 (d).

Figure B.6. Spin densities of the reduced (a) and oxidated (b) forms of 8.

applications, like solar cells;[5] it has been recently shown that compounds consisting of an electron acceptor and donor (A-D) groups, the so called push-pull molecules, exhibit remarkably good efficiencies both for light harvesting and for exciton-transport,[6] at least comparable with those of A-D-A or D-A-D structures usually used.[7] Noteworthy, to evaluate the possible application in photovoltaic devices, the maximum absorption wavelengths, the extinction coefficients at $\lambda_{max}$, the
Figure B.7. Spin densities of the reduced (a) and oxidated (b) forms of 7.

Figure B.8. The cyclic voltammogram of 7 (a,b), D1 (c), and A3 (d).

transition dipole strength $^1$, and the absorption densities (the dipole strength per molar mass M) of compounds 6-8 in dichloromethane have been measured (Table

$^1$The transition dipole strength is defined as:

$$
\mu^2 = 9.2 \times 10^{-a} \int \frac{\epsilon(\nu)}{\nu} d\nu
$$

(B.1)
Table B.1. Energy values of oxidation and reduction processes (V vs Fe^{+/0}) for 6, 7, 8, A1, A3, D1, and D2.

<table>
<thead>
<tr>
<th></th>
<th>$E_{ox}$</th>
<th>$E_{red}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0.60</td>
<td>-1.11</td>
</tr>
<tr>
<td>7</td>
<td>0.61</td>
<td>-1.02</td>
</tr>
<tr>
<td>8</td>
<td>0.67</td>
<td>-1.33</td>
</tr>
<tr>
<td>A1</td>
<td>-</td>
<td>-1.27</td>
</tr>
<tr>
<td>A3</td>
<td>-</td>
<td>-1.11</td>
</tr>
<tr>
<td>D1</td>
<td>0.43</td>
<td>-1.39</td>
</tr>
<tr>
<td>D2</td>
<td>0.61</td>
<td>-</td>
</tr>
</tbody>
</table>

Compound 7 shows the largest absorption coefficient, but the dipole strengths of 6 and 8 are higher.

Table B.2. Maximum absorption wavelengths (nm), extinction coefficients at $\lambda_{max}$, transition dipole strength ($\mu^2$, D$_2$), and absorption density ($\mu^2M^{-1}$) (D$_2$ mol g$^{-1}$), of 6, 7 and 8 in dichloromethane.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda_{max}$</th>
<th>$\epsilon$</th>
<th>$\mu^2$</th>
<th>$\mu^2M^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>650</td>
<td>28000</td>
<td>32</td>
<td>0.08</td>
</tr>
<tr>
<td>8</td>
<td>600</td>
<td>30000</td>
<td>37</td>
<td>0.10</td>
</tr>
<tr>
<td>7</td>
<td>620</td>
<td>82000</td>
<td>24</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Although the three compounds possess significantly different electronic distributions, they present a good oxidation and reduction energy, interesting values of the extinction coefficient, and good values of the absorption density, that make them of potential technological interest in the field of organic electronics.
Appendix C

C60 anion photodetachment spectrum

The fullerene is electron-transporting material and it is a good acceptor in the BHJ solar cells. Indeed, it has better suited redox properties, because of its chemical structure allows a good stabilization of negative charge (see chapter 3.1.1).

The detachment spectroscopy is a technique in which the electrons are detached from a sample and their kinetic energies are measured in a hemispherical energy analyzer. By scanning over the electron kinetic energies, a spectrum of photoelectron counts versus kinetic energy is obtained. Optimally, a photodetachment spectrum consists of a series of resolved peaks, corresponding to transitions from vibrational levels of the ground electronic state of the anion to the states of the neutral. Analysis of the spectrum can yield the adiabatic electron affinity, and the peak intensities give information concerning geometry differences between anion and neutral.

Here, C\textsubscript{60} anion photodetachment spectrum is shown (Figure C.1); the theoretical spectrum has been evaluated from the Franck-Condon density of states, performed by Kubo’s generating function approach. This approach allows for considering all the effects, equilibrium position displacements upon transferring an electron, normal mode mixing (the so called Duschinsky effect) and changes of vibrational frequencies upon ET (the theoretical background is in the chapter 2.2).

The experimental spectrum\cite{10} is recreated with accuracy; the whole bandwidth and the main vibronic peaks of the experimental spectrum are quantitatively reproduced: the predicted spectrum extends over about 4000 cm\textsuperscript{-1}, showing two vibronic
peaks corresponding to the vibrational frequencies of the $A_g(1)$ and $A_g(2)$, modes of C60, predicted at 496 and 1486 $cm^{-1}$, respectively. In addition, there are several vibrational progressions, predicted in the region 100-400 $cm^{-1}$, which cause the observed broadening of the spectroscopic signal in that wavenumber region.

![Graph](image)

Figure C.1. Computed photoelectron spectrum of $C_{60}^-$ at $T = 298$ K
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