
UNIVERSITY OF SALERNO 
 

 

 
DEPARTMENT OF INDUSTRIAL ENGINEERING 

Ph.D. Course in Industrial Engineering 
Curriculum in Mechanical Engineering - XXXIII Cycle 

 
 

Design of a non-invasive system for real-time monitoring of driver’s 
drowsiness and fatigue through the analysis of cardiac signals 

 
 

Supervisor     Ph.D. student 
Prof. Arcangelo Pellegrino   Luca Salvati 
 
Scientific Referees  
Prof. Miryam Liliana Chaves Acero 
Prof. Carlo Cattani 
 
Ph.D. Course Coordinator  
Prof. Francesco Donsì 
 
 
 
 
 
 
 
 

A.A. 2021-2022 
 
 
 
 



 



 

 

Design of a non-invasive system for 
real-time monitoring of driver’s 

drowsiness and fatigue through the 
analysis of cardiac signals 

Luca Salvati 

 



 

 
 
 

 
 





 

 

    
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 



  

 

 
 

Acknowledgements 
 

I would like to gratefully thank Prof. Arcangelo Pellegrino and Prof. 
Francesco Villecco for the endless support, moral as well as professional, 
given during the PhD path. In them I appreciated the passion for the 
profession, humanity and my esteem and gratitude go to them. I also thank 
Dr. Pasquale Sena to whom I owe the ability to develop a critical and visionary 
approach towards specific research topics, my witty officemate Damiano 
Fortuna for the significant contribution to my personal and professional 
improvement and Eng. Mario Pisaturo for the invaluable support during this 
experience. 
Many thanks to my beloved family (Fortunata, Carmine, Andrea, Angela, 
Francesca) who have constantly supported me in the choices and in the 
moments of remoteness.



 

 

 
 

List of contributions 
 

Publications on international peer reviewed journals 
 

- Salvati, L.; d’Amore, M.; Fiorentino, A.; Pellegrino, A.; Sena, P.; 
Villecco, F. Development and Testing of a Methodology for the 
Assessment of Acceptability of LKA Systems. Machines 2020, 8, 47. 
https://doi.org/10.3390/machines8030047 

- Salvati, L.; d’Amore, M.; Fiorentino, A.; Pellegrino, A.; Sena, P.; 
Villecco, F. On-Road Detection of Driver Fatigue and Drowsiness 
during Medium-Distance Journeys. Entropy 2021, 23, 135. 
https://doi.org/10.3390/e23020135 

- Salvati, L.; Cappetti, N.; d’Amore, M.; Fiorentino, A.; Pellegrino, A.; 
Sena, P.; Villecco, F. Heart Sound Processing Model for a Mat-
Shaped Device (accepted and pending publication) 

- Salvati, L.; d’Amore, M.; Fiorentino, A.; Pellegrino, A.; Sena, P.; 
Villecco, F. HRV analysis through the processing of the sphygmic 
wave pulsation acquired by a sensor in the proximity of the femoral 
artery (under examination)



 

I 
 

Summary 
 

pag. 
List of Figures III 
List of Tables VI 
Abstract VII 
Introduction VIII 
Chapter I – Principles of Physiology 
I.1 The cardiovascular system 1 
I.2 Sphygmic wave: theoretical principles 2 
I.3 Electrocardiography: ECG signal 6 
I.4 Heart Rate Variability 7 
I.5 HRV analysis 9 
I.5.1 Methods of HRV analysis 10 
I.5.1.1 Time domain analysis 10 
I.5.1.2 Geometric analysis 11 
I.5.1.3 Spectral analysis of HRV by FFT 11 
I.5.1.3.1 LF and HF power bands 12 
Chapter II – Heart Sound 
II.1 Heart sound processing model for a mat-shaped device 13 
II.1.1 Detection system 13 
II.1.2 Signal Processing 14 
II.1.3 Experimental Protocol 15 
II.1.4 Results 16 
II.2 HRV analysis through the processing of the sphygmic wave pulsation 
acquired by a sensor in the proximity of the femoral artery 20 
II.2.1 Detection system 20 
II.2.2 Signal Processing 21 
II.2.3 Results 21 
Chapter III – Sleepiness and Fatigue 
III.1 Biology of human sleep and sleepiness 27 
III.1.1 Performance impairment 28 
III.1.2 Causes and effects of drowsy driving 29 
III.1.3 Evaluating sleepiness 29 
III.1.3.1 Vehicle-based tools 30 
III.2 Fatigue 30 
III.2.1 Causes and effects 30 
III.2.1.1 Effects of fatigue on driving 31 
III.2.2 Evaluating fatigue 31 
III.2.2.1 Progression of fatigue 32 
III.2.2.2 Vehicle-based tools 32 



 

II 
 

III.3 HRV for the recognition of sleepiness and fatigue 33 
Chapter IV – On-road Test 
IV.1 On-road detection of driver fatigue and drowsiness on medium-distance 
journeys 35 
IV.1.1 Materials and Methods 35 
IV.1.1.1 Detection system 36 
IV.1.1.2 Analytical model 36 
IV.1.1.3 Drowsiness Scale 41 
IV.1.1.4 Experimental Protocol 42 
IV.1.1.4.1 Experiment Environment 42 
IV.1.1.4.2 Experiment Subjects 43 
IV.1.1.4.3 Data Acquisition 43 
IV.1.1.4.4 Experimental Procedure 43 
IV.1.2 Results 43 
Chapter V - Further Developments 
V.1 New possibilities for use 49 
Conclusions 53 
Bibliography 55



 

III 
 

List of Figures 
 

 pag. 

Figure I.1 Conduction system of the heart 1 

Figure I.2 Schematic of the cardiovascular system 2 

Figure I.3 Structure of the Aorta 3 

Figure I.4 Left ventricular ejection 3 

Figure I.5 Sphygmic wave in the aorta analyzed in the time domain. The 
wave amplitude corresponds to the differential pressure (pulse pressure, 
PP), and the frequency to the ratio: 1 / duration of the cardiac cycle. Tr 
indicates the interval between the arrival of the incident wave and the 
arrival of the reflected wave. AP (augmentation pressure) represents the 
increase in the sphygmic wave due to the reflected wave 5 

Figure I.6 Noise-contaminated ECG signal (top), filtered ECG signal 
(bottom) 6 

Figure I.7 ECG and Heart Rate 7 

Figure I.8 Tachogram 7 

Figura I.9 Power Spectrum 12 

Figure II.1 Layer structure of the sensing system 14 

Figure II.2 Signal processing 15 

Figure II.3 Heart sound waveform 15 

Figure II.4 Placement of ECG electrodes 16 

Figure II.5 (a) RRI Poincaré Plot; (b) HS peaks Poincaré Plot 16 

Figure II.6 Subject 1: overlap of the tachogram obtained with ECG (HR) 
and sensor (HS) 17 

Figure II.7 mRRI, RMSSD, pNN50 variations in the time domain (Subject 1)
  18 



 

IV 
 

Figure II.8 Subject 1’s HRV Frequency Analysis: comparison between ECG 
(top) and sensor (bottom) results 18 

Figure II.9 Subject 1: spectral analysis of the RR tachogram from ECG and 
HS signals 18 

Figure II.10 Subject 4: overlap of the tachogram obtained with ECG (HR) 
and sensor (HS) 19 

Figure II.11 mRRI, RMSSD, pNN50 variations in the time domain (Subject 
4)  19 

Figure II.12 Subject 4’s HRV Frequency Analysis: comparison between 
ECG (top) and sensor (bottom) results 19 

Figure II.13 Subject 4: spectral analysis of the RR tachogram from ECG 
and HS signals 20 

Figure II.14 Signal processing 21 

Figure II.15 Subject 7: overlap of the tachogram obtained with ECG (HR) 
and sensor (SWP) 22 

Figure II.16 mRRI, RMSSD, pNN50 variations in the time domain (Subject 
7)  23 

Figure II.17 Subject 7: (a) RRI Poincaré Plot; (b) SWP peaks Poincaré Plot
  23 

Figure II.18 Subject 7’s HRV Frequency Analysis: comparison between 
ECG (top) and SWP (bottom) results 24 

Figure II.19 Subject 7: spectral analysis of the RR tachogram from ECG 
and SWP signals 24 

Figure II.20 Subject 8: overlap of the tachogram obtained with ECG (HR) 
and sensor (SWP) 24 

Figure II.21 mRRI, RMSSD, pNN50 variations in the time domain (Subject 
8)  25 

Figure II.22 Subject 8: (a) RRI Poincaré Plot; (b) SWP peaks Poincaré Plot
  25 



  

V 
 

Figure II.23 Subject 8’s HRV Frequency Analysis: comparison between 
ECG (top) and SWP (bottom) results 25 

Figure II.24 Subject 8: spectral analysis of the RR tachogram from ECG 
and SWP 26 

Figure III.1 Effects of circadian and homeostatic factors on sleepiness and 
fatigue 28 

Figure IV.1 Signal processing 37 

Figure IV.2 Heartbeat signal: before (a) and after (b) processing 37 

Figure IV.3 Calculation of the average frequency 38 

Figure IV.4 Identification of linear regression lines on moving time 
windows 38 

Figure IV.5 Processing of trends: average of frequency, gradient of 
frequency and spectral distribution 39 

Figure IV.6 Homeostatic control system 40 

Fig IV.7 Positioning of the camera 41 

Figure IV.8 Test course 42 

Figure IV.9 Driver A’s detections: a) algorithm score, b) PERCLOS index, 
c) subjective evaluation 44 

Figure IV.10 Driver B’s detections: a) algorithm score, b) PERCLOS index, 
c) subjective evaluation 44 

Figure IV.11 Driver C’s detections: a) algorithm score, b) PERCLOS index, 
c) subjective evaluation 45 

Figure V.1 Seat equipped with double sensor 49 

Figure V.2 Aortic PWV is defined as the average velocity of a pressure 
pulse when travelling from the aortic valve, through the aortic arc until it 
reaches the iliac bifurcation 50 

Figura V.3 PPG signal for (a) Subject 1 (25 y.o.), (b) Subject 5 (54 y.o) 51 

 



 

VI 
 

List of Tables 
 

pag. 

Table II.1 Comparison of b.p.f. filters     17 

Table II.2 Comparison of cardiac parameters in the time domain (Subject 1)
          17 

Table II.3 Comparison of cardiac parameters in the time domain (Subject 4)
          19 

Table II.4 Comparison of b.p.f. filters     22 

Table II.5 Comparison of cardiac parameters in the time domain (Subject 7)
          23 

Table II.6 Comparison of cardiac parameters in the time domain (Subject 8)
          25 

Table IV.1 Drowsiness level description    42 

Table IV.2 Accuracy indices      46 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



  

VII 
 

 

Abstract 
 
 
 
 

The development and spread of human-centered products that are 
increasingly simple and affordable has seen their application areas increase 
over the years, as well as their effectiveness and reliability. Real-time 
monitoring physiological conditions, such as fatigue and sleepiness, offers 
useful support in both clinical and driving safety fields and it is essential in 
accident prevention. This research proposes a detection platform without 
direct contact with the skin capable of acquiring cardiac signals and it 
develops a fatigue-related sleepiness detection algorithm based on the analysis 
of the pulse rate variability generated by the heartbeat and validates the 
proposed method by comparing it with an objective indicator of sleepiness 
(PERCLOS). Changes in alert conditions affect the autonomic nervous system 
(ANS) and therefore heart rate variability (HRV), modulated in the form of a 
wave and monitored to detect long-term changes in the driver's condition 
using real-time control. The performance of the algorithm was evaluated 
through an experiment carried out in a road vehicle. In this experiment, data 
was recorded by 3 participants in different driving sessions and their 
conditions of fatigue and sleepiness were documented on both a subjective 
and objective basis. The validation of the results through PERCLOS showed 
a 63% adherence to the experimental findings. The present study confirms the 
possibility of continuously monitoring the driver's status through the detection 
of the activation/deactivation states of the ANS based on HRV. The proposed 
method can help prevent accidents caused by drowsiness while driving. 
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Introduction 
 
 
 
 

One of the priorities of current approaches in automotive research is to help 
the driver avoid accidents. Human error is the main cause of fatalities on the 
road, due to lack of attention or excess fatigue. Therefore, a strategy for coping 
with this problem is to detect how the driver is feeling at all times by 
monitoring his activities. 

Monitoring of driver behavior and the reliable detection of sleepiness and 
fatigue is one of the main objectives in the development of new ADAS 
concepts. Nowadays, most of the sleep detection systems on the market are 
based on the control of driving performance. These techniques evaluate the 
variables recorded by the CAN, such as the position of the vehicle in the lane, 
its speed and the movements of the steering wheel. Some research groups have 
also used techniques based on eye and head movement (Nagai, 2008; Dikkers, 
2004), and there are also methods based on biomedical signals, such as brain, 
muscle and cardiovascular activity (Oron-Gilad, 2008; Papadelis, 2007; 
Faber, 2004), although most of them are still far from actually being 
introduced to the market, according to recent surveys (Wright, 2007). 

Approaches based on biomedical signals are particularly useful for 
monitoring changes in the body's state during the sleep cycle. The information 
they provide goes beyond the usual systems that detect only risky 
circumstances (degraded driving performance or visual symptoms of lack of 
attention) and can potentially predict the onset of sleepiness. The main 
disadvantage of techniques based on biomedical signals is that they would 
require the positioning of sensors directly on the body: although there have 
already been some attempts to record them indirectly, through non-intrusive 
systems (Lee H.B., 2007; Lee B.G., 2011), they do not always manage to 
guarantee a continuity of the detection due to loss or degradation of physical 
or visual contact at the sensor/user interface. 

Cardiac activity is an important and easy-to-measure indicator of the 
driver's status. There are several techniques to measure it, but 
electrocardiography (ECG) is the most direct and informative. Cardiac activity 
varies according to the person's activity, and lack of attention can be identified 
by analyzing heart rate variability (HRV). A person focused on doing an 
activity usually exhibits a more regular heart rate, and as the focus on activity 
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decreases, the heart rate becomes more irregular and HRV increases (Oron-
Gilad, 2008). 

Fatigued drivers show changes in the way their eyes perform certain 
actions, such as moving or blinking. These actions are known as visual 
behaviors and are easily observed in sleepy drivers. The percentage of eye 
closure (PERCLOS) was found to be the most reliable indicator of sleepiness 
(Dinges, 1998). 

Some camera-based systems that attempt to assess the driver's status by 
recognizing facial expressions only work well in ideal circumstances (head 
straight and face forward) (Dikkers, 2004; Lenskiy, 2012), but they are very 
sensitive to glasses, head movements and lighting conditions. 

Many techniques for drowsiness detection have been proposed. Sensors in 
the seat have been proposed to monitor the seat pressure or the driver's pulse 
wave [Juki, 2014]. However, its introduction cost is high. Another method is 
to detect deterioration of the vestibulo-ocular reflex (VOR), which is a sign of 
drowsiness (Nishiyama, 2010). However, it is difficult to monitor VOR in a 
dark environment because it relies on image analysis. 

Regardless of the type of measurement, one of the main problems with 
sleepiness detection studies is the difficulty of performing experimental tests 
to validate the techniques. 

For safety reasons, experimental tests for the sleepiness detection are often 
conducted on driving simulators, in laboratories with a controlled 
environment and with the possibility of using measuring devices that are 
difficult to integrate into real vehicles. 

However, the main limitations of laboratory experiments are their low 
realism and the risk of simulator sickness (Bos, 2008), as well as the alteration 
of the spontaneous behavior of drivers: sleepiness is reliably caused by a 
combination of the accumulated fatigue of the driver and boredom associated 
with monotonous activity, especially on familiar roads and vehicles. The 
unusual experience of participating in such an experiment, especially when 
the subjects are equipped, or the "white coat effect" due to the presence of 
researchers, can hinder sleepiness; or conversely, the higher level of 
stimulation in real road conditions can reduce sleepiness (Akerstedt, 2005). 
These conditions affect the effectiveness of the experiments and therefore the 
development of reliable models for detecting sleepiness: for this reason it is 
necessary to have a balanced and realistic quantity of detections on subjects 
both during periods of wakefulness and sleepiness. 

This study illustrates the evolution in the design of a recognition model of 
the physiological states of the individual starting from the acquisition of the 
cardiac signal, passing through the interpretation of its characteristic 
parameters in the time and frequency domain, to finally arrive at the definition 
of a scheme that allows that model to be expressed in the forms of drowsiness 
and fatigue.





 

 

Chapter I 
Principles of Physiology 

 
 
 
 

I.1 The cardiovascular system 

The cardiovascular system is a closed and continuous system with high 
pressure portions and low pressure parts. The left ventricle (Figure I.1) 
throws blood into the aorta which then distributes it through the distinct 
body regions using a network of vessels. The aorta (as well as the 
pulmonary arteries on the right), in addition to being the main distribution 
vessel, also has the function of transforming intermittent flow into 
continuous flow thanks to its high elastic component. The large arteries 
(carotid, mesenteric and renal) branch off from the aorta and distribute 
blood to specific organs. From these arteries, smaller and smaller vessels 
branch off and enter the organs to supply them (Figure I.2). 

 

 
Figure I.1 Conduction system of the heart 
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Figure I.2 Schematic of the cardiovascular system 

The arterioles, richly innervated by the autonomic nervous system, are 
entrusted with the task of regulating the local flow. The capillaries, on the 
other hand, have the function of exchanging oxygen, carbon dioxide, water, 
electrolytes, proteins, metabolic substrates and hormones. Veins have a 
capacitive function of harboring blood. 

 
I.2 Sphygmic wave: theoretical principles 

The motion of the blood is determined by the activity of the heart. This 
activity is characterized by the rhythmic and regular succession of a 
contraction phase of the ventricular muscles called systole (during which a 
certain amount of blood is pushed from the ventricles into the arteries) 
followed by a phase called diastole (during which the ventricles are released 
filling again with the blood coming from the atria and reaching them through 
the venous vessel system). 
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Figure I.3 Structure of the Aorta 

 
Figure I.4 Left ventricular ejection 

 
At each systole the arteries, in particular the aorta (Figures I.3-4), thanks 

to the elasticity of their wall, dilate to accommodate the blood that comes from 
the heart, and then they return, during diastole, to the previous conditions. This 
rhythmic dilation of the arterial wall begins at the origin of the aorta and then 
it spreads like a wave (sphygmic wave, Figure I.5) along all the arteries. With 
its passage it determines that phenomenon commonly called "pulse", that is, 
the pulsation that is felt with palpation on any accessible artery and which is 
generally detected on the radial artery in the wrist region. The sphygmic wave 
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propagates in the various arteries with different speed, which increases from 
the center towards the periphery: on average it is 5-8 m/s (speed much greater 
than that of the blood flow), so the radial pulse is felt 0.1 s after the peak of 
cardiac systole. This speed is essentially related to the elasticity of the arterial 
wall: it increases as the latter decreases, so in elderly subjects it is significantly 
increased due to vascular sclerosis. The rhythmic dilation of the arterial wall 
also has the effect of making the blood flow continuous, which is pumped into 
the arterial circulation in a discontinuous manner, that is, only during cardiac 
systole. During diastole the arterial wall, due to its elasticity, retracts and 
returns to itself, and thus it pushes the blood towards the small peripheral 
vessels. Therefore the blood flow in the large arteries has an oscillating 
character, which gradually decreases as it proceeds towards the small arteries, 
until it disappears completely in the capillaries. The flow velocity also varies 
as it proceeds from the aorta towards the periphery. In fact, by considering 
blood vessels as a system of rigid tubes, the velocity of a liquid inside them 
depends, at each point, on the total cross section of the vessel bed in those 
points: since the total section of the capillary bed has a surface area of 1000 
times ca. wider than that of a section of the aorta, at that level there will be a 
very significant reduction in flow velocity. This one has an average value of 
40 cm/s in the aorta (from 120 cm/s during systole, up to a negative value in 
diastole, when a transient retrograde flow occurs before the aortic valves 
close); in small-caliber arteries the flow velocity is always greater during 
systole, but it is more continuous and directed forward; in the capillaries the 
flow is continuous, and its speed is reduced to a few mm / s and even less 
(Bompiani, 1990). 

In other words, the energy consumed by the ventricle during contraction is 
transferred to the aorta generating two different wave phenomena that 
propagate along the arterial tree: a flow wave, which proceeds at low speed 
(about 1 m/s in aorta) and is attenuated by proceeding from the center towards 
the periphery, and a pressure wave or sphygmic wave, which proceeds at a 
much higher speed (typically 4-8 m/s in the normal aorta) and which has 
different and completely peculiar characteristics. 

We are used to expressing the sphygmic wave in a given point of the 
arterial tree as the change in blood pressure that occurs during a cardiac cycle, 
that is, in terms of systolic and diastolic blood pressure. However, an obvious 
characteristic of the pressure in the arterial tree, yet neglected for decades in 
both clinical practice and research, is that it is a wave, that is, a periodic 
oscillatory movement that travels from the heart to the peripheral arteries. 
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Figure I.5 Sphygmic wave in the aorta analyzed in the time domain. The 
wave amplitude corresponds to the differential pressure (pulse pressure, 
PP), and the frequency to the ratio: 1 / duration of the cardiac cycle. Tr 
indicates the interval between the arrival of the incident wave and the 
arrival of the reflected wave. AP (augmentation pressure) represents the 
increase in the sphygmic wave due to the reflected wave 

The nature of this oscillation can be understood if it is compared to another 
wave with well-known characteristics, such as the acoustic wave. Similarly to 
the acoustic wave, the pulse wave: 

1) it can be reflected and amplified; 
2) it has an amplitude and a frequency; 
3) it can be analyzed by breaking it down over time (time domain analysis) 

or its sinusoidal harmonic components (frequency domain analysis). 
At each point of the arterial tree, the shape of the sphygmic wave is the 

result of the incident wave (which travels from the center to the periphery) and 
the reflected wave. Reflections of the sphygmic wave occur at the level of 
multiple sites in which there are changes in arterial properties (eg, elasticity, 
stiffness, vasomotor tone) or due to the architecture of the arterial tree (e.g., 
bifurcations, calcifications). The reflection site is not really a single physically 
distinct site, but rather a statistical notion: the multiple waves reflected by the 
various sites merge into a single reflected wave, which is added to the incident 
wave and thus forms the final sphygmic wave (Bramwell, 1922; Avolio, 
2009). 
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I.3 Electrocardiography: ECG signal 

One of the most important problems in the measurement of biomedical 
signals is represented by the presence of disturbances and noise that 
contaminate the signal of interest, preventing a correct determination of its 
trend. The top graph of Figure I.6 illustrates a noise-contaminated ECG signal. 
The use of filtering techniques allows to reduce or eliminate the noise level 
present in the signal and to obtain a "cleaned" signal. Ultimately, the filtering 
operation allows a more precise and accurate recognition of the QRS complex 
that characterizes the ECG signal (graph at the bottom of Figure I.6). 

 

 
Figure I.6 Noise-contaminated ECG signal (top), filtered ECG signal 
(bottom) 

The characteristic parameters that can be extracted from an ECG are 
numerous, first of all the temporal distance between the two R-R peaks of 
successive beats, on whose value the calculation of the Heart Rate (HR) is 
based (Figura I.7).  

In a healthy organism there is a dynamic balance between the sympathetic 
nervous system (SNS) and the parasympathetic nervous system (PNS), the 
two branches of the autonomic nervous system. PNS activity prevails at rest.  

The heart rate calculated at a specific time represents the net effect of the 
neural response of the parasympathetic nerves, which slow down HR, and of 
sympathetic nerves, which accelerate it. In the literature, this mechanism is 
referred to as an “antagonistic” mechanism.  

The normal sinus rhythm of the resting heart is highly irregular during 
steady-state conditions. The change in time intervals between adjacent beats 
is called Heart Rate Variability (HRV). 
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Figure I.7 ECG and Heart Rate 

These fluctuations in heart rate are the result of complex and non-linear 
interactions between different physiological systems (autonomic nervous 
system, blood pressure, and respiratory control systems) in response to 
conditioning factors (stress, drowsiness). The most common modality of 
observing these changes is the so-called tachogram, the graph of a sequence 
of time intervals between the R peaks (Figura I.8). A reduced HRV can be 
predictive of future heart problems because it reflects a reduced ability to 
regulate, which is the ability to respond adequately to exercise or stress 
situations. 

 

 
Figure I.8 Tachogram 

 

I.4 Heart Rate Variability 

Every individual finds himself having to daily face various physiological 
and environmental stimuli, which subject his organism to a perennial effort of 
adaptation. In this regard, the Autonomous Nervous System (ANS) assumes a 
fundamental role, since it highlights the person's ability to adapt and conform: 
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it acts, in fact, as a sort of "orchestra conductor" regulating all physiological 
processes, both in normal homeostatic as well as pathological conditions, 
through the alternation of excitatory (sympathetic system) and inhibitory 
(parasympathetic system) actions. 

In order to determine the psycho-physical health of an individual, a 
promising and non-invasive technique for evaluating the sympathetic and 
parasympathetic functions of the ANS has spread in recent decades: Heart 
Rate Variability (HRV). The effectiveness and immediacy of the results, the 
ease of data acquisition and processing, without neglecting the accessibility of 
the cost, are the reasons for the success of this new evaluation procedure. 

A high variability of the heart rhythm is an indirect signal of the good 
degree of adaptation to internal and external stimuli and it characterizes a 
healthy individual with efficient mechanisms of regulation of the ANS. On the 
contrary, a low variability of the heart rhythm is often an indication of 
abnormal and insufficient adaptation to external factors with consequent 
reduced physiological function of the individual. By analyzing the result of an 
HRV analysis, it is also possible to determine the prevalence of sympathetic 
or parasympathetic activity and how much, in a situation of imbalance, the 
activity of one of these two nervous systems prevails over the other one 
(Malik, 1996). 

In order to establish univocal criteria for reading and interpreting the 
parameters obtained from a HRV analysis, in 1996 the Task Force of the 
European Society of Cardiology and the North American Society of Pacing 
Electrophysiology established guidelines, which are still valid today and 
internationally followed. 

Historically, his clinical interest emerged in 1965 when Lee S. T. detected 
the presence of alterations in the R-R intervals of the ECG signal recorded to 
monitor fetal distress. Subsequently, other authors (Luczak, 1973; Hirsch, 
1981) focused their attention on the existence of physiological rhythms 
inserted in the heart rate signal, until in 1977 the HRV took hold in cardiology, 
proving to be a reliable index of mortality risk in patients who had suffered 
acute myocardial infarction (Wolf, 1977). 

Over the years, in addition to witnessing an increase in the applications of 
this technique in the cardiology field, its effectiveness and reliability have also 
been demonstrated in other application areas, including psychology, 
psychiatry, psychotherapy and, the latest arrivals in chronological terms, 
sports medicine and wellness, with the spread of increasingly accessible and 
easy-to-use instruments, up to the recent integration in numerous 
smartphones. 
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I.5 HRV analysis 

Heart rate is defined as the average number of heart beats per minute. 
Actually, the time that passes between a heartbeat and the next one is not 
constant, but it changes continuously (Laurin, 2013; Tadi, 2015). 

Each of us has a natural variability of heart rate in response to factors such 
as breathing rhythm, emotional states, anxiety, stress, anger, relaxation, 
thoughts, etc. In a healthy heart, the heart rate responds quickly to all these 
factors, changing according to the situation, so that the body is able to adapt 
as well as possible to the different needs that the environment continually 
submits to us. A healthy individual shows a good degree of heart rate 
variability, which translates into a good degree of psychophysical adaptability 
to the different situations that may arise. 

The study of Heart Rate Variability (HRV) consists in the measurement 
and analysis of heartbeat variations, in order to deduce some important 
information in the diagnosis of various clinical and functional conditions or 
for daily health monitoring (Montano, 2009; Pumprla, 2002; Porges, 1995). It 
is also the main tool available for the non-invasive evaluation of the dynamics 
of ANS, in terms of balancing the activity between the sympathetic and 
parasympathetic nervous systems (sympathetic/vagal balance), and it reflects 
the homeostatic interaction between the disturbances in the central 
cardiovascular system functions and the dynamic responses of cardiovascular 
regulatory systems (Malik, 1996; Porges, 2003). 

In particular, the Sympathetic Nervous System, when activated, produces 
a series of effects such as: acceleration of the heartbeat, dilation of the bronchi, 
increase in blood pressure, peripheral vasoconstriction, pupillary dilation, 
increased sweating. The Sympathetic system is the body's normal response to 
a situation of alarm, struggle, stress. 

On the contrary, the Parasympathetic Nervous System (also called Vagal 
Activity), when activated, produces a slowing of the heart rhythm, an increase 
in bronchial muscle tone, dilation of blood vessels, decrease in pressure, 
slowing of breathing, increased muscle relaxation, breathing becomes calmer 
and deeper. The Parasympathetic System represents the body's normal 
response to a situation of calm, rest, tranquility and the absence of dangers and 
stress. Our body, at all times, is in a situation determined by the balance or the 
predominance of one of these two nervous systems. 

The body's ability to change its balance towards one or the other system is 
very important and it is a fundamental mechanism which tends to the dynamic 
balance of the organism both from a physiological and psychological point of 
view. Hence the great importance of having today a scientific instrument such 
as HRV capable of evaluating the relative state of the Sympathetic and 
Parasympathetic nervous system. 

HRV signals are usually calculated by analyzing a time series of beat-to-
beat intervals measured by electrocardiography (ECG) or derived from a pulse 
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wave signal that is measured using a photoplethysmography sensor (PPG 
waveform) applied to a finger, which detects the cyclical variations of the 
pressure tone in the capillaries of the finger itself, which faithfully represent 
the heartbeat. Once digitized, the data is analyzed by software that calculates 
the R-R distance (expressed in milliseconds, ms) between one heartbeat and 
the next and it creates a diagram, based on the number of heartbeats, the so-
called tachogram. 

Then the software performs further more complex analyzes, i.e. the 
Resampling of the tachogram, the Fourier Transform and the calculation of 
the Power Spectrum of the tachogram (expressed in ms2), which represents 
the frequency components of the tachogram and it contains the essential 
information to arrive at the aforementioned estimate of the balance between 
Sympathetic and Parasympathetic. The power spectrum (in the frequency 
domain) expresses the power of the frequencies between 0.01 and 0.4 Hz 
(Clifford, 2005). 

 
I.5.1 Methods of HRV analysis 

The study of HRV focuses mainly on the analysis in the time and frequency 
domain (Cerutti, 1995; Kleiger, 1995; Litvack, 1995; Malik, 1996). However, 
cardiac activity is an integrated signal that is influenced not only by the two 
branches of the ANS, but also by a number of other subordinate physiological 
mechanisms and various external factors. 

 
I.5.1.1 Time domain analysis 

Time domain measures are basically divided into two classes: (a) measures 
of variability derived from RRI data; (b) measures of variability derived from 
the differences between adjacent RRIs. To the first subclass belong the mean 
RRI (mRRI), the HR and the standard deviation of the RRI (SDNN), 
immediate but also the least informative. In the second subclass, the most 
explanatory parameter is undoubtedly the RMSSD: it is used to estimate the 
high frequency beat-to-beat variations that represent vagal regulation activity. 
A low rMSSD value indicates poor parasympathetic activity and difficulty in 
recovering from physical exertion or from a situation of high emotional stress. 
Other parameters used to assess beat-to-beat variations include NN50, the 
number of adjacent RRIs that differ by more than 50 ms, and pNN50 
(NN50/total number of RRIs). Since these parameters are highly correlated 
with RMSSD, they are also good estimators of vagal activity (von Borell, 
2007). 
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I.5.1.2 Geometric analysis 
The Poincaré map (Lorenz diagram) is the scatter plot of the intervals 

between beats as a function of the previous intervals between beats 
(Karmakar, 2010). It is a geometric technique originating from non-linear 
dynamics (Brennan, 2001; Golińska, 2013). 

 
I.5.1.3 Spectral analysis of HRV by FFT 

The FFT technique is applied only to equidistant sampled series, therefore 
the raw HRV time series must be converted to equidistant sampled series by 
interpolation methods before the FFT analysis (Cerutti, 1995). The LF/HF 
ratio is defined as the ratio of power in the LF band to power in the HF band 
(Malik, 1996). 

In the frequency domain, three sub-bands of frequencies can be 
distinguished within this spectrum: 

• VLF (Very Low Frequency): frequencies between 0.01 and 0.04 Hz. The 
VLF band is due in part to the activity of the Sympathetic Nervous System, 
by changes in thermoregulation, and in the psychological field it is influenced 
by worries and obsessive thoughts (worry and rumination). 

• LF (Low Frequency): frequencies between 0.04 and 0.15 Hz. The LF 
band is considered mainly due to the Sympathetic Nervous System and the 
regulation of the baroreceptors. 

• HF (High Frequency): frequencies between 0.15 and 0.4 Hz. The HF 
band is considered an expression of the activity of the Parasympathetic 
Nervous System. This frequency zone is highly influenced by the rhythm and 
depth of breathing. 

The FFT technique allows you to assign power in different bands to 
different underlying physiological functions. It is widely accepted that the 
power in the HF band represents vagal activity (Malliani, 1994; Akselrod, 
1995; Houle, 1999), while the LF and VLF bands are associated with 
sympathetic activity or sympathetic plus vagal activity, and their 
physiological significance has been much debated (Ponikowski, 1996; 
Yeragani, 2002) (Figura I.9). 
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Figura I.9 Power Spectrum 

 
I.5.1.3.1 LF and HF power bands  

There are four main frequency bands of heart rhythms: high frequency 
(HF), low frequency (LF), very-low frequency (VLF) and ultra-low frequency 
(ULF). The first two classes characterize phenomena and processes that 
develop over minutes or tens of minutes; on the contrary, phenomena in the 
VLF and ULF bands require longer recordings to emerge (as the timing of the 
experiments examined in this study).  

The HF power (0.15÷0.4 Hz) reflects the parasympathetic or vagal activity 
and it is often called the breathing band because it corresponds to changes in 
heart rate related to the respiratory cycle: the HR accelerates during inspiration 
and slows down during exhalation. The power LF (0.04 ÷ 0.15 Hz) reflects 
the resting activity of the baroreceptors, i.e. the neurosensory receptors that 
respond to pressure changes in the cardiovascular system.  

The LF/HF ratio can be interpreted as a sympatho-vagal index: in fact, 
since the HF band reflects the activity of the only parasympathetic system, 
while the LF band takes into account both the sympathetic and the 
parasympathetic ones, a decrease of this ratio is generally seen as an 
imbalance towards the parasympathetic activity, while its increase is an 
indication of an imbalance towards the sympathetic activity.  

Since emotional, attentional and stress responses also involve the 
autonomic nervous system (in addition to the central nervous system) they can 
be associated with changes in HRV and in particular with changes in the 
sympathetic-vagal balance. For example, in conditions of increased workload 
(stress conditions) there is an increase in heart rate, and an increase in the 
LF/HF ratio.



 

 

Chapter II 
Heart Sound 

 
 
 
 

II.1 Heart sound processing model for a mat-shaped device 

The development and spread of Human-centered products is based on 
satisfying the user's needs mainly related to performance, interaction, comfort 
and usability. This design concept finds application in product development 
in the industrial sector: the diffusion of increasingly accessible and easy-to-
use instruments, their application in the most diverse fields, is the context from 
which this study of a model able to provide support for research in both 
clinical and purely commercial fields was born. A technology based on the 
acquisition and processing of biosignals, in this case the cardiac ones, allows 
the search for physiological parameters capable of providing an objective 
reading of perceptual states related to the sensations of fatigue, malaise and 
postural discomfort, concentration and sleepiness, as well as define the 
product ergonomic performance. 

As mentioned above HRV analysis is useful in assessing the dynamics of 
the autonomic nervous system (ANS) and detecting the effects of numerous 
systemic diseases as well as changes related to the normal daily biological 
rhythm or to accidental situations of stress or fatigue, as well as comfort or 
vigilance. 

Therefore, the study of a model based on the interpretation of cardiac signal 
is able to provide real-time monitoring of physiological conditions and to offer 
useful support in both medical and driving safety fields.  

The developed model allows for the acquisition of the heart's vibro-
acoustic signal, that can be subjected to HRV analysis at a later stage thanks 
to the compiled algorithm. 

 
II.1.1 Detection system 

This section describes the procedure for detecting the heartbeat acquired 
through a sensor integrated into a mat placed on the back of a seat at a height 
close to that of the heart (about 40 cm from the seat). To detect the HR and 
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the characteristic HRV indices, an algorithm was developed that can identify 
the R peaks of the ECG wave by processing the heart sound signal coming 
from the seated subject. This signal is recorded through a capacitive 
microphone sensor embedded in a specific support made of 3D polyester 
material and inserted into a mat (Figure II.1). 

 

 
Figure II.2 Layer structure of the sensing system 

This fabric approximates the elastic characteristics of muscles in a relaxed 
state, having almost the same load-displacement characteristics as human skin 
(Kojima 2015) and it acts as an oscillator with a center frequency of 
approximately 20 Hz and, through the phenomenon of stochastic resonance, 
allows the filtering of the acoustic signal around 20 Hz for the removal of 
artifacts (Hagiyama, 2018, 2019; Salvati, 2021). 

The frequency range of the microphone developed to capture heart sounds 
is 30 to 70 Hz, which is the frequency band of heart sounds. This microphone 
can measure sounds from 0,1 Hz, but it has high sensitivity in the 10 to 30 Hz 
frequency range. 

The acquisition of cardiac signals, both from ECG and from sensor, takes 
place at a sampling rate of 1000 Hz. 

 
II.1.2 Signal Processing 

In order to eliminate the noise components due to breathing or movement 
artifacts, three types of bandpass filter with different cut-off frequencies were 
tested to recognize which produced the cardiac signal most similar to that 
obtained with the electrocardiograph. Therefore for the first bandpass filter 
(b.p.f) the frequency bands 10-30 Hz, 15-80 Hz and 4-50 Hz were chosen and 
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subsequently the signal was filtered between 0.8 and 1.8 Hz so that it assumed 
the analogous wave form to an electrocardiographic signal, having a 
frequency close to 1 Hz (Figure II.2). The evaluation of the time interval 
between the peaks of this waveform allows an estimate of the parameters in 
the time and frequency domain typical of HRV analysis (Figure II.3). 
 

 
Figure II.2 Signal processing 

 
Figure II.3 Heart sound waveform 

 
II.1.3 Experimental Protocol 

Ten healthy subjects between the ages of 25 and 54 were made to sit for 5 
minutes on a car seat fixed on the floor of the laboratory and equipped with 
the mat that incorporates the sensor. Participants were asked to sleep at least 
7 hours the night before the experiment, not to smoke and not to take caffeine, 
alcohol or energy drinks after waking up until the time of the experiment. The 
subjects were also asked to arrange the three ECG electrodes on themselves. 
The electrodes were placed in RA (right arm), LA (left arm) and LL (left leg) 
positions (Figure II.4). 
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Figure II.4 Placement of ECG electrodes 

 
II.1.4 Results 

A preliminary visual examination of the Poincaré Plot, relating to both the 
ECG signal and the heart sound (HS) signal processed by the algorithm, 
revealed that no signal loss was recorded during the detection (Figure II.5). 

 

(a) (b) 

Figure II.5 (a) RRI Poincaré Plot; (b) HS peaks Poincaré Plot 

To establish which filter offered the best performance, the tachograms of 
the ECG and HS signals relating to each acquisition were compared. A 
Pearson correlation coefficient “r” was calculated for each comparison. Then 
the average relative to the analyzes carried out with the same b.p.f. was 
calculated. And the most performing filter turned out to be the one with a 
frequency range of 10-30 Hz, as shown in Table II.1. 
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Table II.1 Comparison of b.p.f. filters 
  Pearson correlation coefficient r  
 10-30 Hz 15-80 Hz 4-50 Hz 
Subjects r r r 
1 0.78 0.89 0.28 
2 0.68 0.18 0.17 
3 0.62 0.56 0.47 
4 0.30 0.31 0.22 
5 0.38 0.37 0.15 
6 0.34 0.58 0.47 
7 0.43 0.25 0.15 
8 0.52 0.14 0.44 
9 0.68 0.31 0.37 
10 0.63 -0.19 0.20 
        
Mean 0.54 0.34 0.29 

 
Subsequently, the measurements obtained with the sensor that showed the 

greatest and least correspondence with the tachogram obtained from the ECG 
are reported, respectively those of Subject 1 and Subject 4. With regard to 
Subject 1, in Figure II.6 the trend of the tachogram obtained from the HS 
signal (red line) reproduces with good approximation the trend of the RRI 
obtained from the ECG, so much that even the parameters in the time domain 
HR, RRI, SDNN, RMSSD, SD1, SD2 are equal or deviate by a few units 
(Table II.2) (Fig II.7). 

 

 
Figure II.6 Subject 1: overlap of the tachogram obtained with ECG (HR) 
and sensor (HS) 

Table II.2 Comparison of cardiac parameters in the time domain (Subject 1) 
 ECG HS 
Mean RR | HR 709 | 85 709 | 85 
SDNN 58.7 61.4 
RMSSD 44.6 45.2 
pNN50 11.7 21.6 
SD1 | SD2 31.5 | 76.5 31.9 | 80.5 
SD1/SD2 ratio 0.41 0.4 
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Figure II.7 mRRI, RMSSD, pNN50 variations in the time domain (Subject 1) 

To further appreciate the similarity of the results obtained, an analysis in 
the frequency domain was also performed. Figure II.8 shows the time course 
of the HF and LF/HF parameters for both ECG acquisition and sensor one: 
from a visual estimate it can be seen that in this case the algorithm can only 
approximate the actual LF/HF trend and it works better on the HF signal. The 
spectral diagram in Figure II.9 certainly offers a quantifiable estimate of the 
algorithm's efficiency. 

 

 
 

Figure II.8 Subject 1’s HRV Frequency Analysis: comparison between ECG 
(top) and sensor (bottom) results 

 
Figure II.9 Subject 1: spectral analysis of the RR tachogram from ECG and 
HS signals 

By observing the results obtained on Subject 4, it can be seen that the 
algorithm still manages to offer a good interpretation of the heart signal, 
however failing to provide close reproduction in all time segments (Figure 
II.10). 
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Figure II.10 Subject 4: overlap of the tachogram obtained with ECG (HR) 
and sensor (HS) 

This loss of correct information is inevitably transferred to the calculation 
of the typical parameters of the HRV, as it is evident from the extent of the 
deviations between the values shown in Table II.3 and Fig II.11. 

 
Table II.3 Comparison of cardiac parameters in the time domain (Subject 4) 
 ECG HS 
Mean RR | HR 860 | 70 857 | 70 
SDNN 79.0 84.8 
RMSSD 35.9 56.2 
pNN50 13.4 34.1 
SD1| SD2 25.4 | 108.5 39.7 | 112.5 
SD1/SD2 ratio 0.23 0.35 

 

  
Figure II.11 mRRI, RMSSD, pNN50 variations in the time domain (Subject 
4) 

At such low correlation values, even the frequency analysis becomes 
unreliable (Figures II.12-13). 

 
Figure II.12 Subject 4’s HRV Frequency Analysis: comparison between 
ECG (top) and sensor (bottom) results 



Chapter II 

20 
 

 
Figure II.13 Subject 4: spectral analysis of the RR tachogram from ECG 
and HS signals 

All performances are validated through comparison with a clinic device. 
Even if this tool does not present the practicality of wearable models, it 
certainly offers the possibility of accessing more accurate information than 
what an average user or sportsman needs. The potential offered by such a 
system in both the clinical and commercial fields is considerable: the 
possibility of continuous monitoring of health state or a remote homecare 
service are just some of the prospects, as well as monitoring in real-time states 
of stress, fatigue and drowsiness of a driver or defining new applicable 
comfort indices in ergonomic and postural studies. The non-invasiveness of 
this device is a breakthrough. However, the susceptibility of the results of such 
a device still represents a limit and above all it would be necessary to increase 
the number of tests in order to understand the source of these interpretative 
errors which appear suddenly and therefore could be attributed to movement 
artifacts or anomalies such as ectopic beats. 
 
II.2 HRV analysis through the processing of the sphygmic wave 
pulsation acquired by a sensor in the proximity of the femoral 
artery 

In this study, the HRV parameters obtained from the analysis of the data 
acquired through an electrocardiograph were compared with those ones 
obtained from the use of a non-invasive system consisting of a sensor, 
incorporated in a cushion on which the subject is seated, able to detect the 
pulsations produced by the sphygmic wave (SWP) also through clothing. 

 
II.2.1 Detection system 

During the tests carried out in the previous experiment, a cushion of the 
same fabric as the mat was placed on the seat and an identical sensor was 
integrated inside it. The latter was placed slightly to the left, halfway between 
the spinal termination of the coccyx and the transit point closest to the femoral 
artery. 

The developed algorithm was able to identify the peaks of the wave 
generated by the sphygmic pulsation through the processing of the vibrational 
signal coming from the seated subject. 
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This signal is recorded through a capacitive microphone sensor embedded 
in a specific support made of 3D polyester material and inserted into a cushion. 
This material acts as an oscillator with a center frequency of approximately 
20 Hz and, through the phenomenon of stochastic resonance, allows the 
filtering of the acoustic signal around 20 Hz for the removal of artifacts 
(Hagiyama, 2018, 2019; Salvati, 2021). 

The acquisition of cardiac signals, both from ECG and sensor, takes place 
at a sampling rate of 1000 Hz. 

 
II.2.2 Signal Processing 

In order to eliminate the noise components due to movement artifacts, three 
types of bandpass filter with different cut-off frequencies were tested to 
recognize which produced the most similar signal to that obtained with the 
electrocardiograph. Therefore for the first bandpass filter (b.p.f.) the 
frequency bands 10-30 Hz, 15-80 Hz and 4-50 Hz were chosen and 
subsequently the signal was filtered between 0.8 and 1.8 Hz so that it assumed 
the analogous waveform to an ECG signal, having a frequency close to 1 Hz. 
The evaluation of the time interval between the peaks of this waveform allows 
an estimate of the parameters in the time and frequency domain typical of 
HRV analysis (Figura II.14). 

 

 
Figure II.14 Signal processing 
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II.2.3 Results 

To establish which filter offered the best performance, the tachograms of 
the ECG and SWP signals relating to each acquisition were compared. A 
Pearson correlation coefficient "r" was calculated for each comparison. Then 
the average relative to the analyzes carried out with the same b.p.f. was 
calculated. and the most performing filter turned out to be the one with a 
frequency range of 4-50 Hz, as shown in Table II.4. 

 
Table II.4 Comparison of b.p.f. filters 
  Pearson correlation coefficient r  
 10-30 Hz 15-80 Hz 4-50 Hz 
Subjects   r   r   r 
1 0.62 0.58 0.65 
2 0.21 0.04 0.45 
3 0.33 0.82 0.54 
4 0.48 0.21 0.46 
5 0.31 0.51 0.38 
6 0.53 0.90 0.55 
7 0.69 0.93 0.94 
8 0.35 0.62 0.35 
9 0.28 0.50 0.42 
10 0.20 -0.21 0.56 
     
Mean 0.40 0.49 0.53 

 
Subsequently, the measurements obtained with the sensor that showed the 

greatest and least correspondence with the tachogram obtained from the ECG 
are reported, respectively those of Subject 7 and Subject 8. With regard to 
Subject 7, in Figure II.15 the trend of the tachogram obtained from the SWP 
signal (red line) reproduces with good approximation (r=0.94) the trend of the 
RRI obtained from the ECG and HR, RRI, SDNN parameters in the time 
domain are very close to the actual ones (Table II.5) (Fig II.16). 

 

 
Figure II.15 Subject 7: overlap of the tachogram obtained with ECG (HR) 
and sensor (SWP) 



Heart Sound 

23 
 

Table II.5 Comparison of cardiac parameters in the time domain (Subject 7) 
 ECG SWP 
Mean RR | HR 877 | 68 876 | 69 
SDNN 86.3 83.9 
RMSSD 39.8 52.3 
pNN50 17.4 28.1 
SD1 | SD2 28.1 | 118.8 37.0 | 112.9 
SD1/SD2 ratio 0.24 0.33 

 
 

  
Figure II.16 mRRI, RMSSD, pNN50 variations in the time domain (Subject 
7) 

A visual examination of the Poincaré Plot, relating to both the ECG signal 
and the SWP signal processed by the algorithm, revealed that no signal loss 
was recorded during the detection (Figure II.17). 

 

(a) (b) 

Figure II.17 Subject 7: (a) RRI Poincaré Plot; (b) SWP peaks Poincaré Plot 

To further appreciate the similarity of the results obtained, an analysis in 
the frequency domain was also performed. Figure II.18 shows the time course 
of the HF and LF/HF parameters for both ECG acquisition and sensor one: 
from a visual estimate it can be seen that in this case the algorithm can only 
approximate the actual LF/HF trend and it works better on the HF signal. The 
spectral diagram in Figure II.19 certainly offers a quantifiable estimate of the 
algorithm’s efficiency.  
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Figure II.18 Subject 7’s HRV Frequency Analysis: comparison between 
ECG (top) and SWP (bottom) results 

 

 

 
Figure II.19 Subject 7: spectral analysis of the RR tachogram from ECG 
and SWP signals 

By observing the results obtained on Subject 8, it can be seen that the 
algorithm manages to offer an inconspicuous (r=0.35) interpretation of the 
heart signal, while managing to follow its trend (Figure II.20). 

 

 
Figure II.20 Subject 8: overlap of the tachogram obtained with ECG (HR) 
and sensor (SWP) 

This loss of correct information is inevitably transferred to the calculation 
of the typical parameters of the HRV, as it is evident from the extent of the 
deviations between the values shown in Table II.6 and Fig II.21. 
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Table II.6 Comparison of cardiac parameters in the time domain (Subject 8) 
 ECG HS 
Mean RR | HR 921 | 65 903 | 66 
SDNN 93.0 139.4 
RMSSD 42.7 121.5 
pNN50 14.7 64.0 
SD1| SD2 30.2 | 128.0 85.9 | 165.4 
SD1/SD2 ratio 0.24 0.52 

 

  
Figure II.21 mRRI, RMSSD, pNN50 variations in the time domain (Subject 
8) 

A visual examination of the Poincaré Plot, relating to both the ECG signal 
and the SWP signal processed by the algorithm, revealed that no signal was 
missed during the detection (Figure II.22). 

 

(a) (b) 

Figure II.22 Subject 8: (a) RRI Poincaré Plot; (b) SWP peaks Poincaré Plot 

Even if the correlation value was low, the frequency analysis shows a 
similarity in the trend of the LF/HF ratio throughout the survey and of the HF 
parameter only in the second half. (Figures II.23-24). 

 

 
Figure II.23 Subject 8’s HRV Frequency Analysis: comparison between 
ECG (top) and SWP (bottom) results 
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Figure II.24 Subject 8: spectral analysis of the RR tachogram from ECG 
and SWP signals



 

 

Chapter III 
Sleepiness and Fatigue 

 
 
 
 

III.1 Biology of human sleep and sleepiness 

The terms sleepiness and fatigue (tiredness) are often indistinguishable 
when referring to a state of decay of the driver’s condition: however they have 
different characteristics (Fig III.1). Somnolence is an intermediate state 
between wakefulness and sleep which has been defined as a state of 
progressive alteration of awareness associated with a physiological drive or 
inclination to sleep (Johns, 2000; Slater, 2008). Fatigue is considered one of 
the factors that can lead to sleepiness and it is a consequence of physical work 
or a prolonged experience: it is defined as a reluctance to continue the task 
(Brown, 1982). Some authors distinguish fatigue from sleepiness since the 
former does not fluctuate rapidly, for periods of a few seconds, such as 
sleepiness. Rest and inactivity usually relieve fatigue, however they make 
sleepiness worse (Johns, 2008). 

Cognitively, studies have linked sleepiness and fatigue to decreased 
alertness (ability to detect and respond to unpredictable signals or events over 
a longer period of time), reaction time, memory, psychomotor coordination, 
information processing and decision making (Lyznicki, 1998; Isnainiyah, 
2015). Its effects are stronger in those tasks which are monotonous, which 
have a long duration, which require constant attention and which have low 
predictability. 
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Figure III.1 Effects of circadian and homeostatic factors on sleepiness and 
fatigue 

 
III.1.1 Performance impairment 

In some activities, such as driving, sleepiness is considered a significant 
risk factor that contributes substantially to the increase in the number of car 
accidents each year (Campagne, 2004). Driver fatigue is believed to account 
for 35% -45% of all automobile accidents (Connor, 2009). About driving, 
there is a psychological conflict between the reluctance to drive and the need 
to drive. A result can be a progressive withdrawal of attention to the tasks 
required for safe driving (Treat, 1977).  

Sleepiness leads to accidents because it alters elements of human 
performance that are critical to safe driving (Dinges, 1991). Relevant 
alterations identified in laboratory and vehicle studies include: slower reaction 
time (Dinges, 1995), reduced alertness (Haraldsson, 1990; Kribbs, 1994), 
information processing deficit (Dinges, 1995). 

Many of these accidents are work-related, such as truck and commercial 
vehicle drivers. The effects of the time of day are profound, with sleepiness 
particularly noticeable during night work and after returning home. Circadian 
factors are as important in determining the driver’s sleepiness as the duration 
of driving. 

The circadian rhythm is an internal biological clock that completes a cycle 
approximately every 24 hours. It coordinates physiological priorities for daily 
activities, including sleep, body temperature, digestion, performance, and 
other variables. Therefore, it has a direct effect on alertness, mood, motivation 
and performance. Homeostatic factors govern circadian factors to regulate the 
times of sleepiness and wakefulness. 
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III.1.2 Causes and effects of drowsy driving 

Although alcohol and some medications can independently induce 
sleepiness, the main causes of drowsiness while driving in people without 
sleep disorders are: sleep restriction or loss, sleep disruption and 
fragmentation, circadian factors. 

Drowsiness accidents occur most often at night or in the mid-afternoon 
(off-peak hours), on motorways or state roads (driving more boring and at 
higher and steady speeds, involving only one vehicle and often with severe 
damage to the vehicle). The driver is usually alone and makes no effort to 
brake or take other actions to avoid the accident. 

Car accidents are a leading cause of death worldwide and are expected to 
become the fourth leading cause of death in 2030 (WHO, 2011). 

Sleepiness is the second leading cause (after alcohol) of car accidents. In 
numerous surveys, more than 50% of people report having driven drowsy 
during the last year, and almost 25% report having fallen asleep at the wheel 
(Horne , 1999; Sagaspe, 2010; Philip, 2014).  

Some research has estimated that sleepiness plays a causal role, in whole 
or in part, in 20-25% of road accidents (WHO, 2011) and in about 20% of all 
fatal and serious accidents (Connor, 2002; Kecklund, 2011). In the case of 
truck accidents, tired and sleepy driving has been found to be a major cause 
(Chen, 2016) and 70% of these accidents are attributed to distraction (WHO, 
2011).  

The role of drowsiness, fatigue and driver tiredness and their impact on the 
incidence of road accidents are extensively documented in the literature 
(Connor, 2002; Bener, 2014; Herman, 2014; Williamson, 2014) and have been 
correlated with reduced performance in psychomotor tests and driving 
simulators (Lajunen, 2004; Herman, 2014; Thompson, 2014). Driver fatigue 
causes 1% -3% of road accidents and up to 20% of accidents occur on major 
roads and highways (Jamroz, 2013). 

 
III.1.3 Evaluating sleepiness 

A strategy to address this safety problem is to select the neurophysiological 
signals of motorists for the evaluation of mental workload, fatigue and 
sleepiness (Borghini, 2014), incorporating in the vehicle the driver status 
detection function in each moment by monitoring physical and driving 
performance (Daza, 2014). 

Studies for the detection of sleepy and fatigued driving behavior have 
focused on two approaches: one adopts physiological signals, such as 
electroencephalogram (EEG) (Picot, 2012; Correa, 2014; Zhang, 2014; Li G., 
2015) , heart rate variability (HRV) (Li G., 2013; Jung, 2014), time-averaged 
percentage of eye closure (PERCLOS) (Nagai, 2008; McDonald, 2012), facial 
features (Dikkers, 2004; Tianyi, 2010; Minjie, 2013) or the behavioral 
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characteristics (head position, sitting posture) (King, 1994; Wierwille, 1994a, 
1994b, 1996; Sahayadhas, 2012) of the driver. The other approach adopts 
information on driving behavior and style, such as the position of the vehicle 
in the lane, the steering angles and the movements of the steering wheel. In 
turn, these methods are classified into intrusive and non-intrusive. 

 
III.1.3.1 Vehicle-based tools 

There are some onboard systems that are meant to measure sleepiness or 
certain behaviors associated with sleepiness. Examples include brainwave 
monitors, eye closure monitors, steering variance detecting devices, and lane 
deviation tracking devices (Dinges, 1995). 

Fatigued drivers show changes in visual behaviors, i.e. in the way they 
move their eyes or blink. It has been shown that the frequency of blinking as 
well as vertical eye movement increases just before sleep (Hayami, 2002). 
Vitabile (2011) used the PERCLOS parameter to evaluate the performance of 
their designed system under real driving conditions.  

The analysis of the driver's face image and the analysis of vehicle travel 
data are used to detect driver sleepiness (Mbouna, 2013; Cyganek, 2014). 
Driver’s eye tracking is one of the most common methods of drowsiness 
detection applied in several studies (Picot, 2010; Lenskiy, 2012).  

 
III.2 Fatigue 

Fatigue is extreme tiredness, whether from physical or mental exertion or 
illness, caused by insufficient rest for a period of time. It is due to sleep loss 
and circadian misalignment and it is a serious threat to safety in occupations 
that require 24 hours of operation, irregular hours and extended working hours 
(Dawson, 1997; Van Dongen, 2003). Laboratory research has been 
instrumental in characterizing how changes in sleep duration and timing affect 
subsequent alertness and performance (Santhi, 2007). 

 
III.2.1 Causes and effects of fatigue 

Fatigue plays a negative role on quality of life and performance. Driver 
fatigue is an extended definition that includes drowsiness, reduced attention 
span and motivation to act, reduced alertness, changes in performance and a 
propensity to make mistakes. 

On the other hand, fatigue can be seen as a signal from the body that the 
ongoing activity should be stopped, whether it is physical or mental activity 
or simply being awake. Although the causes of tiredness and drowsiness may 
be different, the effects of drowsiness and fatigue are very similar, namely a 
decrease in mental and physical performance. 

Causes of fatigue: 
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• Lack of sleep or poor sleep: chronic or acute. Even the quality of sleep, 
influenced by sleep disorders, misalignment of the biological clock, noisy or 
unpleasant environment. 

• Time-on-task: prolonged activity inevitably leads to physical and mental 
fatigue. 

• Monotonous activity: driving for relatively long periods in a monotonous 
driving environment results in a decrease in the driver’s alertness, which is an 
expression of fatigue. 

• Individual characteristics: age, physical and medical condition, alcohol 
use also affect how quickly drivers get tired and how they manage to cope 
with it. 

 
III.2.1.1 Effects of fatigue on driving 

Research indicates that fatigue leads to deterioration in driving 
performance which results in less efficient information processing (reduced 
alertness, longer reaction times, reduced steering performance), lower short-
term memory accuracy (e.g. example, a fatigued driver may not remember the 
previous few minutes of driving), poorer psychometric coordination and a 
greater tendency to mentally withdraw from the driving task (Brown, 1994; 
Dinges, 1995; Lyznicki, 1998; Philip, 2005). Drivers can use compensatory 
strategies to try to ward off the effects of fatigue. A phenomenon separated 
from fatigue, but often related to it, is “driving without awareness”. Finally, it 
should be borne in mind that there are individual differences in how people 
react and cope with fatigue. 

 
III.2.2 Evaluating fatigue 

In the manifestations of fatigue, physiological and psychological 
components are distinguished. Fatigue is associated with physiological 
changes in brainwave activity, eye movement, head movement, muscle tone, 
and heart rate. With the onset of fatigue, body temperature, heart rate, blood 
pressure, respiratory rate and adrenaline production drop. A fatigued person 
can experience micro-sleeps. Micro-sleeps are short naps that last about four 
to five seconds. 

Fatigue affects mood and motivation, as well as psychomotor and cognitive 
functions (Schagen, 2003). Fatigue is in part a subjective experience 
characterized by lack of motivation, feelings of exhaustion, boredom, 
discomfort, and a reluctance to continue a task. The psychological part of the 
fatigue has also been called “mental fatigue”. Mental fatigue is a gradual and 
cumulative process and is associated with reluctance to commit, reduced 
efficiency and alertness, and impaired mental performance. A person’s 
functional states range from deep sleep, light sleep, drowsiness, tired, barely 
awake, relaxed, restful, cool, alert, very alert, aroused, and an alert state. In 
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this series, mental fatigue is a functional state, which can result in sleep or a 
relaxed, restful condition (Lal, 2001). 

 
III.2.2.1 Progression of fatigue  

With the use of supervisory tasks, fatigue research has shown that periods 
of normal performance (i.e., seeing signals in time and providing the right 
response) alternate with short interruptions in operation (i.e., missing signals 
or responding very late). A theoretical explanation is that fatigue is not simply 
a passive process but is the result of an interaction between deactivation 
processes (e.g., slower functioning, less attention) and compensation 
processes. This means that a person can react when they notice the onset of 
fatigue and can compensate for the increased fatigue, for example, by 
engaging in more mental or physical effort to accomplish a task. The 
interaction between continuous fatigue and compensation (extra effort) leads 
to performance that becomes increasingly variable or unstable. Therefore, 
performance does not simply decline steadily, but with greater variability and 
even faster changes between normal operation and erratic operation (Dinges, 
1991). 

 
III.2.2.2 Vehicle-based tools 

Fatigue warning systems have been proposed as specific countermeasures 
to reduce collisions associated with driver fatigue. These devices employ a 
variety of techniques to detect driver sleepiness while driving a vehicle and 
alert the driver when critical levels of sleepiness are reached. However, 
detecting driver fatigue using valid, non-intrusive and objective measures 
remains a significant challenge. Detection techniques can use lane departure, 
steering wheel activity, eye or facial features. Several authors point out that 
fatigue warning systems can provoke a behavioral adaptation of the driver 
(Sagberg, 1999). A possible negative effect of on-board warning systems 
could be that the driver uses them to stay awake and drive for longer periods 
instead of stopping and taking a nap: thus, compensating for risk by relying 
too much on the safety system. 

A system that uses multiple components (for example, operator and 
performance monitoring) is probably more effective than one that focuses on 
just one dimension. Each system has advantages and disadvantages. An 
important consideration in the implementation of these systems, which so far 
has not been adequately addressed, is the acceptance and use of the system by 
road users (Horrey, 2011; Salvati, 2020). 

Recent technological developments in the field of fatigue detection include 
the use of artificial vision to detect driver drowsiness (Chakraborty, 2014; 
Massala, 2014) and the use of non-intrusive biopotential measurement 
systems that do not require contact with the human skin (Sun, 2014). 
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III.3 HRV for sleepiness and fatigue recognition 

Changes associated with sleep phase transitions affect the autonomic 
nervous system (ANS) and cardiac activities (Trinder, 2001; Versace, 2003) 
and HRV can be used as an indicator of the ANS responses to stress, sleepiness 
and other factors related (Malik, 1996; Jurysta, 2003; Li, 2013; Tobaldini, 
2013), as well as to identify the lack of attention. Several previous studies 
have concluded that heart rate (HR) varies significantly between alertness and 
sleepiness state (Liang, 2009; Miyaji, 2009) and that HRV-based methods are 
able to recognize driver sleepiness (Jiao, 2004; Shin, 2010; Yang, 2010; Patel, 
2011; Mahachandra, 2012). 

Chui (2016) proposed a method of detecting sleepiness based on an 
electrocardiogram (ECG) taken from drivers. Additionally, some researchers 
analyzed photoplethysmography (PPG) signals to detect sleepy driving (Lee, 
2011). Although they reported that the proposed methods were capable of 
achieving good performance, it is difficult to obtain good ECG or PPG signals 
stably due to motion artifacts. Furthermore, these methods would require a 
heavy computational load because the ECG sampling rate is usually greater 
than several hundred Hz. 

There is a strong relationship between the LF/HF ratio and the driver’s 
fatigue level (Patel, 2011), although the results for the LF/HF ratio are less 
consistent. Some research (Jiao, 2004; Shin, 2010; Mahachandra, 2012) has 
concluded that the LF/HF ratio increases when driver drowsiness occurs, 
while others (Yang, 2010; Patel, 2011) have found that the LF/HF ratio it 
progressively decreases as the driver goes from an alert state to a drowsy state.



 

 



 

 

Chapter IV 
On-road Test 

 
 
 
 

IV.1 On-road detection of driver fatigue and drowsiness on 
medium-distance journeys 

The following study presents a road driving experiment with non-intrusive 
instrumentation, with a triple goal: (a) to collect a database of physiological 
signals from both wakeful and drowsy drivers, useful for studying the 
measurable changes related to falling attention and fatigue/sleepiness; (b) to 
define a continuous control index based on the long-term cardiac signal 
variation and compare it with the PERCLOS indicator for the classification of 
the sleepiness phases; (c) to identify patterns for the recognition of ANS 
activation and prevalence phases that allow us to distinguish the different 
phases of sleepiness and prevent it. 

PERCLOS70 or PERCLOS80 (percentage of time the eyes are closed for 
more than 70 or 80%) is the most reliable parameter in detecting sleepiness 
(Dinges, 1998; Bhuiyan, 2009).  

 
IV.1.1 Materials and Methods 

This section describes the sleepiness detection procedure based on heart 
rate variability (HRV) acquired through a sensor integrated in the seat back 
that allows constant contact with the driver’s body (Murata, 2011). The 
characteristics of the cardiac signal are extracted from the RRI data (interval 
between wave peaks) recorded while driving and the information obtained 
from the analysis of this signal is used in a predictive algorithm that provides 
the closest sleepiness/fatigue index possible to the values obtained with the 
PERCLOS indicator and which also manages to highlight a trend of 
sleepiness/fatigue phases (Sagberg, 2004). In turn, the levels of sleepiness and 
fatigue are quantified using the Karolinska Sleepiness Scale (KSS) and the 
driver’s subjective estimate, respectively. 

We used a universal model for the detection of sleepiness that did not take 
into account the individuality of the driver and that was able to provide a real-
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time assessment free from the need to previously acquire an identification 
model of sleep and wakefulness states for comparative purposes. 

 
IV.1.1.1 Detection system 

The information relating to the heartbeat is obtained through the analysis 
of the acoustic pulse wave: this signal is recorded through a capacitive 
microphone sensor embedded in a specific support made of 3D polyester 
material and inserted into the seat cover. This material acts as an oscillator 
with a centre frequency of approximately 20 Hz and, through the phenomenon 
of stochastic resonance, allows both the filtering of the acoustic signal around 
20 Hz for the removal of artifacts and the maximum coupling of mechanical 
impedance between the subject’s trunk and the sensor. This technique allows 
to reduce to a minimum the number of undetected beats with consequent 
improvement of the reliability of the analysis (Hagiyama, 2018, 2019). 

 
IV.1.1.2 Analytical model 

The cardiac signal is filtered to eliminate the noise components due to 
respiration or movement artifacts: the information on the vibration due to the 
heartbeat is contained in signals around 20 Hz (Hagiyama, 2018, 2019) which 
are therefore passband filtered from 10 to 30 Hz. In order for this signal to 
take on the waveform of the cardiac cycle (having a frequency close to 1 Hz), 
it is further passband filtered between 0.8 and 2.0 Hz (Figure IV.1). A second-
order Butterworth IIR bandpass filter is applied. 

The waveform thus obtained (Figure IV.2) allows us to evaluate two types 
of interval: the one between the peaks and the variability of which in terms of 
average frequency detected in constant time segments we believe is useful for 
identifying the prevalence states of the Parasympathetic Nervous System 
(PSNS) and therefore any conditions of exhaustion; and the interval between 
the points of intersection with the zero baseline whose spectral analysis is used 
to estimate a decrease in sympathetic nervous activity (SNS), i.e. a reduced 
level of arousal linked to the occurrence of drowsiness episodes (Baharav , 
1995; Furman, 2008; Shin, 2010). 
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Figure IV.1 Signal processing 

The intervals between peaks and between zero-line crossing points are first 
converted into the corresponding frequencies and these ones, in turn, are 
averaged over a 5-second interval (Figure IV.3). This technique allows to 
produce an output even if the sensor fails to pick up the cardiac signal. 

 

(a) 

(b) 

Figure IV.2 Heartbeat signal: before (a) and after (b) processing 
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Figure IV.3 Calculation of the average frequency 

This average frequency is shown on the ordinate of the graph in Figure 
IV.4: a sequence of 5-second spaced points is thus formed. On a 180-second 
time window, the linear regression line is identified (least squares method); 
then you move on the abscissa axis 18 seconds at a time, calculating each time 
the new linear regression line. This procedure applies to both peaks and 0x 
points. 

 

 
Figure IV.4 Identification of linear regression lines on moving time 
windows 
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The arithmetic mean of the points in the 180-second window allows to 
draw the first graph of Figure IV.5 (Average of Freq), interpolated as the 
points are obtained every 18 seconds. The inclination of the regression lines 
determines the value of the ordinates on the interpolated graph of the 
Frequency Gradient (second graph of Figure IV.5). 

 

 
Figure IV.5 Processing of trends: average of frequency, gradient of 
frequency and spectral distribution 

In the frequency gradient graph, it was observed that with an elongation of 
the interval between the peaks of the 0x wave, predictive signs of sleepiness 
appear; it becomes imminent sleep when the waveform converges until it 
flattens out. Furthermore, when the amplitude of the wave increases it 
indicates the onset of a hypnagogic state (which is the consciousness state of 
transition from wakefulness to sleep), while when it decreases it indicates the 
transition from a state of opposition to sleep to that one of partial recovery. 

In order to determine the fatigue state, it is necessary to evaluate the 
changes in the human condition in long-term cycles that can be highlighted by 
analyzing the ultra-low frequency components of HRV (Serrador, 1999). 
Similarly, human homeostasis manifests itself through fluctuations in an ultra-
low frequency band ULF (Figure IV.6): the region between 0.001 and 0.007 
Hz is believed to contain information relating to long-term regulation (Fujita, 
2005; Ochiai, 2006), in particular there are fluctuations in the frequency band 
around 0.0017 Hz (whose signal is associated with a decrease in sympathetic 
activity), 0.0035 Hz (associated with the evolution of the fatigue level) and 
0.0053 (it expresses the level of control exerted by the SNS during an activity). 
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Figure IV.6 Homeostatic control system 

The third graph of Figure IV.5 is the spectral distribution resulting from 
the application of the FFT to the frequency gradient of the 0x points, taking 
into consideration only the components with a frequency between 0-0.0017 
Hz, 0.0017-0.0035 Hz, 0.0035 -0.0053 Hz. 

From the analysis of the frequency trend of the intersection points with the 
zero line, assuming 100 the total values of the power spectra of the 
aforementioned frequency components, a spectral distribution with three 
waveforms is obtained (third graph in Figure IV.5). Taking into consideration 
the results relating to the tests in which episodes of drowsiness occurred, by 
examining the graphs of the percentage distribution frequency, it is observed 
that in the imminence of the periods in which drowsiness or falling asleep is 
reported occurs the condition: 
𝜃𝜃+𝛼𝛼
𝛽𝛽

> 2                   𝜃𝜃,𝛼𝛼 > 𝛽𝛽               (IV.1) 

and more precisely it is possible to associate the sleep state to the case in which 
𝜃𝜃 > 𝛼𝛼 and the drowsiness state to the case in which 𝛼𝛼 > 𝜃𝜃. In the case 𝛼𝛼 ≫ 𝜃𝜃, 
with ascending α and θ steady, it can be assumed that there is fatigue of the 
subject. The increase in the distribution of 𝛼𝛼 (ascending) compared to 𝜃𝜃 
(descending) can mean that the organism tries to resist sleep, while the 
increase in 𝛽𝛽 can indicate the resumption of an activation state because, in 
cases where no onset of drowsiness occurred, this distribution has 
concentrated peaks in the 20-60% range, while in cases where drowsiness 
occurred this distribution had concentrated peaks in the 0-30% range (Salvati, 
2021). 
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IV.1.1.3 Drowsiness Scale 
KSS is a self-signaling method in which the driver is asked every 15 

minutes to provide a number between 1 and 9 of their sleepiness level (1 
indicates fully aware and 9 indicates a very sleepy condition). However, this 
method has two limitations: it is unable to continuously monitor the driver's 
sleepiness and it is based on self-assessment, while based on our experiments 
drivers often do not have a precise idea of their level of sleepiness. To reduce 
this negative effect, a camera was installed on the car's dashboard in order to 
capture the driver's face during his performance and to be able to evaluate the 
PERCLOS index. 

 

 
Fig IV.7 Positioning of the camera 

In calculating this parameter, we took into account any manifestation of 
drowsiness (70% of partial closing of the eyelids, blinking, yawning). The 
detection was divided into "i" frames of 10 seconds, giving each of them the 
value 1 in the event of drowsiness and the value 0 in the opposite case. The 
PERCLOS index was evaluated every minute as an average of 6 frames: 

PERCLOS = ∑ 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝐷𝐷𝑒𝑒𝐷𝐷𝐷𝐷𝑒𝑒 [𝐷𝐷]6
𝑖𝑖=1

6
 × 100 (%)            (IV.2) 

where by “Drowsiness event” we mean the occurrence of any of the three 
manifestation of drowsiness aforementioned. 

In this way, 6 ranges of values were identified (0-0.33, 0.34-066, 0.67-1), 
grouped two by two so as to distinguish three different macro-areas: alertness, 
hypovigilance and sleepiness. To take into account the effect of fatigue on the 
conditions of sleepiness and the weight of the subjective judgment which 
corresponded to a more or less high level of fatigue at each level of sleepiness, 
a scale was also defined for the algorithm used with values 0 to 12 that could 
adjust to the levels of sleepiness and fatigue expressed with the KSS (Table 
IV.1). 
 
 



Chapter IV 

42 
 

Table IV.1 Drowsiness level description 

        Karolinska Sleepiness Scale         Post-Processed Sleepiness Scale 
Level Verbal description Vigilance stage Level Verbal description 
1 extremely alert alertness 0 

negligible signs of fatigue 2 very alert   1 
  2 

3 alert   3 
  4 

4 rather alert hypovigilance 5 

slight fatigue 5 neither alert nor sleepy   6 

6 some signs of sleepiness   7 
  8 

7 sleepy, but no effort to keep 
alert drowsiness 9 increasing fatigue and 

drowsiness 
8 sleepy, some effort to keep 

alert 
 10 
 11 slight drowsiness 

9 extremely sleepy, fighting 
sleep     12 strong drowsiness 

 
IV.1.1.4 Experimental Protocol 

IV.1.1.4.1 Experiment Environment 
The tests were carried out on a motorway circuit 46.2 km long (Figure 

IV.8), which was run twice in the afternoon to allow for smooth traffic 
conditions. The total time taken is approximately 1h 35m. The speed limit was 
imposed at 80km/h. The car used is a city car without driver assistance systems 
and equipped with a seat cover containing the microsensor for detecting the 
heart signal. 

 

 
Figure IV.8 Test course 
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IV.1.1.4.2 Experiment Subjects 
Three drivers over the age of 30 performed this experiment for a total of 

14 sessions. They are healthy males with decades of driving experience. FCA 
professional drivers were recruited and test were performed during routine 
workday’s activities, with all participants that received an explanation about 
the purpose of test and signed their informed consent. The subjects were asked 
to sleep at least 7 hours the night before the driving experiment, not to smoke 
and not to take caffeine, alcohol or energy drinks after waking up until the 
time of the experiment. This preparation allows to replicate in a more realistic 
way natural conditions of fatigue and postprandial sleepiness. Before starting 
the test, each driver adjusted the backrest so that his back was naturally in 
contact with the seat: this action allowed for constant body contact with the 
seat cover. 
 
IV.1.1.4.3 Data Acquisition 

Driving information is collected on the car in real-time, including the heart 
signal at a sampling rate of 200 Hz and the video recording of the driver's face, 
who is also administered a self-assessment questionnaire of their drowsiness 
and fatigue. The videos with the driver's oral assessment every 15 minutes 
help to estimate the driving status and create a corresponding set of learning 
data useful for defining the level scale used as the output of the algorithm. 

 
IV.1.1.4.4 Experimental Procedure 

The driving experiment consisted in completing the path outlined twice 
without stopping so that the conditions of the participants were monitored for 
at least an hour and a half and they could be in a more realistic state of 
sleepy/fatigued driving. Drivers reported their feelings on the degree of 
sleepiness/fatigue every 15 minutes according to the KSS scale. 

 
IV.1.2 Results 

The data relating to the individual experiments were evaluated 
independently and not aggregated by subject or time of execution, so as to be 
able to analyze the performance in an absolutely random manner and obtain 
an analysis independent of the subjectivity of each driver’s conditions (health, 
emotional, sleep, fatigue). Since the PERCLOS index is calculated every 
minute while that of the algorithm provides a result every 18 seconds, it was 
decided to evaluate the correspondence of the levels to which the numerical 
indices belong every 5 minutes for a total of 275 detections distributed in the 
14 tests performed. 
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Figure IV.9 Driver A’s detections: a) algorithm score, b) PERCLOS index, 
c) subjective evaluation 

 

Figure IV.10 Driver B’s detections: a) algorithm score, b) PERCLOS index, 
c) subjective evaluation 
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Figure IV.11 Driver C’s detections: a) algorithm score, b) PERCLOS index, 
c) subjective evaluation 

For explanatory purposes, Figures IV. 9-10-11 show the cases relating to 
three of the participating subjects: in a) the graph of the values resulting from 
the algorithm used for the assessment of sleepiness, in b) the PERCLOS index 
and in c) the driver's subjective assessment are shown. 
In each graph, the three macro-areas that had been defined in the sleepiness 
scale were distinguished and to evaluate the accuracy of the algorithm it was 
considered that there was a correspondence of the result in the case in which 
the values of the PERCLOS and of the index calculated with the algorithm fell 
into the same macro-area. Therefore, the accuracy thus calculated is 63%. The 
predictive effectiveness of the algorithm was also assessed by considering, in 
correspondence with each of the 275 detection events, the trend of the scores 
arising in the 5 minutes or 90 seconds prior to the evaluation of PERCLOS: 
respectively 16 and 5 scores were considered and the macro-area was 
attributed to the trend according to where the relative majority of its points 
fall. The accuracy was respectively 44% and 56% (Table IV.2) highlighting 
that, given the considerable variability in the measurement of the trend of 
fatigue and related sleepiness, the algorithm is less efficient when a history of 
previous values is incorporated, but more accurate when taking into account 
values closest to the chosen detection point. 



Chapter IV 

46 
 

 
Table IV.2 Accuracy indices 

Driver test n° of 
detections match 

matching with the 
last 5-min 
trend of scores 

matching with the 
last 90-sec 
trend of scores  

A 1 19 13 9 12  
  2 18 11 7 11  
  3 20 12 9 9  
  4 21 14 10 12  
  5 20 12 8 13  
B 1 18 12 9 10  
  2 19 13 9 12  
  3 18 12 7 12  
  4 18 12 8 10  
  5 19 10 6 7  
C 1 22 13 9 10  
  2 22 12 8 8  
  3 21 14 9 11  
  4 20 12 7 9  
tot 14 275 172 115 146  

Success 
%    63 44 56 

 

 
Comparing the self-assessment graphs of sleepiness/fatigue with the 

PERCLOS index it is evident that, on the one hand, the driver’s state does not 
necessarily reflect in expressive or behavioral manifestations typical of a 
stressed condition, on the other hand the driver does not have a clear 
perception of his state enough to be able to quantify it. However, the subject's 
judgment was useful in defining a drowsiness scale in which the effect of 
fatigue could be taken into account. 

From the comparison of PERCLOS with the results of the used model, it 
is observed how the evaluation of the driver's status shows similar trends, 
although failing to ensure high accuracy at all times, especially in the 
transition phases which turn out to be the cause of error in 82% of cases. 

The drowsiness detection model described is sufficiently adherent to the 
state of the monitored drivers, at least as long as they are not in limit 
conditions. The difficulty of carrying out tests on real vehicles to detect the 
conditions of the driver in a state of sleep deprivation is one of the main 
limitations to experimentation. 

In this study, the potential of an algorithm for identifying the driver's 
sleepiness/fatigue states was evaluated. This was achieved by analyzing the 
corresponding physiological signals, from the eyes and the heart. 
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The obtained results have not currently exceeded the accuracy of feature 
extraction methods based on the detection of blinking, facial expressions or 
steering angle. However, this system overcomes some of the limitations of 
these techniques as it allows continuous and contactless monitoring, limits 
interference related to environmental factors (brightness, bumpy paths) or 
contingent ones (use of glasses, head movements) and makes use of devices 
without contraindications. 

Being able to perform tests of longer duration and in more critical 
conditions for the subjects would allow us to know how the physiological 
conditions change in the state of transition from wakefulness to sleep and how 
the subject manifests his opposition to physical failure. 



 

 



 

 

Chapter V 
Further Developments 

 
 
 
 

V.1 New possibilities for use 

The possibility of equipping a seat with two sensors, one in the backrest 
and the other on the seat (Figure V.1), offers the opportunity for further 
development of the model developed: always with a view to daily monitoring 
of the subject/driver's conditions, the idea of arriving at the measurement of 
pulse wave velocity (PWV) appears feasible. It is generated by the ventricular 
ejection and represents the speed with which the arterial impulse propagates 
in the cardiovascular system with a speed determined by the geometric and 
elastic properties of the arterial wall. This parameter increases with age and it 
has a strong correlation with cardiovascular diseases and mortality and it has 
been recognized by the European Society of Hypertension as an indicator of 
arterial stiffness, as well as a test for the search for hypertension: the more its 
value the higher, the greater the arterial stiffness. A high pulse wave speed has 
also been associated with reduced lung function (Townsend, 2015). 

 

 
Figure V.1 Seat equipped with double sensor 
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By definition, PWV is the distance traveled by the wave, divided by the 
time thewave takes to travel that distance: 𝑃𝑃𝑃𝑃𝑃𝑃= Δ𝑥𝑥⁄Δ𝑡𝑡. This is true for a 
system with zero reflected waves. The transmission of the blood pressure 
pulse does not give the true PWV, as this is the resultant of the incident wave 
vectors and the reflected waves ones (Figure V.2).  

To calculate the PWV it is necessary to detect the pressure wave through a 
tonometric sensor positioned at the level of two different arterial pulses or 
with techniques such as ultrasound or Doppler to monitor the flow. 

 

 
Figure V.2 Aortic PWV is defined as the average velocity of a pressure 
pulse when travelling from the aortic valve, through the aortic arc until it 
reaches the iliac bifurcation 

 
At the moment, although this type of survey has been carried out, some 

considerations remain to be answered: 
- it is necessary to validate the PWV measurements with clinical 

instrumentation applied to the subject when he is seated; 
- the sensors are unable to detect the incidence of the reflected wave of the 

sphygmic pulse: a problem that could affect the results. 
As it can be seen from a generic survey performed on two of the subjects 

involved in the previous tests, the reflected wave is very marked in the 
acquisitions with photoplethysmograph (PPG) compared to that obtained with 
the sensors placed in the backrest or on the seat (Figura V.3). 
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(a) (b) 

Figura V.3 PPG signal for (a) Subject 1 (25 y.o.), (b) Subject 5 (54 y.o)



 

 



 

 

Conclusions 
 
 
 
 

The research project was born from the collaboration of two groups 
engaged in the automotive sector, FCA Group and Delta Kogyo (manufacturer 
of car seats), with the aim of developing reliable tools for the investigation of 
tiredness or drowsiness at the wheel, exploring a road still today little traveled 
except from a clinical point of view: the processing of the cardiac signal for 
the identification of the driver's status, moreover from the point of view of a 
skin-contactless system, undoubtedly represents an innovative challenge in 
the market of car manufacturers. 

The path that led to the definition of a device that meets these specifications 
began with the search for a pseudo-ECG signal detection system that did not 
provide for direct contact with the individual's skin. In the next phase, in order 
to limit the margins of error due to signal noise and to ensure that these 
inconsistencies with the actual ECG signal were not reflected in the output of 
the algorithm, it was developed a method that modeled the variations of the 
signal on a mobile window of time that is wide enough to be able to level any 
anomalies and allow to evaluate changes in the driver's status more effectively. 

The assessment of driver fatigue involved the measurement of biomedical 
signals, environmental data and the analysis of eyelid activity (based on the 
analysis of the images acquired by the on-board camera). The metering 
devices, their architecture and the communication method were also 
described. The study described the non-contact measurement of the ECG 
signal with the use of a sensor installed in the driver's backrest, under the seat 
upholstery. As a result, the driver does not feel the sensors, which therefore 
does not cause any discomfort while driving. The sensor signal is much 
weaker (about ±5 mV) than the signal received by the electrodes applied to 
the subject's body (about ±0.5 V). However, it allows you to determine the 
signal of the heart's electrical activity. 

Eyelid movement research allows real-time determination of the 
PERCLOS parameter, supporting the process of identifying the driver's 
fatigue level. 

It is possible to process the signal both online and offline, therefore this 
model can be the basis for the development of an objective method of 
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measuring the risk that occurs while driving, resulting from changes in the 
psychological and physiological conditions of the driver. 

The experiments that were described in the last study were carried out on 
the road, on medium-range routes and in the afternoon and, for safety reasons, 
it was avoided that the drivers were in exhausting conditions, extremely tired 
or sleepy. Therefore this setting produced short periods of inattention, but the 
result obtained could actually reflect a more realistic situation, since a driver 
cannot remain asleep for more than a few seconds without having an accident 
(Reyner, 1998) and the typical risk of accident due to fatigue does not occur 
in a deep and prolonged state of drowsiness, but of "microsleep" or a transient 
drop in attention in critical maneuvers.
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