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perché senza di loro tutto è più difficile.
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Chapter 1

Introduction

Warehouses play a critical role in the flow of goods from manu-
facturers to consumers and their basic functions (i.e. receiving,
storage, order picking and shipping) are essential components in
any supply chain [1]. According to [2], in 2007, more than 80% of
all Western European warehouses still operated according to the
traditional picker-to-parts principle: human operators (i.e. pick-
ers) continuously visit storage racks consisting of shelves on which
the required Stocking Units (SUs) are stored and, after collecting
a certain number of items therein, return to a central depot. The
main drawback of these approaches is, of course, the unproduc-
tive walk of the picker as well as finding the most efficient route
to collect all the items to satisfy a certain number of orders. A
schematic representation of such a set-up is shown in Fig. 1.1 where
the storage racks and the central depot are depicted with green
and yellow rectangles respectively. Nowadays, such systems are
slowly disappearing and are being replaced by those characterized
by a certain degree of automation (e.g. automated picking/stor-
age workstations, automated cranes) or by certain organizational
adaptions (e.g. mixed-shelves storage, dynamic order processing,
and batching, zoning and sorting systems). Thus, modern Auto-
mated Warehouse Systems (AWSs) are capable of meeting a large
number of time-critical orders: they are specifically designed to
meet the needs of (online) retailers to serve final customers (espe-
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Figure 1.1: Example scheme of a warehouse with a picker-to-part
set-up: the storage racks and the central depot are depicted with
green and yellow rectangles respectively.

cially) in the business-to-consumer segment [3].
Most of the modern AWSs are characterized by a big Interface

System (IS) composed by vehicles which can move SUs along a
mono-dimensional guide-path [4]. They perform picking actions
(from the output bays of the storage area and/or from the output
bays of the picking area) and deposit actions (into the input bays
of the storage area and/or into input bays of the picking area). The
picking area is a human-intensive space where workers collect items
from the SUs in a certain quantity to satisfy customer orders. The
storage area is generally composed by several crane-served racks
in which SUs are stored and retrieved when necessary. The first
and the second area interface with the IS through input/output
buffers. With this kind of set-up, modern AWSs have a high
picking performance and this makes them suitable to accomodate
orders with tight deadlines [1]. Also, small order sizes and a large
assortment seem unproblematic, as long as there is enough space
in the storage area [1].

A set of tasks (missions) is given as input to this kind of sys-
tems. A task requires that a SU must be moved from the output
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(input) buffer of a picking (deposit) bay to the input (output)
buffer of a deposit (picking) bay or viceversa. Thus, vehicles au-
tonomously pick (deposit) a SUs from a predefined output (input)
buffer while human operators remain in the storage and/or picking
area.

The efficiency and the effectiveness of any AWS is largely deter-
mined by the adopted planning and control strategies as well as by
the characteristics of the storage area, the picking area and the IS.
In general, the design of the latter subsystems ranges from func-
tional description, through a technical specification, to equipment
selection and layout determination. At each stage, the perfor-
mance criteria (e.g. costs, throughput, storage capacity) must be
satisfied. As a result, designing an AWS is a very time-consuming
task and compromises must be made between often conflicting ob-
jectives [5]. In this work, the control of the IS is addressed since
the control of the storage area and of the picking area has been
exhaustively investigated in the literature. Indeed, regarding the
storage area, quite a few automated compact storage systems have
been developed and studied in recent years. Examples are shuttle-
based deep lane storage systems [6], the live-cube system [7], and
puzzle-based storage systems [8]. A detailed overview on com-
pact storage is provided in [9]. These systems efficiently exploit the
space by storing the products closest to each other without provid-
ing direct access to each individual item: with intelligent planning
and automation approaches they try to ensure sufficiently fast re-
trivial times. However, such compact storage systems are not well
suited for the tight delivery schedules [1]. An example of a compact
storage system is shown in Fig. 1.2. In constrast, fully automated
A-Frame systems described in [10] are well suited to fulfill tight
deadlines as well as small order sizes [1]. The main drawback is
related to the constraints on the product shape, size, and pack-
aging. In addition, an excessive number of A-Frame modules is
required for large assortments leading to high investment costs.
Other types of systems have also been developed to handle spe-
cific product types constrained by their weight and/or shape [1].
Referring to the picking area, it is typically characterized by bays
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Figure 1.2: A compact storage system by Swisslog that uses robots
and bins to quickly process small parts orders.

each one consisting of a local storage system, an intermediate con-
veyor belt and a specific place where a worker collects all the items
that need to be shipped to satisfy a certain customer order as the
one depicted in Fig. 1.3. They have high performance and seem
well suited to meet tight deadlines. In addition, large assortments
and small-size orders do not appear to be problematic. The main
drawback is the scalability: adding/removing bays is expensive [1].
Most of researches focus on the storage system characterized by
carousels or, automated cranes and lift and shuttle systems [1].
Other works deal with simulation approaches and queuing models
to evaluate different layout configurations [11].
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Figure 1.3: The ergonomic picking system from SSI SCHAEFER
which allows up to 1000 picks per hour.

1.1 Position of the thesis

A relevant control problem related to the IS consists in assigning
each available vehicle to a mission. This can be divided into two
sub-problems: the first concerns how a set of missions is assigned
to a set of vehicles; the second regards how the behavior of the
fleet of vehicles is coordinated in order to perform missions effi-
ciently and reliably. Because the missions allocation problem is
a dynamic decision problem that varies in time with phenomena,
the problem should be solved iteratively over time [12]. Thus, it is
easy to understand that the mission allocation problem becomes
more complex to tackle and the requirements of the logistic do-
main affects the complexity of such a problem [13]. In this work,
the first sub-problem is extensively studied while the second is
not covered: as discussed below, it is assumed that vehicles can
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automatically regulate their velocity to avoid collisions and dead-
lock prevention policies can be exploited using existing algorithms
present in literature, as the one of [14]. Thus, the addressed con-
trol problem is to establish “Who has to do What and in Which
Way” in order to optimize a predefined global objective function.
In detail, it is associated to:

1. the identification of which vehicle (Who) must perform a
certain mission (What);

2. the identification of the best strategy to accomplish such a
mission (Which Way).

Both issuess must be solved by optimizing a predefined global ob-
jective function: in this work, the makespan, defined as the time
required to the IS to complete a set of missions, is considered.
Nowadays, it seems natural to assume that vehicles are equipped
with high-performance, low-power electronic components that pro-
vide communication capabilities and processing power [15]. More-
over, as assumed in this work, each vehicle is often able detect
obstacles (e.g. other vehicles) on their path and can consequently
modify their velocity to avoid collisions. Indeed, as discussed
in [16] vehicles are generally able to detect obstacles using sim-
ple low-cost 2D laser scanners and can use 3D information coming
from LIDAR sensors and/or 3D time-of-flight cameras. In this
way, vehicles can also safely operate in structured environments,
stopping the execution of a certain task if a potential risk is de-
tected. Thus, they are able to understand their surroundings, rec-
ognize lane markings, able to work on their own and interact with
each other exchanging messages. These vehicles are also known
as “smart vehicles” and will be simply referred as vehicles in the
following, when the context is clear. In Fig. 1.4 an example of
two smart vehicles that move in an AWS is reported.

In this work, an auction-based control architecture to address
the IS mission assignment is proposed. It is worth remarking that,
although the approach is conceived for AWSs, it can be applied
to many logistic systems because the considered control problem
is absolutely general in the logistic context.
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(a) Movexx vehicle

(b) Indeva Tugger vehicle

Figure 1.4: Example of two smart vehicles that use their sensors to
navigate along a mono-dimensional guide-path without any human
intervention in two different AWSs.

1.1.1 Motivations behind auction-based control
architectures

Auction-based approaches are mostly used in the robotic commu-
nity to address the control of multi-robot systems. They rely on
three important entities: sellers, who sell items; buyers (bidders),
who buy them; an auctioneer, who mediates between the two pre-
vious players and assigns the items on the basis of the bid of each
buyer. The negotiation between the previous entities happens via
auctions: they have been exploited in societies throughout history
to distribute resources among individuals and groups [17]. In gen-
eral, any protocol that allows an entity to state an interest in one
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or more resources and to obtain them is considered an auction. As
a result, different types of auctions have been devised and can be
divided into two main categories namely simple-good auctions and
combinatorial auctions respectively [17]. Fig. 1.5 shows the taxon-
omy for different auctions types. In simple-good auctions, buyers
can bid on individual items while, in combinatorial auctions, they
can bid on a (discrete) combination of them. In addition, the first
one can be distinguished in open-cry and closed-cry auctions: in
the first types, the identity of all bidders is made known during
the auction, while, in the second types, this characteristic is not
respected. Open-cry auctions are also divided into:

• English auctions (also referred as open-cry ascending auc-
tions), where bidders submit progressively larger bids with
the aim of overcoming each other and the highest bidder’s
bid wins;

• Dutch auctions (also referred as open-cry descending auc-
tions), where at the beginning the auctioneer proposes a high
starting price for the item to be sold and than starts to lower
it gradually until one of the bidders makes a bid, winning
the auction.

Closed-cry auctions are divided into:

• Sealed-bid auctions (also referred as first-price sealed-bid
auctions), where all bidders simultaneously submit sealed
bids to the auctioneer (so that no bidder knows how much
the other auction participants have bid) and the highest bid
wins. Then, the winner, pays its bid;

• Vickrey auctions (also referred as second-price sealed-bid
auctions), that maintains the same characteristics of the pre-
vious ones except for the fact that the price paid at the end
of the auction is equal to the second-highest bidder’s bid.

Concerning the combinatorial auctions, they allow buyers to
compete for the entire batch of items or for a subset of such a
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Figure 1.5: Auctions types.

batch. In the second case, not easily solvable conflict problems
arise: multiple buyers can bid on the same items and may also
offer the same price.

Regardless of the type of auction used, most auction-based
methods share a number of basic elements [18]:

1. all or some of the entities involved in the task allocation
process compete for a task (which can be decomposed into
subtasks) as individuals or in groups;

2. a global objective function is defined to meet certain system
performance requirements;

3. an individual/group utility (or cost) function is specified for
each involved entity or groups of entities and quantifies it-
s/their interests in the task to perform;

4. a mapping is defined between the global objective function
and the individual/group utility.

All these aspects reflect the nature of the presented control prob-
lem and therefore auction-based approaches can also be applied in
the logistic context. Thus, in AWSs, simple-good auctions can
be simply exploited to efficiently allocate missions to vehicles. In
addition, combinatorial auctions and those that may include the
use of the “reserve price” to set a minimum/maximum price at
which the items must be sold are very attractive as they provide
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significant advantages in the above mentioned application domain:
the former, permit to reduce the number of auctions required to
allocate a large amount of items, and, the latter, allow to establish
only a subset of buyers to communicate with (i.e. buyers who do
not have enough resources for the item do not propose any bid).

To the best of author’s knowledge, this work is the first one
that applies an auction-based control architecture in AWSs for
the control of vehicles and it is motivated by the optimistic re-
sults obtained by previous researchers of the robotic community.
Indeed, Motivated by the optimistic results obtained by previous
researchers for the control of multi-robot systems, in this work
an auction-based control architecture is explicitly designed for the
AWS context bringing to the whole system:

1. modularity, that allows to take into account the different
characteristics of each vehicle in the mission allocation pro-
cess (i.e. designing an appropriate utility function [17]);

2. real-time-capabilities, that lead to establish “Who has to do
What and in Which Way” in a very fast and flexible manner,
since vehicles are able to quickly perform on-board calcula-
tions;

3. robustness, that permits to set-up a fault tolerant system,
since each vehicle is able to make its own decisions;

4. services orientation capabilities, that enable the use of a
plug-and-operate approach;

5. scalability, that permits to easily scale to applications with
a large number of vehicles because the computational effort
results to be distributed.

Also notice that:

• the real-time-capabilities allow removing the central control
unit of typical hierarchical and centralized approaches;
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• the services orientation paradigm makes it possible to in-
troduce new vehicles into the system without the need of
a physical configuration: services help to abstract the hard-
ware layer of the vehicles and permit to exhibit the capability
of each of them in a very flexible way.

It is also important to mention that auction-based control architec-
tures (which implement the above described features) are aligned
with the recommended requirements and needs of the “Industry
4.0” paradigm.

The most important drawbacks of auction-based approaches
are [17]:

1. the lack of formal guidelines to design and develop such con-
trol systems;

2. the computation/communication requirements to perform
auctions.

As also explained in details in Sec. 1.2, to overcome the first
issue and also to face with the problem of the system perfor-
mance evaluation and analysis, a formal model is used together
with heuristic based control laws. Such an approach allows savings
costs and time during the system design phase that are two impor-
tant factors to take into account when complex systems must be
deployed. Furthermore, as will additionally be shown in Sec. 5.2,
a design methodology can be also devised for AWSs.

Concerning computational and communication requirements,
they become critical issues when the number of involved entities
in the system is very large and each entity is not able to perform
any type of calculation. However, in logistic environments it is
possible to observe that:

• The number of employed vehicles is small and limited [19] to
few dozen: small plants include up to 10 vehicles, medium
plants include 10 to 30 vehicles, big plants include more than
30 vehicles (and in practice less than 70 vehicles). On the
other hand, in robotic community there is often the need to
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coordinate a large number of robots in static and/or dynamic
environments as detailed, for example, in [20].

• Vehicles can move SUs only among a finite and small set of
routes since the industrial environments are well structured.

• Vehicles have on-board computing capabilities.

This leads to the conclusion that computational and communica-
tion requirements must not be considered to be a disadvantage.
Furthermore, with the use of heuristics, vehicles need only few
computational power to make decisions during the mission allo-
cation process and with the adopted auctions, the employed con-
trol architecture permits to obtain efficient solutions. Notice that
with the use of auction-based approaches network delays should
be taken into account: in the considered scenario, where the en-
tities involved in the communications are in the order of several
dozen units, network delays can range from few milliseconds to
some seconds [21, 22, 23].

For the purpose of this work, simple-good auctions and com-
binatorial auctions are divided into multi-round and single-round
auctions. In the first group fall all those that employ more than
one round to allocate an item; in the second fall all the auctions
where an item is one-shot assigned. In Fig. 1.6 the proposed tax-
onomy is represented. Consequently, the ascending/descending
auctions belong to the first group while the sealed-bid auctions
and the Vickery auctions are in the second. Notice that combina-
torial auctions can be performed using one or more rounds and,
as a result, fall into the intersection of the two previously defined
groups. In addition, in both groups other variants are possible.

Multi-round auctions can be easily used in all the contexts in
which:

1. the response time (i.e. the total time required to assign a
mission to a vehicle) is not a crucial factor to find the optimal
allocation;

2. bids depend from a pre-defined studied strategy (i.e. an
action plan designed to achieve a particular objective).
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Figure 1.6: Multi-round and single-round auctions.

Concerning the first point, in AWSs the response time to assign a
mission makes unattractive the use of multi-round auctions due to
their demanding computation/communication requirements. In-
deed, assuming Nr and Nv as the number of rounds needed to
assign a mission and the number of vehicles respectively, Nr ×Nv

messages among all the entities must be exchanged to terminate
the allocation process [24] and, the auctioneer, must evaluate the
same amount of bids. In contrast, in single-round auctions, the
item is one-shot assigned: only Nv messages are exchanged and
just Nv bids must be considered by the auctioneer. Concerning
the second point, each vehicle does not follow a predefined action
plan to meet a particular objective: its bid is designed to express
its ability in the mission to perform with respect to the path from
its actual position to some specific locations related to each mis-
sion. Thus, considering the on-board capabilities of the vehicles,
in this work only variants of one-shot k-price sealed-bid auctions
are proposed and analysed. The parameter k (as extensively de-
tailed in Sec. 3) is aimed at choosing a vehicle which, at the end
of an auction, does not exceed the location where a SU is to be
withdrawn.
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Features
Used approaches in AWSs

Centralized
[26] [27] [28] [29] [19] [30]

Decentralized
[31] [32] [33] [34]

Auction-based

Optimality

The global state of the system is
used to achieve the optimal solution
but at the expense of a high
computational cost.

Distributed computation and the level
of autonomy of the vehicles allow to
obtain good sub-optimal solutions
reducing the computational complexity.

Auctions permit to achieve good
sub-optimal solutions: bids are
cost-effective methods to evaluate
the ability of each vehicle in
performing a mission.

Robustness

Not guaranteed because
the central control unit
is the single point of
failure of the the whole system.

Robustness w.r.t. several types of
malfunctions is limited by the
distributed computation requirements of
these approaches.

The level of autonomy of the vehicles
together with auctions permits to
set-up fully fault tolerant systems.

Scalability
As the size of the vehicles increases,
the computational effort
becomes intractable in practice.

A large number of vehicle can be
handled since, each of them, is able to
make its own decisions.

Auctions allow to easily set-up efficient
scalable systems w.r.t. the number of
vehicles and missions at a reduced
computational cost.

Table 1.1: Key differences between the proposed auction-based approach and the existing methods for
controlling AWSs w.r.t. the optimality, robustness and scalability.
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1.2 Contribution and adopted method-

ology

In addition to the choice of the adoption of an auction-based con-
trol architecture, that is the main contribution of this work, control
algorithms based on heuristics are proposed. Although it could
be possible to describe the mission allocation problem as a large
global optimization problem, it is impractical to do so for a variety
of reasons. First, the mission allocation decisions must be made
in real time and there are few windows in which an offline com-
putation can be made (since there is also the need to constantly
reprioritizing missions to match changing schedules) [41]. Second,
the problem description is quite large and may include a huge
amount of orders and exponential missions to vehicles assignment
choices. Third, the optimal solution also depends on the actual
paths and interactions of the vehicles, which is dynamic. Conse-
quently, instead of attempting global optimization, the proposed
approach allows to take decisions on the fly using an heuristics-
based approach. To this end, a real AWSs has been considered
and analyzed following the several stages described in [25]. The
first one concerns the acquisition of information, which consists of
identifying the different parameters influencing the system. The
second, regards the development of a reliable model that must
integrate all the identified parameters. The third stage concerns
the evaluation and analysis of the system performance using the
developed model (that must be simple and easy to use).

It is very important to stress that the development of a reliable
model is a crucial aspect to obtain very accurate results. Since the
modelling of an AWS can be performed at various levels of com-
plexity, a very important step is to choose the level of modelling
(that can range from very aggregate to very detailed) according to
the requirements for system analysis and control [26]. It is evident
that the use of a detailed formal model is necessary to support the
design steps and it would be preferable to use a unique formalism
to avoid translations between different modelling domains. Thus,
following the approach described in [25], in order to show the ef-
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fectiveness of the auction-based control architecture in the logistic
context, in this work is presented:

• a detailed highly modular and compact hybrid model based
on Petri Nets (PNs) that permits to represent the continuous
and discrete dynamics that are both relevant in an IS as
discussed in [4]. This is essential to simulate the behavior of
the system under different heuristic strategies;

• an automated model synthesis procedure that, on the ba-
sis of high level parameters of the IS, automatically gener-
ates the correspondent hybrid model that satisfies the system
constraints;

• a design methodology to compensate the absence of formal
guidelines for designing and developing auction-based con-
trol architectures.

Concerning the first point, the use of a PN model is motivated
by the fact that such a formalism (together with its variants) has
been successfully used to model and analyze many Discrete Event
Systems (DESs). In detail, a coloured hybrid PN model is desiged
since it is possible to use tools operating on these nets, as the one
presented in [14], to execute model simulation and analysis and
to approach also the collision prediction and deadlock prevention
in these systems. In [14] a methodology is presented to devise a
deadlock prevention policy that acts directly on the PNs devised
from the coloured hybrid PN model. Deadlock prevention and
collision prevention are out of the scope of this work, but, the
model obtained applying the presented approach, is a good start-
ing to exploit existing algorithms for PN models. Also notice that,
even if it is theoretically possible to exploit the analytical model
of the system, it results very difficult to compute and complicated
to deal with: for the purpose of this work, the DES framework
is well suited for the evaluation of the system performance. The
use of this framework is also motivated by the fact that mod-
ern robot manufacturers deliver smart vehicle as black-box: they
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design their vehicles, chargers, software and services to work to-
gether as an integrated system. Thus, their behaviors and their
interactions can be easily modeled using hybrid models.

As for the automatic synthesis procedure, it helps to generate
specific instances of ISs from specific high-level parameters and
it is a safe way to test and explore different “what-if” scenarios.
This permits to easily evaluate what happens when some resources
(e.g. vehicles, routes) are added/removed to/from IS. It is also an
important tool to quickly and effectively manage planned and un-
planned situations in which decisions must be taken immediately.

As for the third contribution, a design methodology to compen-
sate the absence of formal guidelines for designing and developing
auction-based control architectures is also presented. This is ac-
complished on the basis of a detailed simulation study, where a set
of fully dimensionless parameters common to any AWS is consid-
ered: they can be set to starting values guaranteeing acceptable
performance, and then, using a more accurate simulation study on
the specific case, a finest tuning can be achieved. It is very impor-
tant to underline the need for a design methodology for auction-
based approaches and, in general, for decentralised systems: since
there is no central control unit, unpredictable behaviour can arise
that make the acceptance of such solutions difficult. Providing a
design methodology for such systems helps to solve complex and
dynamic decision-making processes that are distributed, providing
effective alternatives to typical hierarchical and centralized control
approaches adopted by industries [35].

It is also very important to underline that, in contrast to heuris-
tics, “forward simulation” or look-ahead methods can be adopted.
However, such methods are very onerous from a computational
point of view: this means that time and costs are constraints so
relevant to make this solution not practical. As regards the second
point, the following considerations can be done: because the time
that a vehicle employs to perform a whole mission is of the order
of few minutes, it is possible to simulate the behaviour of some ve-
hicles (in some moments) for a certain time horizon. As detailed
in Sec. 3, these methods are used in the employed hierarchical and
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centralized control architecture.

To conclude this section, in Tab. 1.1, the key differences be-
tween the proposed auction-based approach and the existing meth-
ods for controlling AWSs with respect to the optimality, robustness
and scalability is reported.

1.3 Relevant Literature

Allocating a set of missions to a fleet of vehicles is a very relevant
topic in AWSs and, most of the approaches, rely on centralized
control architectures. In the following, the literature review is
focused on the mission allocation problem and the coordination of
the vehicles in the IS; we do not take care of the low level control of
the vehicles or the location assignment problem in the warehouse.

In [30] authors propose a modular and unified modelling frame-
work for heterogeneous automated storage and retrieval systems,
comprising both the rail guided vehicles and cranes subsystems.
In this work, the activity of the automatic storage and retrieval
subsystems is not modelled but it is reduced to a timed transition
that models the execution time of a given (generalized) storage
and retrieval cycle: this permits to obtain a model of reasonable
size for real warehouses.

In [26] authors propose centralized control algorithms for the
management of AWSs while introducing a new level in their typical
hierarchical and centralized control architecture, named optimizer
system. In this work, a modular implementation (based on the
auction paradigm) of the suggested control architecture is pro-
posed, in order to achieve all the benefits discussed in Sec. 1.1.1.

In [27] a discrete control oriented model which can be employed
for monitoring, scheduling and rescheduling of activities by using
simulation for manual-pick warehouses is adopted. On the other
hand, in this work, an AWS with a part-to-picker setup is consid-
ered, for which a hybrid model to capture all the relevant dynamics
of the system, as in [36], is proposed.

In [29] an optimization strategy to coordinate a fleet of Auto-
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mated Guided Vehicles (AGVs) traveling on pre-defined roadmaps
is presented. In particular, authors extend the their previous
works [37, 38]: the objective is to maximize traffic throughput of
AGVs navigating in an AWS by minimizing the time AGVs spend
negotiating complex traffic patterns to avoid collisions with other
AGVs. The coordination problem is formulated as a Quadratic
Program where the optimization is performed in a centralized
manner.

In [31], two decentralized algorithms are proposed in order to
solve the main problems involving the AGV systems control: (i) as-
signing tasks (missions) to AGVs by a consensus based approach;
(ii) routing them by a decentralized control and coordination strat-
egy. The main difference with our approach is the computational
power required to be installed on each vehicle. Indeed, in [31]
the assignment is autonomously performed by the vehicles that
iteratively solve some Local Integer Linear Programming (L-ILP)
problems, while our approach is based on heuristics that require a
lower computational power.

In [32] authors deal with the control and collision avoidance
of free-ranging AGVs removing the assumption on the existence
predefined guide-path.

The work presented in [33] describes a decentralized control
architecture for coordinating vehicles moving along a network of
interconnected predefined path regions. With respect to such an
approach, in this work vehicles are assumed to be autonomous
and not controlled by distributed regional controllers and, conse-
quently, there is no need for the installation of additional infras-
tructure into the working environment.

With respect to [34], where a decentralized coordination algo-
rithm for safe and efficient traffic management of vehicles moving
within a dynamic industrial environment is proposed, in this work
a structured environment is assumed: vehicles move along a mono-
dimensional guide-path autonomously regulating their speed for
collision avoidance.

With respect to game-tehory methods of [39] and [40] that can
be applied in the studied application domain, the proposed frame-
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work makes it possible to quickly assign a mission and each vehicle
does not have to constantly communicate with its neighbourhood
to coordinate its movements.

In [28] an on-line supervisory control approach, based on a lim-
ited look-ahead policy for the control of multi-agent discrete-event
systems (DESs) is shown. However, as discussed in this work, look-
ahead policies can be computationally expensive and therefore not
suitable for AWSs especially when near-real-time constraints must
be taken into account. Indeed, in order to allocate a mission (i.e.
to choose “Who” must execute it and in “Which Way”) heuristics
are used. This is also due to the fact that problems in logistic
systems are often combinatorial [25] with the property that as the
number of possible solutions (combinations) increases, the com-
putational time required to enumerate all these solutions (and to
find the “optimal” one) exponentially grows under a computa-
tional complexity point of view. Moreover, note that a very large
number of logistic problems is NP-Hard [25]. Furthermore, the
use of heuristics is also motivated by the following factors [41]:

1. all the decisions must be accomplished in real-time;

2. the interactions among the vehicles and their routes make
difficult to find the optimal solution;

3. workers’ interactions with the system may have unpredictable
response times to some actions.

The problem of recharging vehicles is not addressed in this
work but, recharging paheses can be planned through auctions or
decentralised strategies, as the one in [42].



Chapter 2

Control system
architecture

In this section, the typical hierarchical and centralized control ar-
chitectures used in AWSs and the proposed auction-based one are
described. In detail, in Sec. 2.1 the differences between the two
control architectures are highlighted, underlining their positive as-
pects and disadvantages. In addition, in Sec. 2.2, the IS of a mod-
ern AWS and the behaviour of each vehicle which travels along
the mono-dimensional guide-path of such an IS is also depicted.

2.1 Control Architectures

In typical hierarchical and centralized control architectures em-
ployed in AWSs, vehicles maintains a connection to a central con-
trol unit that, on the basis of the information they provide, allo-
cates the missions while also sending the appropriate commands
to them in order to execute the assigned tasks. In detail, such
control architectures usually consist of three different parts placed
at three different levels [26]:

• Level 3: Planning System (PS);

• Level 2: Management System (MS);
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• Level 1: Handling System (HS).

In detail, the MS receives information from the PS about the
load/unload operations. Then, on the basis of the location map
(i.e. the list of the SUs currently stored in the AWS and their
coordinates), it computes the list of missions to accomplish. Such
a list is forwarded to the HS that, according to the global state
of the system and to a predefined optimization policy, resched-
ules and segments them into basic handling sequences that are
consequently executed. In [26] authors propose to separate the
handling phase from the optimization phase by introducing an-
other intermediate level, the Optimiser System (OS), between MS
and HS: this reflects the recent trend to bridge the gap between
the planning/management system and the control system of an
AWS using on-line information to manage the current application
of production resources. More specific:

• PS does not know where a SU is, but it only knows whether
a SU is or is not in the warehouse, thus it can order to pick
it by sending a retrieval mission to the MS.

• PS does not know where an SU has to be stored but it only
knows that there is at least an empty location in the ware-
house, thus it can send a storage mission to the MS.

• PS works on a statistical characterization of the system per-
formance. Its main task is material planning and lot-sizing
keeping in mind the constraints concerning the inventory
levels, buffer capacities and production times.

• The MS is not aware of the actual state of the whole system
and it schedules the missions to be performed exclusively on
the basis of the location map by using its optimal manage-
ment algorithm.

• The OS is dedicated to the control and coordination of the
AWS devices (conveyors, buffers, cranes, vehicles, etc.) and
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has to manage multiple missions at the same time. In addi-
tion, it is responsible to divide each mission in basic handling
sequences (e.g. vehicle Vi goes to position p in the zone Zj).

• The HS executes all the basic handling sequences provided
by the OS.

Moreover, there is also a flow of data that starts from the HS and
arrives to the PS to update the inventory of the warehouse.

In the just explained control architecture, a vehicle is not aware
of its destination and it is not aware of the vehicles in its surround-
ings. Indeed, the allocation of a mission and the movements of
vehicles are managed by the OS and the HS respectively: on the
basis of the state of the whole system and of user-defined heuris-
tics, the path the vehicles follow is dynamically computed [43].
Note that the central control unit (composed by the 3 levels de-
scribed above) always interacts with each vehicle of the system
managing the task allocation process and the path of each vehicle.
Even if the advantage of these approaches is the reduction of ef-
forts during the system design phases, resulting in cost and time
savings [44], it is strictly constrained by the computational time
requested for the real-time motion of the vehicles, that increases
with the number of the vehicles involved [34].

In auction-based approaches, vehicles are autonomous entities
aware of their state, their current destination and the zone they
are traversing. With the respect to the centralized approach, each
vehicle owns a modular implementation of the MS, OS and of the
HS allowing:

• to perform the mission allocation process through the ex-
change of messages;

• each of them to autonomously decide the path to follow.

An high-level view of a traditional centralized control architec-
ture of an AWS is reported in Fig. 2.1 together with its auction-
based implementation. In such a figure, each of the Nv vehicles
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Figure 2.1: Typical three-level hierarchical and centralized con-
trol architecture of an AWS and its auction-based implementation
where V2 plays the role of the auctioneer.

is represented as a green circle and grey arrows represent the ex-
change of messages among them.

In auction-based approaches, an entity (i.e. a vehicle in this
case) acts as an “auctioneer” which plays as a central coordina-
tor. Different auction design methods have been proposed in the
literature but, the most adopted high-level protocol to success-
fully accomplish an auction is the so called Contract Net Protocol
(CNP): it specifies the interaction between entities for autonomous
competitive negotiation through the use of contracts [45]. The
CNP allows a flexible distribution of information through three
methods:

• entities can transmit a request directly to another entity for
the transfer of the required information;

• entities can broadcast a task announcement in which the
task is a transfer of information;

• entities can observe, in its bid on a task, that they require
particular information in order to execute the task.



2.1. Control Architectures 27

The CNP works as follows:

• Announcement stage: the auctioneer forwards the mission
to the other vehicles;

• Submission stage: all the vehicles (or a subset of them) reply
to the auctioneer with a bid on the mission (that is, in most
of cases, a function of the utility);

• Selection stage: the auctioneer evaluates all the received bids
and selects the vehicle that must perform the mission opti-
mizing a predefined global objective function;

• Contract stage: the auctioneer forwards a message in which
it declares the winner.

Obviously, further rules and/or phases can be added to the above
steps and different types of protocols can be exploited to exchange
messages among the vehicles.

In the proposed auction-based control architecture, as it will
be also discussed subsequently, only the strictly necessary amount
of information is exchanged in each phase: during the announce-
ment stage, the auctioneer forwards to each vehicle the id of the
mission together with the picking and deposit locations of the cor-
responding SU; in the submission stage, each vehicle analyses such
information and reply with a bid that depends on the used heuris-
tics; in the selection stage, no messages are exchanged since the
auctioneer decides the vehicle that will accomplish the mission;
in the last stage the id of the chosen vehicle is sent to the en-
tire fleet. Moreover, it is relevant to point out that each vehicle
is considered as a self-interested entity: this means that the final
solution may be optimal for the winner vehicle but not for the
entire group. In Fig. 2.2 all the phases of the auction-based mech-
anism are represented. The announcement stage, the submission
stage, the selection stage and the contract stage are represented
in red, green, blue and purple respectively. In such a figure, ev-
ery time a mission must be allocated, its details are forwarded to
all the vehicles and, on the basis of such details and, again, on
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Figure 2.2: Example of the auction process composed by the an-
nouncement stage in which the auctioneer forwards all the details
about a mission to all the vehicles of the system; the submis-
sion stage in which all the vehicles reply with their utility to the
auctioneer; the selection stage in which the auctioneer selects the
winner vehicle; the contract stage in which the auctioneer alerts
the other vehicles about the winner.

user-defined heuristics, a vehicle is chosen and its controller takes
decisions about the next zone to enter in (see. Sec. 2.2 for more
details). In this work, utility and bid are used as a synonym.

2.2 Interface System and vehicles be-

haviour

The IS is (usually) composed by two interacting subsystems namely
“vehicle subsystem” and “guide-path subsystem”. The first is
composed by vehicles which transport SUs from picking bays to
deposit bays and viceversa, the second is characterized by the
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Figure 2.3: Example scheme of a real IS. Picking bays and deposit
bays are shown as yellow and green rectangles respectively; the
guide-path subsystem is shown with blue and red lines and the
arrows represent the driving direction of the vehicles. Moreover,
branch-points are depicted as blue circles.

mono-dimensional guide-path on which vehicles can move. Such
guide-path is divided into zones (also called routes). The point
where a zone ends and another zone starts is called branch-point.
Exchange points represent points of the interest of the guide-path
where vehicles can perform picking or deposit actions.

Branch-points and exchange points represent two critical as-
pects of the guide-path subsystem:

• the first allows a vehicle to exit from a zone end enter in one
of the possible adjacent zones;

• the second allows a vehicle to change its destination (e.g. a
vehicle is set busy and its destination becomes the bay where
it has to unload its assigned SU).

It is worth mentioning that, because of the presence of branch-
points, vehicles can choose among different paths to reach a certain
destination point.
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In Fig. 2.3 an example scheme of a real IS is shown. Picking
bays and deposit bays are shown as yellow and green rectangles
respectively. The guide-path subsystem is shown with blue and
red lines. The arrows represent the driving direction of the vehi-
cles. The red lines represent routes that can be used to reach the
exchange points without passing near any bay. The blue lines rep-
resent an external circuit that vehicles can use to perform loading
(unloading) operations. Branch-points are represented with blue
circles.

Let Nv be the number of vehicles of the IS. Each vehicle is
assumed to be equipped with a robust feedback control system so
that the desired behavior can be assumed to be the actual behav-
ior. Let x = [x1 x2]

T be the state vector of the r-th vehicle Vr of
the system, where x1 and x2 represent its position and its velocity
respectively. The desired behavior of the controlled system results
to be [46]:

ẋ = Ax+Ba (2.1)

where A =

[
0 1
0 0

]
, B =

[
0
1

]
and a is the acceleration.

The details of control system are outside the scope of this
work, while in the following we describe in detail the controlled
behaviour.

The controlled behaviour of Vr, that is represented in the net
model, can be summarized as follows:

1. Vr can move with a uniformly accelerated motion until it
reaches its maximum velocity vmax;

2. Vr can move with constant speed motion when it reaches
vmax;

3. Vr must maintain a safety distance from other vehicles to
avoid collisions;

4. Vr must stop at the exchange points to perform a load (un-
load) operation.
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Moreover, Vr must regulate its velocity to avoid collisions: this
means that the distance between two successive vehicles must al-
ways be greater than a predefined value Th (behaviour 3 of the
vehicle subsystem). In addition, if it is requested to perform a load
(unload) operation, Vr starts decelerating with constant deceler-
ation up to the position posd to stop at a pre-selected exchange
point (behaviour 4 of the vehicle subsystem). When such an ex-
change point is reached, Vr waits δstop unit of time to simulate the
exchange operation and then it starts to move again.

Let Nz be the number of zones of the guide-path subsystem.
The constraints related to each zone Zi can be summarized as
follows:

1. Zi can be crossed by more vehicles at a time;

2. Zi can be linked with more than one adjacent zone.
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Chapter 3

Auction-based Control
algorithms

In this section, the devised control algorithms are detailed. As
discussed in the previous sections, they make use of heuristics in
order to decide “Who” must perform a certain mission and in
“Which Way”. In Sec. 3.1, an overview of the proposed heuristics
is presented: they are inspired by the most common ones used in
AWSs as well as by the standard auction types discussed in Sec. 1.
In addition, in Sec. 3.2 and in Sec. 3.3, the centralized control
algorithm and the auction-based one are detailed respectively and
in Sec. 3.4 computational and communication issues are discussed
for both the employed approaches.

3.1 Simulations and Heuristics in the

loop

In order to decide “Who” must perform a certain mission, the
subsequent heuristics are taken into account:

• Hwho1 : “Choose the closest vehicle from the picking bay of
the mission”;
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• Hwho2 : “Choose the closest vehicle that will reach the picking
bay of the mission using the least crowded path”;

• Hwho3 : “Choose the vehicle associated to the maximum pri-
ority zone”;

• Hwho4 : “Choose the vehicle that completes the mission first
using forward simulations”.

The first heuristic can be applied in both the centralized and
the auction-based control architecture since the topology (layout)
of the IS is known by the central control unit in the first case
as well as by each vehicle in the second case. Thus, when there
is the need to allocate a mission, the shortest distance between
the current position of a vehicle to the picking bay of the mission
is computed and the closest vehicle from such a picking bay is
consequently chosen.

The second heuristic can be used only in the centralized control
architecture because it requires the information about the current
position of each vehicle as well as the path each vehicle is travel-
ling.

The third heuristic is used only in the auction-based approach.
It is a simplified version of Hwho1 and has been designed to be
implemented on the low-power control device of each vehicle as
they only need to communicate their position to the auctioneer.
Basically, when a new mission arrives, the auctioneer assigns a
high priority to the zones closest to the picking bay and a low
priority to the more distant ones. During the submission stage,
each vehicle sets its bid equal to its position and communicates
this value to the auctioneer that will assign the mission to the
vehicle in the highest priority zone.

Finally, the last heuristic is exclusively used in the centralized
control architecture and relies on forward simulations: when a
mission arrives, the time that each vehicle spends to complete it
is simulated (also taking into account all the missions in progress)
and the mission is consequently assigned to the vehicle with the
minimum completion time. However, note that the number of
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simulations can be very high: if k is the number of missions to
accomplish and n is the number of vehicles, then the number of
possible forward simulations is nk. For this reason, only a subset
of the whole set of possible simulations are taken into account.

To decide in “Which Way” a SU must be transported from one
bay to another, the following heuristics are used:

• Hway1 : “Choose the shortest path to go from the picking bay
to the deposit bay of the mission”;

• Hway2 : “Choose the least crowded path to go from the pick-
ing bay to the deposit bay of the mission”.

The first heuristic, as discussed for Hwho1 , is applied in both the
approaches since it is based on the evaluation of a distance between
two points along the guide-path.

Concerning the second heuristic, as discussed for Hwho2 , the
less crowded path can be computed only by the central entity and
it is not used in the proposed auction-based approach.

3.2 Centralized approach

In this section, the centralized control algorithm is detailed. A
first-in-first-out queue Mlist, is used to manage all the missions
to perform by the PS. Moreover, let Hwho and Hway be the user-
defined heuristics which describe “Who” must perform a mission
and in “Which Way” respectively. In addition, let Vfree be the list
used to keep track of free vehicles of the system.

Algorithm 1 is employed to allocate missions to vehicles and
works as follows. When Hwho = Hwho1 , the central control unit se-
lects the closest vehicle to the picking bay of the incoming mission
m ∈Mlist; otherwise, if Hwho = Hwho2 , the vehicle that will travel
along the least crowded path to reach the same picking bay is cho-
sen. If Hwho = Hwho4 , then forward simulations are used to assign
missions to vehicles. At this aim, since the total number of pos-
sible forward simulations, as previously mentioned, is exponential
in the number of vehicles and incoming missions, in general it is
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Input: Mlist, Hwho, Hway, Nmax fw, Vfree.
Output: Allocation of the mission m ∈Mlist.
if Hwho ∈ {Hwho1 , Hwho2} then

execute Algorithm 2 using the first mission m ∈Mlist as
input;

else
for each vehicle Vr do

if (Vr must perform an unload operation and must not
perform any other mission) or (Vr is free) then

put Vr in the list CAN of candidate vehicles for
which a forward simulation must be performed;

end

end
compute the set S of all the possible simulations that can
be performed using the vehicles in CAN and missions in
Mlist;

if |S|≤ Nmax fw then
perform the forward simulations;
allocate the missions according to the results of the
forward simulations;

else
execute Algorithm 2 using Hwho1 as input;

end

end
Algorithm 1: Centralized control algorithm.

not possible to perform an exhaustive analysis, and so only a sub-
set of the whole set of possible simulations is considered, precisely
the parameter Nmax fw denotes the maximum number of forward
simulations to be executed. To set Nmax fw, some considerations
are in order:

• the set of simulation must be completed in a time negligible
with respect to the mean duration of a mission;

• only vehicles that are free or are transporting a SU to the
corresponding deposit bay are considered eligible since they
can start a mission immediately or shortly.
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However, when the number of forward simulations to perform is
greater than Nmax fw, Algorithm 2 with Hwho = Hwho1 is executed.

Moreover, to take into account that the system state changes
during the simulation phase, the initial state of each forward sim-
ulation will be set to the state the system will reach at the end
of the simulation phase. Indeed, such a state can be obtained (es-
timated) by simulation using the hybrid model proposed in the
work and taking into account the mean duration of a simulation
and the total number of simulation to perform.

When a vehicle employed in a mission withdraws its assigned
SU, Algorithm 3 is used to choose the path form the vehicle’s
current position to the corresponding deposit bay. If Hwho4 is
employed, such an algorithm receives as input Hway = Hway1 .

Details about the data structures employed to implement all
the algorithms are not reported. This is due to the fact that for
example, the information about free vehicles or information about
who must perform a deposit action can be stored in a lot of differ-
ent ways (e.g. lists, maps). Moreover, note that all the algorithms
are executed in a control-loop in which the evolution of both the
discrete and the continuous components of the system is followed
(see Sec. 4 for further details). Also note that while changes in the
discrete part happen only when particular events occur, continu-
ous state changes nonstop. To guarantee the convergence of the
algorithms, functions are implemented in the defined control loop
to evaluate 1) if there are missions to allocate, 2) if all the vehicles
have performed all the assigned missions and 3) if a maximum
simulation time has been reached.

3.3 Auction-based approach

Before presenting the proposed auction-based control algorithm,
let’s generalize the heuristic Hwho1 in order to select the k-th
closest vehicle at distance rp from the picking bay of a mission
m ∈Mlist. Such a generalization results very useful in order to dis-
cuss the main proprieties of the proposed algorithm and to show,
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Input:Hwho, Vfree.
Output: Vr ∈ Vfree that must execute the mission m (if any).
if |Vfree|6= 0 then

Use Hwho to select the vehicle Vr ∈ Vfree;
else

No vehicle Vr can be selected;
end

Algorithm 2: Use of the heuristics Hwho to allocate a mission
m to a vehicle Vr.

Input:Hway.
Output:Path for the vehicle Vr to reach the deposit bay of
the mission m.

Use Hway to select the path to reach the mission deposit bay;
Algorithm 3: Use of the heuristics Hway to find the path to
the mission deposit bay.

in Sec.5.2, that a design methodology can be devised for these ap-
proaches in AWSs. To this aim, the heuristic Hwho1 is revised as
follows:

• Hwho1b : “Choose the k-th closest vehicle at distance rp from
the picking bay of the mission”.

Notice that, denoting with Lmax the maximum distance a vehicle
can be from another one, when k = 1 and rp = Lmax, the heuristic
Hwho1b reflects Hwho1 .

Algorithm 4 details all the steps used to perform an auction to
allocate missions to vehicles. Let τs and τr be the time that the
auctioneer takes to forward its messages to all the vehicles and the
time that all the vehicles take to reply to the auctioneer respec-
tively. In addition, let m1, . . . ,mbs ⊆ Mlist a subset of missions
that must be allocated. The algorithm works as follows: when a
batch of bs missions must be performed, the PS forwards all its
details to a random auctioneer. At this point all the stages of the
auction-based mechanism start: the auctioneer sends a message
to all the vehicles and, depending from the adopted heuristic,
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Data: {m1, . . . ,mbs}, Hwho, rp.
Result: allocation of {m1, . . . ,mbs}.
Announcement stage (in time τs): the auctioneer Va forwards
a message specifying the batch of missions {m1, . . . ,mbs} to
all the vehicles;

Submission stage (in time τr): each vehicle Vi reads the
message; and compute its utility ui according to Hwho;

if Hwho = Hwho1b then
if ui ≤ rp and Vi is free then

Vi sends ui to Va;
else

Vi discards the message;
end

else
Vi sends ui to Va

end
if at least one vehicle has replied then

Selection stage: Va applies Hwho to decide the winner;
Contract stage (in time τs): Va announces the winner;

end
Algorithm 4: General k-price sealed-bid auction-based control

algorithm with reserve price.

a group of them or the entire fleet reply to the auctioneer with
its utility. In detail, if Hwho = Hwho1 , the bid of each vehicle is
represented by the shortest distance between its current position
and the picking bay of the mission; if Hwho = Hwho3 , each vehicle
needs to communicate only its position without performing any
other computation. The auctioneer locally collects information
about which vehicle can perform the incoming mission and on the
basis of all the values received, it declares the winner. Specifically,
if Hwho = Hwho1 , the auctioneer selects the k-th vehicle to which
the lowest bid is associated; if Hwho = Hwho3 , it selects the vehi-
cle in the highest priority zone. Notice that when a vehicle has
loaded its assigned SU, automatically perform Algorithm 3 with
Hway = Hway1 to choose the best path to follow to reach its des-
tination. In addition, observe that the PS can be updated during
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the contract stage: it is responsibility of the auctioneer to notify
the PS if a mission is successfully allocated.

Algorithm 4 captures most of the concepts behind the k-price
sealed-bid auctions while introducing some modifications and im-
provements inspired by other auction variants in the literature.
Indeed:

1. k permits to establish which vehicle performs the missions
and it is aimed at choosing a vehicle which, at the end of an
auction, does not exceed the exchange point where a SU is
to be withdrawn;

2. rp acts as a “reserve price” for vehicles and permits to con-
sider only a subset of them to communicate with;

3. bs allows the use of multi-item auctions.

In addition to k, rp and bs, the number of the vehicles Nv is the
fourth design parameter of the algorithm, while the response time
τ , that is the response time of the allocation process, is a design
constraint. In the case study, it will be shown that this set of 4
parameters can be tuned by means of k, rp/Lmax, bs and Nv/Nmax

where Nmax is the maximum number of vehicles the system can
have with respect to the length of the circuit. This set of param-
eters is fully dimensionless and this allows to make general (and
not ad hoc) the approach proposed in this work.

Regarding the response time τ of Algorithm 4, it is

τ = 2(Nv − 1)τs +Nvτr +Nvτbid + τwin

where τbid is the time spent by each vehicle to compute a bid and
τwin is the time spent by the auctioneer to calculate the winner of
an auction. Notice that τwin can be realistically assumed negligible
respect to τbid. Thus,

τ ≈ 2(Nv − 1)τs +Nvτr +Nvτbid

results to be dependant on τs and τr and on τbid, that is related
to the on-board computation capability of the vehicles and the
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computation effort of the algorithm for which a polynomial com-
plexity can be obtained. Notice that when τs = τr, the response
time becomes:

τ ≈ (3Nv − 2)τs +Nvτbid

3.4 Computational and communication

issues

3.4.0.1 Computational issues

To establish “Who” has to perform a given mission and in “Which
Way”, in the auction-based control architecture each vehicle must
be able to:

• compute the most efficient path to reach the picking bay of
the mission from its current position;

• compute the most efficient path to reach the deposit bay of
the mission from the corresponding picking bay;

• evaluate which is the most suitable vehicle for the mission if
it is the auctioneer.

Because of the presence of branch points, there can be many
possible ways for a vehicle to go from a certain origin position
to a certain destination. In the auction-based approach it is sup-
posed that vehicles are aware of the topology of the IS. One of
the most effective ways to represent the topology of a map is us-
ing graphs. Many computationally efficient algorithms have been
developed to work with this data structure. In this work, the
well known Breadth-first search (BFS) algorithm is adopted for
searching paths among the IS. In detail, each time there is the
need to estimate the cost to go from a point to another, the BFS
algorithm is used to compute each possible route to reach the des-
tination and then, on the found routes, a predefined heuristics is
applied. In the most general case, when an adjacency list is used
as data structure to represent the graph, the time complexity of
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this algorithm is O(|V |+|E|) where |V | is the number of nodes (i.e.
branch-points) and |E| is the number of edges (i.e. routes which
connect two consecutive branch-points). Note that the BFS al-
gorithm is used both in the auction-based approach and in the
centralized one.

To evaluate which is the most suitable vehicle to perform a
mission, in the proposed control architecture the auctioneer must
be able to compute the minimum/maximum among (at most)
Nv − 1 received bids. Thus, it is possible to state that: 1) the
announcement stage of the auction-based approach has a com-
putational complexity of O(Nv); 2) the submission stage takes
O(Nv × (|V |+|E|)) time; 3) the selection stage takes O(Nv) time;
4) the contract stage is performed in O(Nv) time. Consequently,
the computational complexity of Algorithm 4 is O(Nv×(|V |+|E|)).

The computational complexity of Algorithm 1 strongly de-
pends from the employed heuristics: when Hwho1 and Hwho2 are
used, the computational complexity results in O(Nv × (|V |+|E|));
when Hwho4 is employed, an exponential execution time is obtained
since there is the need to enumerate all the possible forward sim-
ulations that must be accomplished and execute them when pos-
sible.

Algorithm 3, employed by both approaches to choose the path
for a vehicle to reach its destination, exposes a time complexity of
O(|V |+|E|).

3.4.0.2 Communication issues

In the auction-based approach, each vehicle of the IS must be able
to communicate with the auctioneer in order to express its interest
in a mission. When a mission arrives, the auctioneer forwards a
number of messages equals to Nv−1 to propagate the information
about the mission. The forwarded information in each message
are: the id of the mission (integer), the picking zone (integer) and
the picking bay position (float) of the SU that must be transported
and the deposit zone (integer) and the deposit position (float) of
the same SU. So, five numbers (3 integers and 2 floats) must be ex-
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changed during the announcement stage. In the submission stage,
each vehicle will answer with its bid (float) that is computed tak-
ing in consideration the adopted heuristics. During the selection
stage no messages are exchanged. Finally, in the last stage, the
auctioneer sends Nv−1 messages in which it forwards the id (inte-
ger) of the winner vehicle. For a performance optimization it can
be stated that if a vehicle does not receive a message in a certain
time range, it can suppose that the mission is not allocated to
it. Without optimization a total of (Nv − 1) × 3 messages must
be exchanged for a successful allocation ((Nv − 1)× 2 otherwise).
However, it is licit to suppose that such amount of messages is
not a problem: in AWSs the number of vehicles is limited and
communication is not considered a bottleneck of such systems.

In the centralized approaches communication issues are less
constrained. Indeed, the central control unit is always aware about
the state of each vehicle and there is not necessity to exchange
messages in order to perform the task allocation. Without loss of
generality, there is the implicit assumption that a task allocation
process is instantaneous in centralized approaches.
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Chapter 4

A hybrid model to support
the development of
auction-based control
algorithms

In this section, the hybrid model used to support the development
of auction-based control algorithms is presented. To model the be-
haviour of the IS, Colored Modified Hybrid Petri Nets (CMHPNs)
are employed and the motiviation behind their adoption are re-
ported in Sec. 4.1. The whole IS model is composed by two parts:
the first represents the vehicle’s subsystem, the second the guide-
path subsystem. In order to describe them, firstly, in Sec. 4.2,
a background on CMHPNs is provided. Moreover, in Sec. 4.3.1
and in Sec. 4.3.2 details about the two subsystems are reported
respectively. In addition to [4], the formal model presented in this
section is conceived to be used together with an automated model
generation algorithm. This is essential to support by means of
simulations the design of control algorithms based on heuristics to
be implemented in an auction-based control architecture. Thus,
in Sec. 4.4, details about the algorithm that allows the automatic
generation of the model of the whole IS are provided.
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4.1 Motivation behind the adoption of

CMHPNs

The analysis and control of AWSs are very complex: the set of
constraints that characterize such systems (e.g. availability of re-
sources, interaction between subsystems, variation of the number
of the resources) makes crucial the choice of the model to be used
in each step of control system development [25]. Due to the com-
plexity of the interrelationships, an effective analysis of the impact
of different control strategies on the system must consider each
component and smart device not in isolation from each other but
rather as an integrated whole (see [47] in the context of a baggage
handling system).

Depending on the dynamics of the system, different types of
models can be adopted in the logistic domains [25]. Examples are:
Markovian processes, PNs (with their variants) and automata.
PNs have been successfully used to model and analyze many DESs
(e.g. automated storage and retrieval system of [30], large scale
automated manufacturing systems of [48], a treelike hybrid multi-
cluster tool to find its optimal one-wafer cyclic schedule [49], UML
modelled systems [50], traffic sysytems [51] ) thanks to their pow-
erful mathematical formalism that enables both qualitative and
quantitative analysis, and also the synthesis of supervisors to en-
sure deadlock recovery [52] or liveness [53].

In this work CMHPNs are used to model the IS of an AWS as
done in [4] to:

• model picking and deposit actions of each vehicle and the
switching between different vehicle’s dynamics as a DES;

• model the dynamic of each vehicle as a continuous system.

The developed model is highly modular and compact. The first
characteristic is due to the identification of elementary modules of
the systems that can be concatenated to obtain different typologies
of ISs in an easy manner. The overall system model is obtained
by composing elementary modules according to the constraints
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represented by vehicles and routes. Compactness is achieved by
introducing colors and structured markings in the Hybrid Petri
net (HPN) model. Moreover, the use of a PN model, permits to
provide local state representation [30, 54] and allows the model
of the whole IS to be automatically synthesized. Furthermore,
it is also possible to formally characterize the system state, to
use standard simulation schemes and to realize shut-down and
recovery mechanisms so that the system state and all simulation
outputs are saved at a given time and restored when necessary.

4.2 Background on CMHPNs

A CMHPN model merges the concepts of Modified Hybrid Petri
Nets (MHPNs) and Colored Petri Nets (CPNs).

Formally, a HPN is a 7-tuple {P, T,Pre,Post, h, δ,ν} where:

• P = PD∪PC is the set of discrete places PD and continuous
places PC such that PD ∩PC = ∅ and |PD|= wd, |PC |= wc,
|P |= w = wd + wc;

• T = TD ∪ TC is the set of discrete transitions TD and con-
tinuous transitions TC such that TD∩TC = ∅ and |TD|= nd,
|TC |= nc, |T |= n = nd + nc;

• Pre : P ×T → R+ is the (w×n)-size pre-incidence matrix;

• Post : P×T → R+ is the (w×n)-size post-incidence matrix;

• h : P∪T → {D,C} is the “hybrid function” which indicates,
for each node, if it is of a discrete or continuous type;

• δ : TD → (R+)nd is the nd-size firing delay vector where:

δj =

{
0 if tDj is immediate
> 0 if tDj is timed

is the firing delay related to the each discrete transition tDj
( with 1 ≤ j ≤ nd);
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• ν : TC → (R+)nc is the nc-size firing speed vector where:

νj =

{
0 if tCj is disabled
ν̄ if tCj is enabled

is the firing speed associated to the continuous transition
tCj (with 1 ≤ j ≤ nc) and ν̄ is the maximal firing speed
associated to the same transition.

For the sake of clarity, in this work, discrete and continu-
ous places will be graphically represented with one and two
line circles respectively; discrete and continues transitions
will be drawn with one and two line rectangles respectively.
Moreover, discrete immediate transitions are graphically rep-
resented with black bars and, discrete timed transitions are
represented with white bars.

The (w × n)-size incidence matrix of the net C = Post− Pre
can be written as

C =

(
CCC CCD

CDC CDD

)
(4.1)

where the first block CCC regards all the connections between
continuous nodes; the second block CCD regards all the connec-
tions between continuous places and discrete transitions; the third
block CDC regards all the connections between discrete places and
continuous transitions and the last block refers to all the connec-
tions between discrete nodes. Notice that the firing of continuous
transitions cannot change the marking of discrete places. Thus,
CDC = 0.

A transition tDj ∈ TD can be autonomous or non-autonomous.
In the first case, tDj is not associated to any logical expression
b : TD → {0, 1}; in the second case it is. Such a logical expression
is defined as a boolean function that can depend on other two
boolean functions: one related to an external control input g and
one related to an internal condition e. When g = 1, it means that
an external controller sets to true the exogenous event associated
to the transition tDj ; when e = 1, it means that the endogenous
event associated to tDj is verified.
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The state of the net at time τk is represented by the marking

m(τk) = {mC(τk),m
D(τk)}

where mC(τk) : PC → R+ is the marking of the continuous time
subsystem at time τk and mD(τk) : PD → N is the marking of the
discrete events subsystem at the same time. Notice that in the first
case the marking of each continuous place is characterized by a real
number and, in the second case, the marking of each discrete place
is characterized by a non negative integer number. The notations
•p(•t) and p•(t•) represent the preset and the postset of each place
p ∈ P (transition t ∈ T ).

A discrete transition tDj ∈ TD is enabled at time τk if and only
if:

mp(τk) ≥ Pre(p, tDj ), ∀p ∈• tDj (4.2)

where mp(τk) represents the marking of each place p ∈• tDj at time
τk. Moreover, a discrete transition tDj ∈ TD can fire if and only
if Eq. 4.2 holds and the associated logical expression is true. A
continuous transition tCj is enabled if and only if the following two
condition hold:

mD
pD(τk) ≥ Pre(pD, tCj ), ∀pD ∈• tCj

mC
pC (τk) > 0, ∀pC ∈• tCj

The feeding speed of a continuous place pC ∈ PC is defined as:

I =
∑

tCj ∈•pC
Post(pC , tCj )νj

When I > 0, the continuous place pC is said to be fed; the draining
speed of a continuous place pC ∈ PC is defined as:

O =
∑

tCl ∈pC•

Pre(pC , tCl )νl

The time derivative of the marking of a continuous place pC ∈ PC

is called balance and it is defined as:

ṁpC = I −O =
dmpC

dt
(4.3)
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The fundamental equation which describes the evolution of the
HPN can be written as:[

mC(τk)

mD(τk)

]
=

[
mC(τk − 1)

mD(τk − 1)

]
+

[
CCC CCD

0 CDD

]
·

([
0

σD(τk)− σD(τk − 1)

]
+

τk∫
τk−1

[
ν

0

]) (4.4)

where σD(τk) : TD → Nnd is the nd-size discrete firing vector and
the j-th element σDj (τk) ∈ σD(τk) represents the number of times
that the discrete transition tDj ∈ TD has fired until the time τk.

A Modified Hybrid Petri Net (MHPN) is a HPN in which the
maximal firing speed ν̄j associated to each continuous transition
tCj is a function of 1) the input places marking, 2) the input vector
and 3) the time (rather than a constant value). Thus:

ν̄j(τ) = f (m(τ),u(τ), τ)

In this work, the function f is a linear function of m(τ) and
u(τ) used to model the switching between different linear, time-
invariant, continuous dynamics. To compact the state representa-
tion, colors and structured markings are adopted. The just defined
network with the above described conventions is called CMHPN.
In the following, the structured marking of a continuous place
with respect to the color r will be denoted as < attr1, . . . , attrq >r

where attr1, . . . , attrq are the q attributes of such a structured
marking. Moreover (attrk)r will denote the k-th attribute of the
structured marking with respect to the color r.

Formally a CMHPN is a 4-tuple {N, Cl, Co,ν}, where:

• N is a HPN;

• Cl is the set of colors;

• Co : P ∪T → Cl is the “color function” that assigns to each
place p ∈ P and each transition t ∈ T a color c ∈ Cl;
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• ν : Co(tCj ) → R+ is the mapping that assigns to each color
of the continuous transition tCj ∈ T a firing speed.

The set of possible colors of pi ∈ P (tj ∈ T ) is Co(pi) (Co(tj))
and |Co(pi)|= ui ≤ |Cl| (|Co(tj)|= vj ≤ |Cl|).

The markingmD
pi

: Co(pDi )→ N is the mapping that associates,
to each color of the discrete place pDi , a non negative integer num-
ber which represents the number of tokens of that color in such
a place. The marking of a discrete place pDi with respect to the
color r will be denoted in the following with cr.

Logical expressions associated to each discrete transition tDj are
now represented as vj-size column vector where the r-th element
is the logical expression associated to the same transition with
respect to the color r.

The structured marking mC
pi

: Co(pi)→ (R+)q is the mapping
that associates to each continuous place pCi with respect to the
color r a q-size attribute vector of non negative real numbers:

< attr1, . . . , attrq >r, ∀attrk ∈ R+, 1 ≤ k ≤ q

The vc-size vector (vc ≤ vj) of firing speed ν(tCj ) = νj of the
continuous transition tCj is νj = (νj,1, . . . , νj,vc)

T where νj,r is the
firing speed of tCj with respect to the color r. Notice that when tCj
is enabled under the color r at time τk, νi,r = f (m(τk),u(τk)).

The vd-size vector (vd ≤ vj) of firing delays δj(t
D
j ) = δj of the

discrete transition tDj is δj = (δj,1, . . . , δj,vd)T where δj,r is the firing
delay of tDj with respect to the color r.

The pre-incidence matrix is Pre(pi, tj) : Co(tj)→ R+(Co(pi))
and the post-incidence matrix Post(pi, tj) : Co(tj)→ R+(Co(pi))
∀i ∈ {1, . . . , w}, j ∈ {1, . . . , n}. In addition, notice that Pre(pi, tj)
(Post(pi, tj)) is a ui × vj matrix and the value Pre(pi, tj)(r, s)
(Post(pi, tj)(r, s)) represents the weight of the arc that connects
the place pi (transition tj) with respect to the color r (s) to the
transition tj (place pj) with respect to the color s (r). The inci-
dence matrix C of CMHPNs has the same form of the incidence
matrix of Eq 4.1.
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Event Expression of the j-th element Meaning

e1 < x1, x2 >r≥< Th, 0 > + < x1, x2 >k The safety distance between the vehicle
Vr and the vehicle Vk is maintained.

e2 < x1, x2 >r=< x1, vmax > Vehicle Vr has reached its maximum
velocity.

e3 < x1, x2 >r≤< Th, 0 > + < x1, x2 >k The safety distance between the vehicle
Vr and the vehicle Vk is not maintained.

e4 < x1, x2 >r=< x1, 0 > Vehicle Vr has its velocity equal to 0.
e5 < x1, x2 >r=< posd, x2 >r Vehicle Vr has reached posd.

Table 4.1: Internal conditions and their meaning

4.3 CMHPN model of the whole IS

4.3.1 Vehicle subsystem

As described in Sec. 2.2, the IS is composed by two interacting
subsystems, namely “vehicle subsystem” and “guide-path subsys-
tem”. Thus, in order to derive the CMHPN model ISnet of the
whole IS, the CMHPN model ISv of the vehicle subsystem and
the CMHPN model ISg of the guide-path subsystem are firstly
created and then appropriately concatenated.

The CMHPN ISv of Fig. 4.1 models the vehicle subsystem.
Colours are used to model more than one vehicle at a time: each
node of such a net has as many colors as the number of the vehicles
of the system. The structured marking x =< x1, x2 > of the
colored continuous place ps allows representing the state of each
vehicle. In particular, the structured marking xr =< x1, x2 >r

represents the state of the r-th vehicle Vr of the system. As it will
be detailed in the Sec.4.3.2, 0 ≤ (x1)r ≤ Li, where Li is the length
of the zone Zi in which the vehicle Vr is located. The colored
continuous transitions tacc, tconst and tdec(texch) allows updating
the state of each vehicle when it accelerates, proceeds at constant
speed, and decelerates respectively. To maintain the model as clear
as possible, all the events associated to each transition are reported
in Tab.4.1 where the following notation is used: given two vectors
< x, y > and < w, z >, < x, y > ± < w, z >=< x ± w, y ± z >
with x, y, z, w ∈ R. Notice that the firing speed of the transitions
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Figure 4.1: CMHPN ISv used to model vehicles in the IS.

cited above is A · x+B · a or A · x. Furthermore, notice that in
order to correctly update the attributes of the colored continuous
place ps, it is necessary to add weights to the arcs connecting such
a colored continuous place with each colored continuous transition.
In detail, recalling Eq. 4.3, the following block diagonal matrices
of weights are introduced:

Post(ps, tacc) = INv ⊗ π3

Pre(ps, tacc) = INv ⊗ π2

Post(ps, tconst) = INv ⊗ I2
Pre(ps, tconst) = INv ⊗ π2

Post(ps, tdec) = INv ⊗ π1

Pre(ps, tdec) = INv ⊗ π2

Post(ps, texch) = INv ⊗ π1

Pre(ps, texch) = INv ⊗ π2

(4.5)

where the generic term Ip denotes the p × p identity matrix, ⊗
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Name Node Type Meaning

ps Place Continuous Models the state of a vehicle.

tacc Transition Continuous Vehicle is moving with uniformly accelerated motion.

tconst Transition Continuous Vehicle is moving with constant speed.

tdec Transition Continuous
Vehicle is moving with uniformly decelerated motion
to avoid a collision.

texch Transition Continuous
Vehicle is moving with uniformly decelerated motion
to stop at a certain exchange point.

pacc Place Discrete Enables uniformly accelerated motion.

pconst Place Discrete Enables constant speed motion.

pdec Place Discrete
Enables uniformly decelerated motion to avoid a
collision.

pexch Place Discrete
Enables uniformly decelerated motion to stop at a
certain exchange point.

pdec stop Place Discrete Models the stop of the vehicle to avoid a collision.

pexch stop Place Discrete Model the stop of the vehicle to load/unload a SU.

t1, t2 Transition Discrete
Enables the vehicle to move with a uniformly accelerated
motion.

t3 Transition Discrete Enables the vehicle to move with a constant speed motion.

t4, t5, t6 Transition Discrete
Enables the vehicle to move with a uniformly decelerated
motion to avoid a collision.

t7, t8, t9 Transition Discrete
Enables the vehicle to move with a uniformly decelerated
motion to stop at a certain exchange point.

t10 Transition Discrete Enables the vehicle to perform a load/unload operation.

t11 Transition
Discrete
(Timed)

Enables the vehicle to move with a uniformly accelerated
motion after performed a load/unload operation.

Table 4.2: Meaning of each place and transition of the proposed
ISv model of Fig. 4.1.

denotes the Kronecker product and:

π1 =

[
1 0
0 0

]
,π2 =

[
0 0
0 1

]
,π3 =

[
1 0
0 2

]
.

Consider the r-th vehicle of the system Vr. The colored contin-
uous transition tacc of color r can fire only when the marking of the
colored discrete place pacc is cr. Such a place is marked when Vr
moves according to Eq. 2.1. When pacc is marked three events can
occur: 1) Vr reaches its maximum velocity vmax (i.e. e2 occurs);
2) Vr arrives in posd and must decelerate to stop at an exchange
point (i.e. e5 occurs); 3) the distance between Vr and its succes-
sor gets lower than the predefined threshold Th (i.e. e3 occurs).
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When e2 occurs, the transition t3 fires and the colored discrete
place pconst becomes marked allowing the vehicle to move with the
corresponding dynamics. When e5 occurs, the transition t9 fires
and the place pexch becomes marked. In such a case, Vr starts to
decelerate in order to stop at the chosen exchange point to per-
form the pre-planned load (unload) operation. Finally, when the
event e3 occurs, the transition t6 fires and the place pdec becomes
marked. Even in this case, Vr starts to decelerate to the aim of
avoiding a collision. Notice that it can decelerate to a stop (i.e.
pdec stop becomes marked) or, during its deceleration, can reach the
position posd (i.e. e5 occurs, the transition t7 fires and pexch be-
comes marked) and continue its deceleration until it will stop at
the chosen exchange point. From pconst two events can occur: e3
or e5. The occurrence of the first or the second event enables the
firing of transitions t4 and t8 respectively. When pexch is marked
(i.e. the vehicle is decelerating to reach the pre-assigned exchange
point), the colored discrete transition t10 fires only when the speed
of the vehicle is zero (i.e. the event e4 occurs). Then, the vehicle
waits δstop units of time (to simulate the load (unload) operation)
and starts moving again. For seek of clarity, to better summa-
rize the behaviour of each vehicle of the system, the meaning of
each place and transition of the proposed ISv model, is reported
in Tab. 4.2.

4.3.2 Guide-path modeling

A guide-path is composed by one or more zones connected in a
manner to form a circuit.

A generic zone Zi with length Li is modelled with a colored
discrete place pi. As in the vehicle subsystem, the number of
colors of the CMHPN ISg of the guide-path subsystem is equal
to the number of vehicles of the system. The marking of pi with
respect to the color r indicates that the vehicle Vr is in the zone
Zi. In Fig. 4.2 an example of a CMHPN used to model a generic
four-zones guide-path subsystem is represented. To connect two
adjacent zones a colored discrete transition is used. For example,
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Figure 4.2: Example of a CMHPN ISg used to model four zones
of a generic IS. In red are shown the arcs used to link the such a
net to the place ps of the vehicle subsystem, drawn in blue.

always in Fig. 4.2, the colored discrete transition t1,2 represents
that the first zone and the second one are adjacent. In more
general case a colored discrete transition ti,k is created to connect
a zone Zi with another adjacent zone Zk. Thus, an arc from
the colored discrete place pi to the colored discrete transition ti,k
and an arc from ti,k to the colored discrete place pk is created.
Furthermore, an arc from the colored continuous place ps (of the
vehicle subsystem) to each colored discrete transition ti,k must be
added and weighted with the following block diagonal matrix:

Pre(ps, ti,k) = diag(Li) ∈ RNv×Nv (4.6)

This permits to:

• represent the position x1 of each vehicle Vr in the generic
zone Zi with a value 0 ≤ (x1)r ≤ Li ;

• connect the CMHPN model ISv of the vehicle subsystem
with the CMHPN model ISg of the guide-path subsystem.

The second step is fundamental: it makes possible to obtain the
model ISnet of the whole IS. Moreover, also notice that, in the ex-
ample of Fig. 4.2, the colored discrete places p1, p2, p3 and p4 model
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Figure 4.3: A simple AWS with three vehicles moving along a
circuit.

the first, the second, the third and the fourth zone respectively. In
blue the place ps used to connect the guide-path subsystem with
the vehicle subsystem is shown.

4.3.3 Toy example

The simple system of Fig. 4.3 is modeled to show the effectiveness
of CMHPNs in modeling AWSs. Thus, let V1, V2 and V3 be three
vehicles moving along a circuit and whose behaviour has been
described in Sec. 2.2. The circuit is divided into four zones with
L1 = L3 = 8m and L2 = L4 = 15m. Each vehicle moves along the
circuit and stops at a predefined position to perform a load/unload
operation: after δstop = 5s it starts to move again. Notice that the
distance between two consecutive vehicles must be always less than
or equal to a fixed threshold Th = 3m. This whole system can be
modeled using the net shown in Fig. 4.1, adding to it three colors
and the subnet modeling the circuit. Results of the toy example
simulation are reported in Fig. 4.4 and in Fig. 4.5. In detail, in
Fig. 4.4a, Fig. 4.4b and Fig. 4.4c, the evolution of the relative
distance between the vehicles is shown: dij is the distance from Vi
to Vj, moving in a clockwise direction. Notice that only d23 goes
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(c) Relative distance between V2
and V3.
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(d) Evolution of V3 velocity with
respect to the relative distance be-
tween V2 and V3.

Figure 4.4: Results of the toy example simulation, with
L1 = L3 = 8m and L2 = L4 = 15m, vmax = 1.5m/s and a =
0.8m/s2.

under the threshold Th during the system evolution since V3 stops
to perform a load operation. In Fig. 4.4d, evolution of V3 velocity
with respect to the evolution of d23 is shown: to avoid collisions,
velocity decreases each time d23 goes under the threshold value.
In addition, notice that the velocity also decreases when a load
(unload) operation must be performed (i.e when t[s] > 50).

In Fig. 4.5 the evolution of the position and the velocity of
the three vehicles of the system has been reported for complete-
ness. The position x1 and the velocity x2 of the vehicles are shown
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as a solid blue line on top of which points of different colors are
depicted: load and the unload operations are represented with yel-
low points and red points represent the acceleration/deceleration
phases of vehicle due to its proximity to another one (stop-and
go phenomena, more details are given in Sec. 5). Notice that V2
must stop in order to avoid a collision and the acceleration phase
takes place once the distance constraint is satisfied again. Also
notice that all vehicles does not exceed their maximum velocity
vmax = 1.5m/s.

4.4 Automatic model generation algo-

rithm

The automatic synthesis procedure has been exploited to quickly
set up different types of simulation configurations (see Sec.5). The
conceived algorithm takes as input some high-level parameters re-
lated to the vehicle subsystem and the guide-path subsystem and
allows the model of the whole IS to be automatically generated.
Thanks to the adoption of this method, the time required for set-
ting up a simulation was drastically reduced. Specifically, for the
first subsystem there is the need to specify:

• the number of vehicles Nv;

• the initial position and velocity of each vehicle Vr, with
r ∈ {1, . . . , Nv};

• the time δstop that each vehicle Vr spends to the load (unload)
operation;

• the initial zone Zi, i ∈ {1, . . . , Nz} of each vehicle Vr, with
r ∈ {1, . . . , Nv}.

For the second subsystem, the following parameters must be indi-
cated:

• the number of zones Nz;
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• the length Li of each zone Zi, with i ∈ {1, . . . , Nz};

• the topology M of the guide-path circuit.

As described in Sec. 4.3.1, in order to obtain the CMHPN
model ISnet of the whole IS, the CMHPN model ISv of the vehicle
subsystem and the CMHPN model ISg of the guide-path subsys-
tem must be firstly created and then appropriately concatenated.
After this, the setting of colors will implement the addition/re-
moval of resources while remaining the net structure unchanged.

To obtain the CMHPN model ISv, let Pv and Tv be the sets
of :

• the places {ps, pacc, pconst, pdec, pexch, pdec stop, pexch stop};

• the transitions {tacc, tconst, tdec, texch, ti ∀i ∈ {1, . . . , 11}}.

described in Sec. 4.3.1 and also represented in Fig. 4.1. Then,
ISv is obtained as follows:

1. for all pi ∈ Pv and tk ∈ Tv, compute the sets Co(pi) and
Co(tk) such that:

Co(pi) = {ai,1, . . . , ai,Nv} =

Co(tk) = {ak,1, . . . , ak,Nv}

both of Nv colors (the number of colors of each place and
each transition corresponds to the number of vehicles of the
entire IS);

2. for the colored continuous place ps ∈ Pv, define the struc-
tured markings mps : Co(ps)→ (R+)2 as a vector of 2 non-
negative real numbers (i.e. the marking of ps with respect to
the color r is < x1, x2 >r= xr);

3. for each colored continuous transition tk ∈ Tv define the
vector of firing speed ν = (νk,1, . . . , νk,Nv)T with the generic
term νk,r = A · xr +B · a;
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4. for the colored discrete transition t11 ∈ Tv define the firing
delay vector δ11 = (δ11,1, . . . , δ11,Nv)T . δ11,r represents the
time that the vehicle Vr takes to perform its load/unload
operation; δj = 0 ∀j ∈ {1, . . . , 10};

5. for each arc that connects the colored continuous place ps ∈ Pv
with each colored continuous transition (and viceversa), de-
fine the appropriated block diagonal matrices of Eq. 4.5;

6. mark one of the colored discrete place pi ∈ ISv with re-
spect to the color r to assign the initial dynamic of Vr (also
according to the values specified in Step 3).

In order to automatically generate the second model ISg, a
square matrix M ∈ RNz×Nz is used to represent the topology of
the guide-path subsystem (i.e. how zones are connected to each
other). In detail, the generic element (i, k) of M is:

M(i, k) =


1 if the zone i is connected with the zone

k ∧ the driving direction is from the
zone i to the zone k;

0 otherwise

Using such a representation, note that:

• the diagonal elements of M are all zero except when the IS
is composed by only one zone;

• the total number of connections is represent by the sum of

all the elements of M (i.e.
NZ∑
i=1

NZ∑
k=1

M(i, k));

• M is not symmetric (due to the driving direction constraints);

• the presence of branch-points is dictated by the presence of
more than one 1 on a row (or a column).

Thus, in order to obtain ISg, let Pg be the set of NZ places
which represent the NZ zones. Then:
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1. for each element M(i, k) = 1, create a discrete transition
ti,k; let Tg ⊂ T be the set of all the generated transitions
(remember that such transitions will model the connection
between the zone Zi and the zone Zk);

2. for each discrete transition ti,k ∈ Tg create an arc from the
discrete place pi ∈ Pg to the transition ti,k and an arc from
ti,k to the discrete place pk ∈ Pg;

3. for all pi ∈ Pg and ti,k ∈ Tg , compute the sets

Co(pi) = {ai,1, . . . , ai,Nv} =

Co(ti,k) = {a{i,k},1, . . . , a{i,k},Nv}

both of Nv colors;

4. mark the place pi ∈ Pg with respect to the color r to assign
the initial zone Zi to the vehicle Vr.

5. for each arc that connects the colored continuous place ps ∈ Pv
with each colored continuous transition ti,k ∈ Tg, define the
weights of Eq. 4.6;

4.4.1 Example of use

In this section, an example of use of the automated model gen-
eration algorithm is provided. To this aim, suppose the following
high-level parameters for the vehicle subsystem:

• Nv = 2;

• [2, 0]T and [6, 0]T as position and velocity of the vehicle V1
and V2 respectively;

• δstop = 5s;

• Zi1 = 1 and Zi2 = 1 as initial zone of the vehicle V1 and V2
respectively.
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Moreover, suppose the following high-level parameters for the guide-
path subsystem:

• Nz = 4;

• L1 = 10m, L2 = 20m, L3 = 30m, L4 = 40m;

•

M =


0 1 1 0
0 0 0 1
0 0 0 1
1 0 0 0


Thus, the vehicle subsystem is composed by two vehicles which

are in position 2 and position 6 of the zone 1. Furthermore, both
of them have initial speed equal to zero and the time to perform
the load (unload) operation is 5s. The guide-path subsystem is
composed by four zones which have length of 10m, 20m, 30m and
40m, respectively. Moreover, as it is possible to understand from
the matrix M, the first zone is connected with the second and
the third one, while these second two are connected only with the
fourth zone. The last zone is connected to the first. The matrix M
represents the topology of the guide-path subsystem of Fig. 4.2.

Starting from the above cited high-level parameters, ISv is
defined as follows:

1. each place pi ∈ Pv and each transition tk ∈ Tv, has two
colors: Co(pi) = Co(tk) = {a1, a2};

2. the structured marking of the colored continuous place ps
with respect to the colors a1 and a2 is:

• ps1 =< x1, x2 >1=< 2, 0 >= x1;

• ps2 =< x1, x2 >2=< 6, 0 >= x2;

3. for each colored continuous transition tk ∈ Tv the firing speed
vector is ν = (νk,1, νk,2)

T with:

• νk,1 = A · x1 +B · a;
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• νk,2 = A · x2 +B · a;

4. for the colored discrete transition t11 the firing delay vector
is δ11 = (δ11,1, δ11,2)

T with:

• δ11,1 = δstop = 5;

• δ11,2 = δstop = 5;

5. the matrices of weights of each arc that connect ps ∈ Pv with
tacc, tconst, tdec, texch (and viceversa) are:

Post(ps, tacc) =

[
π3 0
0 π3

]
Pre(ps, tacc) =

[
π2 0
0 π2

]
Post(ps, tconst) =

[
I2 0
0 I2

]
Pre(ps, tconst) =

[
π2 0
0 π2

]
Post(ps, tdec) =

[
π1 0
0 π1

]
Pre(ps, tdec) =

[
π2 0
0 π2

]
Post(ps, texch) =

[
π1 0
0 π1

]
Post(ps, texch) =

[
π2 0
0 π2

]

where 0 is a 2× 2 null matrix;

6. the marking of the place pacc with respect to the color a1
and a2 is c1 and c2 respectively. The other colored discrete
places are not marked.

Concerning the guide-path subsystem, let Pg = {p1, p2, p3, p4}
be the set of four places which represent the four zones. Then:
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1. the discrete transition t1,2, t1,3, t2,4, t3,4 and t4,1 are created;

2. the preset and the postset of the each previously created
transitions are generated:

• •t1,2 = {p1} and t•1,2 = {p2};
• •t1,3 = {p1} and t•1,3 = {p3};
• •t2,4 = {p2} and t•2,4 = {p4};
• •t3,4 = {p3} and t•3,4 = {p4};
• •t4,1 = {p4} and t•4,1 = {p1};

3. each place pi and each transition ti,k has two colors:

Co(pi) = Co(ti,k) = {a1, a2};

4. the marking of the place p1 with respect to the colors a1 and
a2 is c1 and c2 respectively; the other places are not marked;

5. the matrices of weights of each arc that connect ps ∈ Pv with
transition ti,k are:

Pre(ps, t1,2) =

[
10 0
0 10

]
= Pre(ps, t1,3)

Pre(ps, t2,4) =

[
20 0
0 20

]
Pre(ps, t3,4) =

[
30 0
0 30

]
Pre(ps, t4,1) =

[
40 0
0 40

]
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(a) Evolution of the position x1 of
the vehicle V1.
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(b) Evolution of the velocity x2 of
the vehicle V1.

0 10 20 30 40 50 60
0

2

4

6

8

10

12

14

16

18

20
load operation
unload operation
stop-and-go

(c) Evolution of the position x1 of
the vehicle V2.
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(d) Evolution of the velocity x2 of
the vehicle V2.
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(e) Evolution of the position x1 of
the vehicle V3.
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(f) Evolution of the velocity x2 of
the vehicle V3.

Figure 4.5: Evolution of the position x1 and the velocity x2 of
the vehicles shown as a solid blue line on top of which points of
different colors are shown: load and the unload operations are
represented with yellow points and red points represent stop-and
go phenomena.



Chapter 5

Case study

In this section, details about the performed simulations are pro-
vided and the problem of tuning appropriately the auction-based
algorithm is addressed. In detail, Sec. 5.1 reports the results of
the conducted experiments with a simulator based on the core of
PNetLab, a simulation and analysis tool developed by the Auto-
matic Control Group of the University of Salerno (Università degli
Studi di Salerno) [55]. The simulator takes as input a CMHPN
(described using an XML formalism) and allows the controller to
be implemented as a C/C++ program. In Sec. 5.2, it is shown
that, on the basis of a detailed simulation study, where the set
of fully dimensionless parameters common to any AWS discussed
in Sec.3 is considered, a design methodology can be devised as
follows: the set of dimensionless parameters can be set to start-
ing values guaranteeing acceptable performance, and then, using a
more accurate simulation study on the specific case, a finest tuning
can be achieved.

5.1 Simulations

The automatic model synthesis procedure discussed in Sec.4.4 was
used to quickly set-up several types of simulation configurations.
Each configuration is identified by the number of vehicles, the
state of each them, their load/unload operation time, their ini-
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Figure 5.1: Makespan obtained on the 500 mission dataset while
varying the number of vehicles and considering the combination
of heuristics reported in Tab. 5.2.

tial zone, the layout of the IS and the control laws to be tested.
A total of 363 simulations have been executed in order to eval-
uate the performance of the centralized control architecture and
the auction-based one. Notice that each configuration requires the
generation of a new model. Performing such a high number of sim-
ulations could have been onerous from a time perspective without
the use of the automatic model synthesis algorithm.

The guide-path subsystem of the used IS is made up of 15 zones
of length 25m, 5m, 25m, 24m, 24m, 4m, 9m, 25m, 5m, 25m, 9m,
24m, 24m, 4m, 55m respectively. In the first and in the third
zone, 4 picking bays are present while in the 8-th and in the 10-th
zone stand 4 deposit bays. The distance between the first two and
the last two bayes in each zone is 6m and the distance between the
second and the third one is 5m. The connection between the zones
is reported in Fig. 2.3. Moreover, for the auction-based algorithm,
experiments have also been performed by varying the parameters
τs and τr in the set {0.2, 0.4} to assume a reliable communica-
tion among all the entities and τbid = 1ms. Furthermore, as
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1 2 3 4 5 6 7 8 9 10 11

20 2745,91 2878,35 2898,38 2792,74 2821,23 2895,49 2886,57 2871,62 2982,37 2898,02 2944,6
22 2607,42 2692,39 2638,54 2630,18 2620,95 2688,8 2651,14 2688,29 2762,28 2794,68 2715,49
24 2612,69 2635,35 2613,67 2610,85 2601,32 2610,15 2594,55 2614,11 2606,7 2612,91 2628,1
30 2600,92 2642,52 2601,17 2705,8 2600,92 2584,69 2675,45 2742,88 2628,55 2847,1 3052,9
36 2608,88 2653,83 2604,22 2609,56 2608,88 2600,56 2614,33 2676,94 2636,69 2627,31 2629,85
38 2603,72 2639,71 2612,23 2594,22 2603,72 2613,04 2624,44 2607,06 2628,92 2635,12 2633,23
40 2613,4 2650,21 2647,12 2629,33 2613,4 2644,82 2665,68 2664,04 2646,69 2663,42 2645,38
42 2616,87 2612,33 2589,72 2621,5 2616,87 2633,85 2618,63 2649,66 2665,38 2665,33 2656,92
44 2654,75 2632,3 2647,7 2609,44 2654,75 2669,22 2718,66 2702,87 2693,24 2633,17 2654,91
46 2618,17 2716,42 2651,92 2628,47 2618,17 2682,97 2776,72 2678 2714,3 2690,2 2716,14
50 2642,34 2676,34 2651,6 2656,12 2642,34 2699,41 2676,8 2818,42 2706,59 2658,57 2757,31

Table 5.1: Makespan obtained on the 500 mission dataset while
varying the number of vehicles and considering the combination
of heuristics reported in Tab. 5.2.

for the vehicles and their related constraints it is: vmax = 1.5m/s,
a = 0.8m/s2, δstop = 5s and Th = 3m. The maximum number of
forward simulations to execute is set to Nmax fw = 3. Indeed, be-
cause the mean duration of a simulation is 5s and the mean dura-
tion to complete a mission is 140s, this setting allows to complete
the forward simulation in 15s. It is assumed that each vehicle

# Approach Hwho Hway τs(s) τr(s)

1 Centralized Hwho1 Hway1

2 Centralized Hwho2 Hway2

3 Centralized Hwho1 Hway2

4 Centralized Hwho2 Hway1

5 Centralized Hwho4 Hway1

6 Auction-based Hwho1 Hway1 0.2 0.2
7 Auction-based Hwho1 Hway1 0.2 0.4
8 Auction-based Hwho1 Hway1 0.4 0.2
9 Auction-based Hwho3 Hway1 0.2 0.2
10 Auction-based Hwho3 Hway1 0.2 0.4
11 Auction-based Hwho3 Hway1 0.4 0.2

Table 5.2: Combination of heuristics used in each simulation.

can execute only one mission at a time and each mission requires
exactly one vehicle in order to be executed.
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A set of missions is given as input to the IS in an asynchronous
manner, namely, datasets composed by 500, 600 and 700 uniformly
distributed missions in the time intervals [0, 2500], [0, 3000] and
[0, 3500] respectively.
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Figure 5.2: Makespan obtained on the 600 mission dataset while
varying the number of vehicles and considering the combination
of heuristics reported in Tab. 5.2.

The results obtained using the datasets described above are
summarized in Fig. 5.1, Fig. 5.2 and Fig. 5.4 respectively.

In such figures, the makespan of each simulation with a vari-
able number of vehicles is shown. The complete list of simulations
is reported in Tab.5.2. In detail, for each vehicle, the makespan of
each simulation is reported as a colored vertical bar and its trend
(among all the performed simulations) has been shown as a line of
the same color. For example, the light red vertical bar represents
the makespan obtained in each simulation where the centralized
approach is employed, Hwho = Hwho2 and Hway = Hway2 . Rather,
the light red line represents the trend of the maskespan with the
just described parameters while varying the number of vehicles.
Moreover, in Tab. 5.1, Tab. 5.3 and Tab. 5.4, the makespan of each
simulation while varying the number of vehicles is also numerically
reported for a better understanding of the experiments. From the
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1 2 3 4 5 6 7 8 9 10 11

20 3368,93 3391,72 3408,33 3374,03 3317,84 3443,95 3494,14 3460,1 3555,62 3618,4 3580,82
22 3080,82 3208,83 3141,58 3194,11 3075,13 3263,9 3185,06 3216,12 3308,86 3311,04 3300,67
24 3102,04 3095,05 3132 3102,27 3114,01 3092,3 3091,15 3089,16 3110,06 3118,77 3126,66
30 3210,2 3377,61 3251,84 3236,9 3167,41 3056,58 3075,55 3149,53 3065,66 3110,15 3091,28
36 3078,68 3087,69 3077,55 3066,83 3078,68 3071,33 3068,99 3172,29 3123,92 3131,8 3149,87
38 3094,82 3094,48 3074,05 3070,48 3094,82 3082,27 3125,06 3075 3108,48 3117,18 3127,69
40 3072,51 3096,89 3068,7 3069,47 3072,51 3059,23 3090,7 3095,36 3105,96 3094,87 3144,99
42 3073,45 3083,02 3084,3 3113,76 3122,77 3109,43 3083,8 3115,73 3156,57 3129,19 3139,46
44 3111,3 3092,43 3093,21 3160,46 3111,3 3110,22 3105,24 3096,22 3206,66 3157,6 3173,55
46 3114,2 3095,79 3122,37 3093,13 3114,2 3174,97 3156,8 3171,01 3129,07 3128 3147,13
50 3115,08 3136,55 3141,23 3214,98 3115,08 3172,41 3236,15 3141,74 3212,14 3219,82 3141,07

Table 5.3: Makespan obtained on the 600 mission dataset while
varying the number of vehicles and considering the combination
of heuristics reported in Tab. 5.2.

above cited figures it is evident that, at the beginning, as the num-
ber of vehicles increases, the makespan decreases. However, as the
number of vehicles continues to increase, the makespan also begins
to grow up. This is mainly due to the so called “stop and go” phe-
nomena. Indeed, when the number of vehicles increases, it very
frequently happens that some vehicles have to decelerate because
they are too close to each other or, sometimes, they have to stop.
For example, in Fig. 5.3, the behaviour of the first vehicle on the
first dataset when Hwho = Hwho1 and Hway = Hway1 is reported.
In such a figure, the position x1 and the velocity x2 of the vehicle
are shown as a solid blue line, on top of which points of different
colors are shown. In detail, the load and the unload operations
are represented with yellow points and red points represent the
acceleration/deceleration phases of a vehicle related to the stop
and go phenomena. The vehicle decelerates in the proximity of
another one and, sometimes, it must stop. The acceleration phase
takes place once the distance constraint is satisfied again.

Note that, with the used hybrid model, it has been possible to
evaluate different control approaches in the employed IS, showing
how stop and go phenomena and the usage of different heuristics
affect the system performance. For example, in the first dataset, it
is evident that the system performance improves at the migration
from 30 to 36 vehicles. This is also true for the second and the
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Figure 5.3: Position x1 and the velocity x2 of the vehicle num-
ber one of the first dataset shown as blue lines. On their top,
points representing the load and the unload operations and accel-
eration/deceleration phases (related to the stop and go phenom-
ena) are shown in green, yellow and red respectively.

third dataset. Concerning the heuristics, it seems evident that
Hwho3 in the auction-based approach should be avoided as it yields
an higher makespan than other employed rules.

Furthermore, it may result that the makespan of some simu-
lations, where the auction-based approach is used, is lower than
that obtained when the centralized approach is employed. This
might be due to many factors. Suppose, for example, that the
state of the IS in the simulation in which the centralized task al-
location algorithm is used, is the same of the simulation where
the auction-based approach is employed. Moreover, suppose that
a mission m must be allocated: in the first simulation this oper-
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1 2 3 4 5 6 7 8 9 10 11

20 3841,56 3977,83 3945,87 3870,91 3852,21 4063,34 4010,32 4020,98 4132 4261,4 4141,99
22 3609,67 3679,46 3686,58 3654,87 3628,32 3707,11 3676,82 3703,77 3847,44 3885,86 3800,33
24 3602,7 3683,61 3624,55 3637,58 3600,9 3655,52 3646,19 3630,07 3626,09 3641,81 3716,56
30 3691,09 3820,6 3786,51 3846,44 3741,34 3767,44 3815,69 3768,69 3906,09 3607,86 3580,76
36 3571,8 3595,98 3587,29 3575,99 3571,8 3640,23 3614,94 3646,94 3647,59 3624,46 3612,63
38 3575,94 3595,21 3589,79 3618,85 3575,94 3577 3595,87 3583,03 3611,91 3681,44 3626,14
40 3594,73 3612,59 3581,63 3601,26 3594,73 3639,51 3579,71 3621,07 3614,98 3629,27 3671
42 3626,4 3637,27 3611,45 3592,49 3633,53 3590,56 3641,16 3629,99 3644,4 3654,5 3627,68
44 3643,83 3618,5 3666,57 3596,21 3643,83 3644,27 3643,44 3638,52 3649,8 3657,58 3623,78
46 3653,09 3652,69 3687,1 3637,36 3653,09 3656,83 3660,49 3638,2 3720,41 3677,67 3766,66
50 3658,47 3628,61 3663,96 3611,04 3658,47 3715,17 3650,45 3679,08 3685,99 3788,91 3696,38

Table 5.4: Makespan obtained on the 700 mission dataset while
varying the number of vehicles and considering the combination
of heuristics reported in Tab. 5.2.

ation is instantaneously performed; in the second case, the same
allocation is delayed. It may happen that the vehicle chosen in
the first case releases its assigned SU before the vehicle of the sec-
ond simulation does it. However, when a new mission arrives, the
second vehicle may be in a position where it is faster to reach the
picking bay and to complete the mission right away. Obviously,
this is not the only phenomenon that can occur. In addition, as it
is evident from the performed experiments, only in few cases the
auction-based approach results to be better than the centralized
one and in the most cases the performance of the auction-based
method are at most 13% worse with respect to the centralized ap-
proach. However, even if it is evident the makespan obtained with
the auction-based approach can be worse than the one obtained to
a centralized one, this occurs mainly when the number of vehicles
is far from the best operating points (configuration from 36 to 42
vehicles). Indeed, for these configurations the difference is often
negligible (less than 1%) and sometimes auction-based solutions
leads to better results.
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Figure 5.4: Makespan obtained on the 700 mission dataset while
varying the number of vehicles and considering the combination
of heuristics reported in Tab. 5.2.

5.2 Toward a design methodology for

auction-based algorithms

The problem of tuning appropriately the auction-based algorithm
is challenging. In this section, on the basis of a detailed simulation
study, where the set of fully dimensionless parameters common to
any AWS discussed in Sec.3 is considered, it is shown that a design
methodology can be devised as follows: the set of dimensionless
parameters can be set to starting values guaranteeing acceptable
performance, and then, using a more accurate simulation study
on the specific case, a finest tuning can be achieved. To this aim,
several types of simulation configurations have been exploited con-
sidering Hwho = Hwho1b and Hway = Hway1 . The complete list of
simulation configurations used to compare the performance of the
different analysed auction types is reported in Tab.5.5.

In the first configuration, only one mission is auctioned at a
time (i.e. bs = 1). In addition, all the vehicles participate to the
auction (i.e. rp = Lmax) and the closest vehicle to the withdrawal
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# k rp bs

[1 - 4] 1 Lmax [1− 4]
[5 - 6] 1 [20− 40] 1
[7 - 10] [1− 4] Lmax 1

Table 5.5: List of simulation configurations used to compare the
performance of different auction types in the case study: k and
rp permit to select the k-th closest vehicle at distance rp from the
exchange point where a SU must be withdrawn; bs is the number
of missions auctioned.

bay of the mission m ∈ Mlist is chosen (i.e. k = 1). In the
subsequent three configurations, the parameters rp and k are the
same of the former one and, bs ∈ {2, 3, 4}. In the 5-th and 6-th
configuration, a distance of rp = 20m and rp = 40m is considered
while remaining unchanged the other two parameters, both set
equal to one. In the last four simulation configurations, a value of
k ∈ {1, 2, 3, 4} is considered with rp = Lmax and bs = 1.

As for the other simulation parameters we have: Nmax = 70,
τbid = 1ms and τs = τr = 0.2s. The sets of 500, 600 and 700 uni-
formly distributed missions described in the previous section are
given as input to the IS in an asynchronous manner respectively.

In Fig. 5.5, Fig. 5.6 and Fig. 5.7 the makespan obtained us-
ing the datasets described in the above section while varying the
dimensionless value Nv/Nmax together with dimensionless value
rp/Lmax, k and bs is reported. Notice that, when Nv/Nmax > 0.5,
the makespan starts to increase. As also descibed in the previ-
ous section, this is due to the so called stop-and-go phenomena:
vehicles are involved in frequent acceleration/deceleration phases
and, often, they have to stop [36]. The frequent presence of stop-
and-go phenomena is a clear signal that the system is saturated.
Concerning rp/Lmax, a maximum value of approximately 0.3 guar-
antees good results: at a cost a negligible price, communicating
only with a subset of vehicles can help to reduce computational
and communication issues. Regarding the parameter k, it results
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that: 1) the choice of k becomes irrelevant, when the system is
saturated; 2) the accurate tuning of such a parameter permits to
obtain an improvement of system performance, in the other cases.
As for the parameter bs, it is possible to observe that, when it
increases, worst performance are obtained: decisions about the
missions to perform are taken too early respect to their initial
time. However, as the number of missions auctioned increases,
the system’s performance does not drop dramatically.

Lastly, in order to clearly summarize the obtained results, in
Tab. 5.6 the minimum makepan for each simulation configuration
is reported. Following the simulation results and considering the
theoretical/implementation aspects of the proposed method (re-
ported in Sec. 2, Sec. 3, and Sec. 4), it is remarkable to state that
the deployed control architecture gives an unprecedented amount
of flexibility to logistic systems: the employed heuristics-based
control lows together with the accurate tuning of the auction pa-
rameters help to create high-performance and reliable solutions.

.
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(a) Makespan obtained while
varying Nv/Nmax together with
rp/Lmax.

(b) Makespan obtained while vary-
ing Nv/Nmax together with k.

(c) Makespan obtained while vary-
ing Nv/Nmax together with bs.

Figure 5.5: Makespan obtained with the dataset composed by
500 uniformly distributed missions in the time interval [0, 2500]
while varying Nv/Nmax together with rp/Lmax, k and bs when
τs = τr = 0.2s and τbid = 1ms.
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(a) Makespan obtained while
varying Nv/Nmax together with
rp/Lmax.

(b) Makespan obtained while vary-
ing Nv/Nmax together with k.

(c) Makespan obtained while vary-
ing Nv/Nmax together with bs.

Figure 5.6: Makespan obtained with the dataset composed by
600 uniformly distributed missions in the time interval [0, 3000]
while varying Nv/Nmax together with rp/Lmax, k and bs when
τs = τr = 0.2s and τbid = 1ms.
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(a) Makespan obtained while
varying Nv/Nmax together with
rp/Lmax.

(b) Makespan obtained while vary-
ing Nv/Nmax together with k.

(c) Makespan obtained while vary-
ing Nv/Nmax together with bs.

Figure 5.7: Makespan obtained with the dataset composed by
700 uniformly distributed missions in the time interval [0, 3500]
while varying Nv/Nmax together with rp/Lmax, k and bs when
τs = τr = 0.2s and τbid = 1ms.
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# Approach HWho HWay k rp(m) bs τs(s) τr(s)
min. makespan (s)

(500 mission dataset)
min. makespan (s)

(600 mission dataset)
min. makespan (s)

(700 mission dataset)

1 Centralized Hwho1 Hway1 1 Lmax 1 2600,92 3072,51 3571,8
2 Centralized Hwho2 Hway2 1 Lmax 1 2612,33 3083,02 3595,21
3 Centralized Hwho1 Hway2 1 Lmax 1 2589,72 3068,7 3581,63
4 Centralized Hwho2 Hway1 1 Lmax 1 2594,22 3069,47 3575,99
5 Centralized Hwho4 Hway1 1 Lmax 1 2600,92 3072,51 3571,8
6 Auction-based Hwho1 Hway1 1 Lmax 1 0,2 0,2 2581,69 3056,58 3577,0
7 Auction-based Hwho1 Hway1 1 Lmax 1 0.2 0,4 2594,65 3068.99 3579,71
8 Auction-based Hwho1 Hway1 1 Lmax 1 0,4 0,2 2607,06 3075 3583,03
9 Auction-based Hwho3 Hway1 1 Lmax 1 0,2 0,2 2606,7 3065,66 3611,91
10 Auction-based Hwho3 Hway1 1 Lmax 1 0,2 0,4 2612,91 3094,87 3607,86
11 Auction-based Hwho3 Hway1 1 Lmax 1 0,4 0,2 2628,1 3091,28 3580,76
13 Auction-based Hwho1 Hway1 1 Lmax 2 0,2 0,2 2595,95 3110,2 3647,52
14 Auction-based Hwho1 Hway1 1 Lmax 3 0,2 0,2 2601,5 3073,54 3603,8
15 Auction-based Hwho1 Hway1 1 Lmax 4 0,2 0,2 2582,43 3082,61 3624,04
16 Auction-based Hwho1 Hway1 1 20 1 0,2 0,2 2618,43 3098,57 3581,93
17 Auction-based Hwho1 Hway1 1 40 1 0,2 0,2 2595.4 3061,35 3597,77
19 Auction-based Hwho1 Hway1 2 Lmax 1 0,2 0,2 2559,55 3090,73 3623,64
20 Auction-based Hwho1 Hway1 3 Lmax 1 0,2 0,2 2585,06 3100.62 3632.44
21 Auction-based Hwho1 Hway1 4 Lmax 1 0,2 0,2 2660,2 3130,96 3640.22

Table 5.6: Minimum makespan for each simulation configuration.
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Conclusions

In the field of logistics, the study of systems that follow the recom-
mended requirements of the “Industry 4.0” is now of paramount
importance. Since traditional hierarchical and centralized control
architectures have been employed to solve most of the basic prob-
lems in this context, many researchers have shifted their focus to
the study of more flexible ones. This is mainly due to the fact
that nowadays vehicles can be equipped with high-performance,
low-power and cheap electronic components that provide commu-
nication capabilities and processing power: they are able to work
on their own and interact with each other exchanging messages.
In the studied application domain, the main contribution of this
dissertation concerned the development of an auction-based con-
trol architecture for the control of modern AWSs, characterized by
a big IS composed by vehicles which can move SUs along a mono-
dimensional guide-path. In detail, the tackled control problem
focused on the assignment of each available vehicle to a mission
without regarding the coordination of the entire fleet. Indeed,
each of them is able to adjust their own velocity to avoid colli-
sions since obstacles detection using simple low-cost sensors can
be performed. Thus, vehicles can safely operate in structured en-
vironments, stopping the execution of a certain task if a potential
risk is detected.

With regard to the examined control problem, it involved de-
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termining which vehicle (“Who”) must perform a certain mission
(“What”) and the identification of the best strategy to accomplish
it (“Which Way”) while minimizing the makespan, defined as the
time to complete a set of missions. To this aim, theories and tech-
niques borrowed by the robotic community were deeply studied:
auctions have been widely analyzed and then adapted to the logis-
tic field considering all the relevant constraints of this application
domain. Concerning the latter point, since the response time to
assign a mission makes the use of multi-round auctions unattrac-
tive due to their demanding computation/communication require-
ments, variants of one-shot k-price sealed-bid auctions have been
designed and evaluated.

To face with the problem of the system performance evalu-
ation and analysis and to support the development of auction-
based control algorithms, a highly modular and compact hybrid
model based on CMHPNs together with heuristic based control
laws was designed. In addition, an automated model synthesis
procedure was also developed, since the manual creation of the
provided model can be a very demanding activity. The conceived
model results highly modular (due to the identification of elemen-
tary modules of AWSs that can be concatenated to obtain different
typologies of ISs) and compact (thanks to the introduction of col-
ors and structured markings) while faithfully able to represent the
most relevant dynamics of AWSs. In addition, with the automatic
synthesis procedure, the addition/removal of resources as well as
the set-up of simulations under different system configurations can
be easily achieved.

To remedy the lack of design methods, that is still a problem for
algorithms based on auction mechanisms, a design methodology
for such algorithms was also devised: results to the problem of
design/tuning appropriately the proposed auction-based control
algorithm were also presented. Indeed, such algorithms can be
firstly set-up with respect to a set of dimensionless parameters,
and then, using a more accurate simulation study on the specific
case, a finest tuning can be achieved.

Simulation results encourage the adoption of auction-based
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control architectures in logistic environments as effective and effi-
cient solutions. At the same time, modularity, real-time capabil-
ities, robustness, services orientation capabilities and scalability
are delivered to the whole system. It is worth remarking that
computational and communication requirements, necessary to use
the proposed auction-based approach, do not represent a draw-
back for AWSs due to the constraints of the logistic application
domains.

Future research will focus also on the application to urban
traffic system [56] of the approach presented in this work.
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