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La mia vita è un'altalena,
un attimo sei su e vedi il mondo,

un attimo dopo sei giu, pronto a risalire.

Le funi sorreggono il peso,
sono i miei genitori,

saldi, fermi, un punto sicuro a cui potermi aggrappare.

L'altalena è ben piantata a terra,
quattro incastri ne sorreggono il peso, sono i nonni.

Qualsiasi cosa succeda, loro sono lì e reggono l'intera struttura.

In altalena non si va da soli, si va in due.
Sul sediolino a�anco c'è Simona, che guarda il mondo con me.

La mia vita dopottutto è semplice,
prendi la rincorsa e sali a vedere il mondo,

un attimo dopo sei giu, ma poi, subito, risali su,
e quanto è bello il mondo da lassù!
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Abstract

The work presented in this thesis is aimed at developing an advanced
algorithm to monitor the State of Health (SoH) of Solid Oxide Fuel Cells
(SOFCs). Then a computational structure has been implemented for the
diagnosis of fuel cells faults along with a set of strategies for mitigation
actions. The main idea is to apply advanced methods based on Electro-
chemical Impedance Spectroscopy (EIS) for diagnosis. Then, EIS and
Conventional approaches are used to infer on the SOFC system status
and to predict its Remaining Useful Life (RUL). Moreover, all those ap-
proaches are applied to provide helpful guidelines on possible mitigation
countermeasures to be actuated in case of faults.

SOFCs can play a bene�cial role in the World's changing energy land-
scape, being one of the most suitable alternatives to conventional en-
ergy production systems for stationary power generation, co-generation
and Auxiliary Power Unit (APU). In the last decade, the enhancement
of these SOFC-based products has opened perspectives and opportu-
nities that make them valid solutions to contribute to the energy de-
carbonization scenario. In Europe, their deployment is still limited by
high manufacturing costs and limited lifetime due to faulty operations
and degradation processes (i.e. leakage, carbon deposition, anode re-
oxidation, poisoning, etc.), which reduce cell performance during time
and can lead to failures in the main components (i.e. the cells). As far
as maintenance and warranty expenses are concerned, it is clear that in-
creased reliability and lifetime will contribute to the reduction of SOFCs
operating costs and their further market success.
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The most common variables that allows faults detection and isolation
in the system are mainly current, voltage and temperature. To extract
additional information about the SoH of the system, V-I curves and Elec-
trochemical Impedance Spectroscopy (EIS) methodology might help, fo-
cusing on the fuel cell electrochemical behaviour. Particularly, the EIS is
an advanced diagnostic tool that supports in evaluating the SoH of the
stack. It is linked with an Equivalent Circuit Model (ECM) to model
the status of the system.

By comparing the data measured in nominal (i.e. unfaulty) condi-
tions to those recorded while the stack is operating, it is possible to
identify any change in the spectrum that can be associated to one or
more faulty operations that triggers the e�ect of one or more degra-
dation phenomena respectively. On the other hand, by monitoring the
behaviour of the SOFC over time, it could be also possible to identify the
impact of the arising degradation phenomena due to the ageing of the
cell. In this work an Equivalent Circuit Model (ECM) is used to describe
the main processes occurring within the cell and to extract quantitative
information as fault and degradation metrics.
One of the results accomplished is the development of a completely
generic algorithm named Matching Geometric Fitting Guess (MGFG),
based on EIS for detection and isolation of faults in either single cells or
stacks. The MGFG algorithm follows an ECM approach, then parame-
ters extraction are performed by means of a UNISA proprietary patented
technique. This allows high generalizability and fast �tting of the mea-
sured spectrum. The results achieved by applying such methodology to
Proton Exchange Membrane Fuel Cells(PEMFC) spectra in the frame of
the EU project HEALTH-CODE paved the path toward the application
to SOFCs, of which this work aims at de�ning a general algorithm to
extract useful metrics for diagnostic purposes.

The related features (i.e. the metrics themselves, their combination,
or the parameters estimated from them) are properly selected as sensitive
indicators of the cell/stack State of Health (SoH) and then used to infer
on their status. The whole methodology developed was tested and val-
idated upon experimental data coming from the EU projects INSIGHT
and SOSLEM. By combining the information derived from ad-hoc ex-
periments with the heuristic knowledge on the phenomena of interest, a
Fault Signature Matrix (FSM) was built to correlate the faults to the
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symptoms observed during the online monitoring of the stack.
For the purpose of this thesis, fuel starvation phenomenon was consid-
ered as fault and the related FSM was populated accordingly. Thresholds
were set upon experimental evidences on segmented cells, short stacks
and full stacks; then the diagnostic approach was validated on all these
con�gurations as well.

The study on stack ageing towards lifetime estimation was performed
via lumped modelling approach and the related validation was carried
out with respect to experimental data. This allows simulating the ex-
pected nominal conditions, as unfaulty and nominal reference states for
the monitoring. Then, a stack aging submodel was implemented by in-
tegrating some ECM-based extracted features, enabling the simulation
even during natural degraded operations. The results led to a RUL esti-
mation model, successfully validated upon experimental data.

The fault mitigation was investigated to de�ne possible countermeasures
to be actuated when a fault occurs. Particularly, the inference on exper-
imental faulty data, provided by the INSIGHT project, and its matching
with the heuristic knowledge led to the development of a general method-
ology for fault mitigation countermeasures.
Moreover, a study was performed to de�ne a sequence of actions that
led to a �owchart for maintenance able to support the users to either
stabilize or recover the stack from the fault. From the same study the
speci�cations for a mitigation algorithm can be derived as well. Here,
the diagnostic algorithm and the related extracted features are used in a
kind of �reverse mode� to provide information about the feasibility and
e�ectiveness of the countermeasure applied. In this work the Fuel Star-
vation case was analysed and the related �owchart was drafted.
Finally, a methodology that combines the diagnostic techniques and a
mitigation-oriented control approach was proposed. A case study for fuel
starvation caused by hydrogen leakage was performed and the results for
the fault mitigation feasibility were discussed.

In summary, a EIS-based algorithm was developed and applied to detect
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fuel starvation in solid oxide fuel cells and stacks. A lumped dynamic
model successfully simulated the ageing of such systems, aiming at life-
time estimation. Useful mitigation guidelines were provided to increase
the market deployment of these devices. These results paved the way
for further work aiming at increasing the Technology Readiness Level
(TRL) of such Monitoring, Diagnostic and Lifetime Tool (MDLT) for
commercial purposes along with a prognostic �eld to be investigated.

The overall activity has been funded by UNISA under the EU project
INSIGHT.
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Chapter 1

Introduction

1.1 The Context - A new energy scenario

Over the last century, emissions from fossil fuels have increased the
global concentration of carbon dioxide in the atmosphere and caused a
corresponding temperature increase. Continued use of carbon-based fu-
els is leading to a devastating global climate change and the shift to a
more sustainable, �exible and environment friendly alternatives is now
a necessity; therefore, research activity is strongly pushing in this direc-
tion. Among the candidates for clean technologies, Fuel Cells (FC) are
spreading for their notable potential for power generation in stationary,
portable and transport applications that will support the increasing need
for sustainable energy resources. Indeed, FC technology allows combin-
ing high e�ciency with minimum (or completely null when fuelled by
pure hydrogen) harmful emissions (sulphur, nitrogen and carbon oxides,
hydrocarbon pollutants and particulate), as well as signi�cantly reducing
CO2 emissions. They merge the best aspects of batteries and combus-
tion engines: like engines, fuel cells can produce power as long as fuel is
supplied; like batteries, fuel cells convert chemical energy directly to elec-
tricity avoiding combustion and, consequently, they don't su�er from the
Carnot's limit thus potentially achieving high energy conversion e�cien-
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cies. Solid oxide fuel cells (SOFCs) are attractive for their high e�ciency
and fuel �exibility along with the high functioning temperature, mak-
ing them suitable for co-generation purposes. These devices require, in
principle, only �ve components with no need of noble catalysts: a solid
oxide electrolyte, two electrodes (the cathode for oxygen reduction and
the anode for fuel oxidation), and interconnect wires to collect current
at the electrodes. However, SOFCs haven't achieved a substantial com-
mercial penetration yet. This issue can be mainly ascribed to the high
cost of the components required to withstand the high working temper-
atures and the still reduced lifetime (if compared to the manufacturing
costs) with respect to their competitors. However, the global market is
currently moving in this direction.

According to the technical report of the EU Joint Research Centre
[1], more than 800 MW of large stationary fuel cell systems have been
installed globally for distributed generation and combined heat power
(CHP) applications, mainly in the US and South Korea. CHP are highly
di�used in Asian market, while Back-up applications are highly sold
in US. With the renewable energy directive (2009/28/EC), Europe has
strongly promoted the use of energy from renewable energy sources, par-
ticularly integrating them into the transmission and distribution grid and
the use of energy storage systems for integrated variable production of
energy from renewable sources [2]. However, the European investments
for SOFC-based power generation and CHP are still low and the main
market deployment barriers are the reliability (in terms of availability
and lifetime performance) and the manufacturing cost of the fuel cells.

Investing in technology development and in research activity would
de�nitely boost the market deployment of such technology, particularly
overcoming some of the remaining barriers, speci�cally lowering cost and
improving reliability and durability.

1.2 Degradation in SOFC

The most signi�cant barriers to improve the market deployment of
SOFCs are the very limited durability, low reliability and cost. The �rst
two are signi�cantly impacted by the degradation phenomena that can
occur during SOFC operations, due to contaminants in fuel, thermo-
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mechanical stress, chemical undesired reactions and sealing issues. The
most challenging activities on which research activity is spending many
e�orts are understanding the physics behind these phenomena, the way
to early detect them and possible countermeasures to limit their e�ects.
SOFC performance degradation is generally ascribed to the deteriora-
tion of single components as well as to mutual interactions among the
cells. Moreover, in nominal conditions the stability of the system can
be a�ected by several detrimental phenomena that can lead the system
to die. Some degradation mechanisms are reversible, particularly at an
early stage, like sulphur poisoning or carbon deposition, whereas others
are not recoverable, as leakage, electrode delamination and electrolyte
cracking. Their physics and the causes behind them are several, as well
as the countermeasures that can be adopted; however, the e�ect on cell
performance over long-term degradation is common to most of them: a
loss in the available potential at constant current load. Indeed, it is not
possible to clearly distinguish a speci�c degradation mechanism among
those that could occur by just monitoring the changes in the cell poten-
tial. Therefore, it is fundamental to implement a diagnostic technique to
identify the degradation mechanisms and properly envisage a mitigation
strategy. For this purpose an interesting literature survey on the main
degradation phenomena has been conducted, especially focusing on their
e�ects on the SOFC and their detectability with both conventional and
advanced measurements (e.g., EIS).

The degradation mechanisms that have the greatest impact on the
deterioration of the cell/stack performance are listed below. Even though
several of them are usually strictly correlated among themselves, a proper
classi�cation has been provided below to investigate them for the mod-
elling purposes:

� Thermomechanical stress
The high working temperatures of a SOFC make this technology
highly a�ected by temperatures oscillations, particularly for the
used materials. Any shut-down and start-up phase is detrimental
to the cell itself, since thermal transients may induce some cracks
in the structure of the cell components, in the sealing surrounding
the cell and at the interfaces. Moreover, such cracks could further
evolve and lead to additional failures, as a �ow leakage. This prob-
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lem is attributed to the low thermal shock resistance (TSR) of the
ceramic electrolyte and in changing of the Thermal Expansion Co-
e�cient (TEC) that varies between the di�erent components of the
fuel cell [3]. Thus the understanding of thermal stresses distribu-
tion results a crucial step to interpret the mechanism of mechanical
failures, which is particularly helpful for the design of the cells and
to broaden the �eld of potential applications [4]. Hanasaki et al. [5]
systematically investigated start-up and shut-down modes propos-
ing alternative procedures to avoid rapid performance degradation
by thermal cycling. In [6] Khan et al., studied the degradation
trend of a SOFC cathode as a function of applied current density
during thermal cycling; to avoid such phenomena, Schluckner et
al. [7] investigated the in�uence of co-, counter-, and cross-�ow
con�gurations, along with various electrical contact positions on
the current density distribution and temperature evolution within
the cell. On the other hand Xu et al. [8] studied the thermal stress
in SOFCs and stated that the thermal stress at di�erent operat-
ing conditions results from the mismatch of its components; this
indicates that the major principal stress at free �xed constraint sit-
uation in the SOFC is tensile. Other details relating to the e�ects
of Thermal Cycling stresses and on their distribution in di�erent
SOFCs con�gurations can be found in [9], [10] and [11].

� Nickel Oxidation
Redox-instability of Ni/YSZ electrodes can lead to severe malfunc-
tioning of a stack due to a fast electrochemical degradation and
a local increase of oxygen partial pressure, with an high perfor-
mance degradation and, usually, a mechanical failure. An unde-
sired redox-process causes a change in the cermet's microstructure,
with consequent cracks in the electrolyte. Sometimes a temporary
improved Ni/YSZ morphology can be seen due to a redistribution
of the microstructure; nevertheless, it is often followed by a fast
degradation [12]. Di�erent faults may induce re-oxidation, as air
leakage due to sealant failure and high fuel utilization. Further-
more, control actions could induce such degradation phenomenon
as well, like an emergency system shutdown or the application of
mitigation strategies to recovery the system in case of a fault (i.e.,
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strong air treatment of the fuel electrode for carbon deposition).
A detailed literature analysis and a mechanical overview can be
found in [13]. In [14], Kawasaki et al. investigated the degradation
and performance �uctuation of SOFC Ni anode under high fuel
utilization, particularly focusing on the Ni oxidation phenomenon,
whereas in [15] Shang et al., developed an oxidation-induced stress
model to investigate the mechanical behavior of anode-supported
SOFC under various oxidation mechanisms. More details about
this degradation phenomenon, along with its relation with other
faults can be found in [16], [17], and [18], where authors focused
on di�erent degradation mechanisms clearly related to Ni Oxida-
tion.

� Anode/Cathode delamination
Delamination occurs directly at the electrode-electrolyte interface,
with a detachment of the individual layers and a related reduc-
tion in the mechanical stability and performance loss. The void
between the layers blocks the charge conductive path, thus making
useless the electrochemical reaction sides nearby the delaminated
areas, especially at the oxygen-electrode-electrolyte interface. Due
to high working temperatures of SOFCs [19], di�erences in TECs
of adjacent layers [20] and, generally speaking, thermomechanical
stresses (i.e., repeated thermal cycling) could cause delamination
[21]. More details about the e�ects of delamination on the electro-
chemical performance, on their thermic e�ects and on the detection
of delamination defects via pulsed thermography can be found in
[22], [23], [24] and [25]

� Nickel coarsening
The Ni-YSZ-based anode side could su�er from microstructural
changes during operations. Particularly, the Ni is often a�ected by
degradation phenomena due to its electrochemical reactivity. Some
degradation phenomena related to Nickel are the coarsening [26],
due to solid di�usion processes and/or Ni surface and vapour trans-
port [16], Ni connectivity loss [27], along with the aforementioned
Ni-based morphology changes [28]. Several operating parameters
can induce Ni-based degradation mechanisms, mainly temperature,
humidity and fuel gas contaminants that can lead to changes in
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the initial microstructure of the anode. These e�ects result in a
rapid performance reduction as well as the Triple Phase Boundary
(TPB) length [29], with a sensible decrease in the number of active
electrochemical sites (and the electroactive area as well) when the
cell is operated for extended times. In [30] the authors carried out
long-term experimental tests to study the impact of Nickel (Ni)
coarsening on the performance of Solid Oxide Cell, in both fuel
cell and electrolysis mode con�rming the related signi�cant loss of
active TPB length. Zhu et al. [31] performed multi-physics nu-
merical simulations to monitor the e�ects of Ni-particle coarsening
on the SOFC anode conductivity and TPB length. Khan et al.
[32] used a simpli�ed modelling approach to predict SOFCs per-
formance degradation upon Ni grain growth and providing deep
insight into Ni agglomeration behavior over time along with its
impact on the electrochemical performance degradation of the an-
ode.

More details about Nickel coarsening e�ects in the degradation of
Ni�YSZ anodes and studies on the local morphological changes of
Nickel can be found in [33], [34], [35], [16] and [36].

� Interconnect oxidation
During SOFC operation, a chromium oxide could form on the fer-
rite stainless steel interconnects, reducing the electrical conductiv-
ity at the interface [37]. This is usually due to the oxygen reaction
with the chromium present in materials and usually implies an in-
crease in the ohmic losses [38]. Thus, for practical applications,
protective coatings are needed, particularly at the cathode side
to reduce the chromium evaporation. The scienti�c community
is thus moving toward the selection of proper materials to avoid
this strong oxidation of the interconnects without sensibly reducing
performance.

More details about the past researches on SOFC cathode/interconnect
contact materials can be found in [39].

� Carbon deposition
The direct use of hydrocarbon fuel instead of pure hydrogen eas-
ily leads to a more evident cell degradation. For Ni-based fuel
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electrodes, the most detrimental phenomenon is known as cok-
ing, which is the deposition of solid Carbon on the electroactive
sites that causes their deactivation [40]. Nevertheless, hydrocarbon
cracking seems to be the favoured reaction at high temperatures.
The deposited carbon induces di�erent kind of deactivations, like
the chemisorption of carbon as monolayer, the blockage of the gas
di�usion channels or the dissolution of the carbon into the metal,
with a related volume expansion. It is not very easy to predict
where the solid carbon can be formed, as shown by Sasaki et al.
[41]. The major factors determining coking are surely temperature
[42] and polarization [43]. Considering the high fuel versatility
of SOFCs, research activity is spending much e�ort in studying
the e�ect of Carbon deposition and the solutions to overcome this
issue. The most recent works in this �eld can be found in [44]
where Perovskite is studied as promising anode material that is
immune to coke formation and sulphur poisoning when using hy-
drocarbon fuels. In [45], da Silva et al. investigated novel materials
for SOFC to avoid carbon deposition. In [46] Yue et al. described
the latest engineering approaches on anode coking along with the
recent engineering approaches to enhance electrode durability un-
der carbon-related atmosphere.

� Anode poisoning
Hydrocarbon-based fuels usually presents several additives and im-
purities whose presence in SOFC cells can lead to poisoning ef-
fects particularly at the Ni-YSZ based anode side. Among them,
sulphur-containing species are the ones of major concern [40]. In-
deed, sulphur has a detrimental e�ect on Nickel, since it chemisorbs
on the surface, thus highly reducing the catalytic activity. More-
over, the Sulphur contaminating the anode side could easily react
with the hydrogen to form H2S that covers the electroactive area,
blocking in turn the TPBs and highly reducing the cell perfor-
mance. As a consequence, a fast performance decay is observed,
along with a further long-term degradation process [47], [48]. In
hydrocarbon-based fuels the poisoning e�ect at the anode side can
be observed even in Open Circuit Voltage (OCV) condition [49],
[50], [51]. This requires even a particular attention on the possible
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counteractions to mitigate the detrimental e�ect; it is usually a
common solution to put the system in OCV operation, to achieve
in a sort of standby condition. Long term e�ects of the anode poi-
soning are less studied. Indeed, scienti�c community agrees on the
possible enhancement of Ni agglomeration due to the sulphur disso-
lution in the Ni bulk structure [52] or a Ni-di�usion away from the
anode/electrolyte interface with a related percolation loss [53]. As
already presented for carbon deposition, the poisoning-tolerant an-
ode materials are under investigation by the scienti�c community
as one can see in [54], [55], [56], [57] and [58]. Methods to remove
impurities at the anode side are investigated in [59], where a ox-
idative regeneration method is proposed to remove the adsorbed
sulphur and sulfurin sul�de in a short time, releasing more active
anode reaction sites. In [60], Mehran et al. proved that the sul-
phur poisoning of Ni catalyst can be avoided by applying pulsed
current cycling conditions and higher humidity. They envisaged
the possibility to achieve a stable SOFC operation at lower H2S
concentration by combining the optimization of operating condi-
tions and modi�cation of the anode microstructure. More details
about sulphur poisoning and, generally speaking, anode poisoning
can be found in [61], [62], [63] and [64], where their e�ects on the
performance, their modelling approach and some hints of counter-
measures for recovery are considered .

� Cathode chromium poisoning
SOFC cathode is usually subjected to poisoning by chromium species
contained in the interconnect material [65]. Indeed, volatile Cr-
containing species, as CrO3 and CrO2(OH)2, are generated over
the chromia scale on the interconnect surface [66]. This gas species,
transported to the cathode active layer, could poison it through
an oxygen reduction reaction and then lead to a sensible per-
formance loss. In the literature, di�erent proposed mechanisms
on chromium poisoning of SOFC cathodes can be found. From
a thermodynamic stability point of view, Yokokawa et al. [67]
considered the Cr2O3 deposition or formation of CrMn2O4 at the
TPB as the direct cause of chromium poisoning at the Lanthanum
strontium manganite (LSM)/Yttria Stabilized Zirconia (YSZ) in-
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terface at the cathode side. Badwal et al. [68] stated that the
deposition of Cr is mainly due to the electrochemical reduction of
Cr-containing gaseous species. Indeed, Taniguchi showed in [69]
a correlation between the polarization losses and the accumula-
tion of chromium at the LSM/YSZ interface. Konysheva et al.
[70] suggested that the causes of chromium poisoning could be ei-
ther the deposition of chromium oxide blocking oxygen di�usion
and transportation to active TPBs or a reaction of Cr-containing
gaseous species with cathode materials forming poorly conductive
phases, such as SrCrO4. More details about cathode poisoning and
corrosion, coatings for interconnects and mechanism of chromium
poisoning in SOFCs can be found in [71], [72], [73], [74] and [75].

� Leakage
During normal operations the SOFC can present internal leakages
between anode and cathode or external leakages between the cell
itself and the surrounding. Leakages are driven by the pressure
and by the di�erent concentrations between both cathode and the
anode sides, which push the fuel or the air to cross the electrolyte
and reach the other side to react with fresh air or the fuel respec-
tively [76], [77]. Being it a physical break of the material mainly
at sealant level, the mitigation counteraction is usually ine�ective.
As Rautanen [78] reported, leakages can cause cell degradation
by means of several mechanisms, e.g. increased thermal gradients
[79], local shortage of fuel, oxidation of the anode and increased
chromium evaporation [80] due to higher water vapour content at
the cathode. According to Bram et al. [81], internal leakage can
lead to nickel re-oxidation especially with mixture characterized
by high dilution, thus leading to exothermic reaction and then
causing severe damages due to the formation of the so called hot
spots. Nevertheless, leakages might cause fuel starvation due to
the increasing in the fuel utilization [82]. Further investigations
on sealant designs and materials, with a focus on the evaluation
of their thermal and structural stability can be found in [83], [84]
and [85].

� Fuel starvation
Fuel starvation is a very limiting factor of SOFC when power fol-
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lowing manoeuvres are required. Indeed, during the operations,
either stationary or transients, the current could electrochemically
consume the fuel reactants more rapidly than the fuel provided,
thus limiting the performance and causing a sharp decline in volt-
age with a related possibility to damage the cell [86]. This condi-
tion may cause a local oxidizing environment leading to the forma-
tion of NiO [87].

The fuel starvation can be caused by di�erent malfunctioning (i.e.,
a leakage, an issue in the BoP or in a strong deactivation of TPB
at the anode side) and it is commonly considered as a fault it-
self, due to the detrimental e�ects that causes on the cell perfor-
mance. Usually, when fuel starvation occurs during a real SOFC
operation, an electrochemical oxidation of Ni in the anode can be
caused by the strong increase in the polarization losses of the cell
[88]. Moreover, the Nickel oxidation causes irreversible mechani-
cal degradation with a crack at the electrolyte-electrode interface.
It was demonstrated that the fuel starvation can be caused by
rapid load increase and its e�ects can cause signi�cant changes in
microstructure morphology, as stated by da Silva and Heck [89].
In turn, the starvation can be the e�ect of a strong anode re-
oxidation or a leakage in the fuel pipeline, thus causing a detri-
mental chain reaction as well. It is thus important to detect early
any phenomenon/process that causes degradation to immediately
counteract to recover from the performance losses. Thus, to avoid
or at least manage such malfunctioning, di�erent methods have
been investigated to prevent fuel depletion within the fuel cell.
Laurencin et al. [90] investigated the e�ects of anode reoxida-
tion due to a direct oxidation in air throughout a damage model.
Angeloni et al. [91] developed a SOFC model relying on partial
di�erential equations to simulate the behaviour of the local gas
starvation with both high fuel and high oxidant utilization. They
a�rmed that an increase in the electrode porosity might allow a
reduction of local gas starvation. From a diagnostic point of view,
the fuel starvation could be a generic fault caused or causing other
degradation/detrimental phenomena directly correlated to it. On
the other hand it can occur during transient with a complete nat-



Chapter 1 - Introduction 11

ural recovery when the FC reaches a new stable condition. All
these consideration lead the interest of the scienti�c community
toward the study of its e�ects on the FC performance [92] and the
research for new materials to improve SOFC durability at higher
fuel utilization [93].

1.3 The Diagnosis

To support the successful deployment of fuel cells, meaningful infor-
mation on the actual State-of-Health (SoH) of the stack and the balance-
of-plant (BoP) components are fundamentals. A comprehensive view
supports an advanced management aiming at achieving improved perfor-
mance, maintenance scheduling, higher reliability and increased system
lifetime. Fuel cell operations are in�uenced by several physical phenom-
ena occurring inside the cell. Abnormal operating conditions may intro-
duce system faults and worse degradation mechanisms. These critical
behaviours force the research activities to develop new monitoring and
diagnosis techniques to ensure optimal system management and improve
fuel cell performance and durability [94].

Fault diagnosis consists in the determination of fault type, size, lo-
cation and time of detection (when possible). The diagnostic procedure
is based on the observed analytical and heuristic symptoms and the
heuristic knowledge of the process. Particularly, three main processes
are usually required, as shown in Figure 1.1, that are data acquisition
and treatment, fault detection and isolation (FDI).

Figure 1.1 schematically shows the diagnostic procedure: the mea-
sure collected by di�erent technologies is preliminary treated to remove
spurious points and outliers, and useful metrics are then extracted as
representative parameters for SoH assessment. Then a fault detection
process is performed, usually through a comparison of the expected (i.e.,
nominal un-faulty) conditions and the measured ones, to reveal a pos-
sible malfunctioning occurring in the system. The further step is the
isolation of such malfunctioning to locate the problem and correlate the
experimental evidence to one or more phenomena occurring. Thus, a
decision making process starts to adopt countermeasure to recovery or
simply mitigate the detrimental condition.
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searches are also focusing on Prognostic and Health Management (PHM)
activities [98] and on the evaluation of the system remaining useful life
(RUL) studying the system ageing, planning recovery action and then,
reducing the risk of failures. Particularly, PHM is oriented to predict
the voltage degradation depending on the history of the system mission
pro�le. The system response evolution caused by ageing is a sensible
point to consider in diagnosis algorithms development. Models required
for condition assessment are largely available in the form of qualitative
rules based on metrics derived from experimental evidence [99]. Metrics
are characteristic quantities obtained by signal processing and strictly
linked to the operational functioning points of the system [100], then
representative of the SOFC SoH. They can be de�ned as a measure, an
indirect variable or a modelling parameter that may report on the per-
formance of various processes and provide information on the SoH of the
monitored system. Thus, the metrics are used for a double purposes:
to monitor the Fuel Cell State of Health aiming at promptly activat-
ing an alarm in case of unexpected condition and to guide the Fault
Detection and Isolation Process toward the isolation of the malfunction-
ing occurring. Metrics can be qualitative or quantitative; particularly,
these latter are fundamental to evaluate the state of the degradation pro-
cesses causing loss of cell performance. Fuel cells monitoring is usually
achieved by observing their electrical behaviour under di�erent operat-
ing conditions. The most used methods to characterize the fuel cell per-
formance are based on electrochemical techniques, namely polarization
curves, Electrochemical Impedance Spectroscopy (EIS), current sweeps,
current interruption, etc.. As aforementioned, the durability of fuel cells
is signi�cantly a�ected by several degradation mechanisms, which reduce
cell performance during time and can lead to failures in the stack. Meth-
ods to directly observe degradation phenomena aiming at the evaluation
of loss of performance and to measure their behaviour over time are di�-
cult to implement. Usually, indirect SoH indicators, related to the decay
of the voltage over time and coupled with temperature trend monitor-
ing with respect to the current density and functioning time are adopted
[101]. Indeed, the e�ect of operating parameters, as temperature, voltage
and current density has been studied in literature, in order to provide a
reference for the development of speci�c methods for advanced control
and automatic on-line diagnosis. These latter can e�ciently detect and
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isolate malfunctioning at both stack and system levels [102]. Moreover,
a fast diagnostic algorithm able to detect the occurring malfunctioning
at its early stage might reveal to be fundamental to promptly act and
recover the healthy state if the fault is recoverable (i.e., Sulphur poi-
soning, whose negative e�ects could be cancelled if an ad-hoc strategy
is applied in an early phase of the fault, thus restoring the un-faulty
condition of the cell). Therefore, a suitable diagnostic algorithm should
be fast, accurate and capable of discerning several faults by means of a
reduced number of sensors that need to be installed on board, in a trade
o� view between accuracy, computational burden and costs [103]. This
work focuses on model-based diagnosis in order to have an acceptable
accuracy coupled with a reduced needs of experiments.

Fault diagnosis consists in four main tasks, as shown in �gure 1.1
monitoring of the main variables describing the system state, detection
of an abnormal behaviour of the system, isolation of the fault and the
a�ected auxiliary elements and identi�cation of its magnitude and evo-
lution in time [99]. According to a model-based approach, by comparing
the measured variables with their value in unfaulty condition (through
a reliable simulation of the system), if a sensible deviation (residual)
exceeds suitable thresholds, a symptom arises (its value changes from
the unfaulty state "0" to the faulty one "1") [102]. By collecting the
symptoms for each main variable selected (i.e. metric chosen), a binary
array of 0 and 1 values, known as State vector, can be built. In order
to correlate the State Vector with the fault itself, a Fault Signature Ma-
trix needs to be developed, according to the heuristic knowledge of the
phenomena considered. This latter matrix is derived from a Fault Tree
Analysis, which depicts the causal relationship among faults and symp-
toms [104]. This approach, based on the comparison of measured data
with simulated ones, aims at preventing a potential critical breakdown.
Moreover, this will help in setting a new operating point, according to
the current system state of health, as done by Costamagna et al. [105],
to improve its Remaining Useful Life (RUL). Thus, for each fault con-
sidered, a proper choice of its representative features with respect to
the measurable variables, is the key point for a reliable diagnostic tool.
This choice can be made upon the experimental analysis on the selected
fault so as to identify the most susceptible parameters that changes with
respect to the detrimental e�ect magnitude.
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1.3.1 Conventional approach - modelling

The main indicator of fuel cell performance is the voltage, which
provides a lumped information on the cell state of health. Thus the
mostly used diagnostic approach focus on a proper voltage estimation,
through physical modelling of the most relevant electrochemical e�ect
from microscale to macroscale. The needed model accuracy depends on
the requirement speci�cations of the model-based tool purpose and im-
plies a related computational burden in both terms of calculations and
time. For diagnostic purposes, the voltage estimation is often not enough
and the model has to be improved to provide more outcomes (i.e., tem-
perature, �ows,. pressures, etc.). Indeed, the e�ect on cell performance
over long-term degradation is common to most of the degradation phe-
nomena occurring within the cell, caused by abrupt malfunctioning or
detrimental e�ect, which imply a loss in the available voltage at con-
stant current load. Indeed, it is not possible to clearly single out a
speci�c degradation mechanism among those that could occur by just
monitoring the changes in the cell potential. For SOFCs, degradation
can be related to the cell/stack internal mechanisms, to external phe-
nomena or malfunctions of some balance of plant (BoP) components or
a combination of both. Among those investigated in the literature and
those experienced by SOFC manufacturers, it emerged that the most
relevant degradation phenomena are nickel oxidation or coarsening, car-
bon deposition and anode poisoning, fuel starvation, anode and cathode
delamination, chromium poisoning, interconnect oxidation and thermo-
mechanical stresses [106], as discussed in detail in section 1.2. All these
issues can cause in the cell/stack a performance reduction, which could
last as long as the malfunction persists (if such phenomenon is reversible)
or lead to an irreversible e�ect increasing with time. On the other hand,
some burdensome and stressful operations (i.e., high current, high fuel
utilization or high temperature) can lead to microstructural changes and
a fast aging of the cell/stack with a related time-increasing reduction
in voltage. O�er and Brandon [107] studied experimentally the e�ect of
temperature and current density on carbon deposition degradation mech-
anism, showing that, under not extreme current density values, carbon
deposition does not a�ect seriously the electrochemical performance of



16 Chapter 1 - Introduction

the anode electrode. Nakajo et al. [108] investigated the distribution and
the evolution of the degradation under practical operating conditions by
means of polarization curves characterizations performed at �xed operat-
ing times, observing an underestimation of the severity of the degradation
due to temperature e�ects. De Haart et al. [109] studied the degradation
behaviour over 3000 h of continuous operation of several stacks subject
to di�erent current densities and to chromium poisoning. In particular,
they a�rmed that degradation evolution is highly a�ected by the fuel
utilization. Zaccaria et al. [110] developed a simpli�ed real-time model
of degradation due to current density, temperature, and total resistance
of the cell. They analysed the local degradation e�ects on the di�erent
parts of the cell, which degrade at di�erent time rates and with di�erent
dynamics. However, after 12000 h, they found that the degradation rates
start to be fairly uniform along the cell. Yan et al. [111] investigated
SOFC degradation for more than 750 h under a �xed current density in
order to evaluate the behaviour of the cells and detrimental mechanisms
of sealing, contact resistance and oxidation of metal interconnect, which
might lead the cell to performance losses.

Numerical simulation is fundamental to support the development of
SOFC prototypes in a wide range of operating points and nominal con-
ditions, instead of performing time-consuming and costly experimental
campaigns [112]. Thus, the research �eld on models for simulations of
SOFC systems is extremely dynamic. Al Moussawi et al. [113] devel-
oped an electrochemical model to simulate a trigeneration system for
residential applications; Xenos [114] et al. presented a �exible math-
ematical model for planar SOFCs to simulate the dynamic conditions,
particularly in critical operating points as start-up, load change or inlet
temperature drastic changes of the streams; likewise Bae et al. [115]
studied the transient behavior of thermodynamic variables in a physical
3-D model of a SOFC upon electrical load change, in order to provide
useful guidelines to develop new design concepts that can soften degra-
dation processes arising from dynamic operating conditions. Moreover,
they stressed the need of a real-time model-based control system to im-
prove the reliability of cell microstructure and stack con�guration. Re-
cent research activities mainly focused on three-dimensional modelling
of SOFCs to investigate the temperatures �ow distribution and to study
electrochemical properties. Hussain et al. [116] developed a 3-D model
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in COMSOL Multiphysics for a planar intermediate temperature (IT)
SOFC and carried out a parametric study to analyze the SOFC perfor-
mance; particularly, they studied the change in the SOFC performance
with the variation of di�erent parameters, electrolyte materials and con-
�gurations. Ilbas et al. [117] investigated the parameters a�ecting the
performance of a cathode and an electrolyte supported SOFC through
a Finite Element method applied to a SOFC 3D model. Indeed, they
observed a minor in�uence of the thickness of a cathode-support layer
with respect to that of of the electrolyte-support layer. Prokop et al.
[118] proposed a three-dimensional, multiphase, micro-scale SOFC model
of anodic transport phenomena, coupling it with a numerical code for
constructing three-dimensional, triple phase numerical grids employing
active recognition of geometric features to enhance the FIB-SEM tomog-
raphy results analysis. On the other hand, 1-D and 0-D models allow
increase model speediness and lump relevant parameters, signi�cant for
the modelling purposes. Kupecki et al. [119] investigated the internal
reforming of the methane in 60-cell SOFC stack through a 1-D numer-
ical model; they studied the e�ects of varying the composition of the
gas at the anode inlet with a particular focus on the nickel reactions.
Barelli et al. [120] developed a dynamic model of a hybrid SOFC cou-
pled with a gas turbine system (SOFC/GT); Ferrari et al. [121] analyzed
pressurized hybrid SOFC/GT systems; Sorrentino and Pianese [122] de-
veloped a control-oriented model for simulating a hybrid APU equipped
with a SOFC; Cao and Li in [123] proved the importance of relying
on accurate SOFC models to develop robust PID controller aimed at
enhancing thermal management. Santarelli et al. [124] investigated a
natural gas fueled APU by a zero-dimensional SOFC model for �ight
applications. Arpino et al. [125] presented a zero-dimensional model for
the simulation of a SOFC-based micro-CHP power system for residential
applications, fed by natural gas. Baldinelli et al. [126] demonstrated the
importance of relying on accurate models to perform long-term experi-
mental investigation of unreformed biogas-fed SOFC systems. Bao et al.
[127] investigated the state of the art of macroscopic SOFC models and
model-based control of SOFC/GT hybrid systems, whereas in Marra et
al. [128] several approaches for SOFC systems modeling are presented
and discussed, in view of their subsequent, needed deployment and im-
plementation within design, control and diagnostic procedures and tools.
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If on the one hand many studies focus on control-oriented modeling ap-
proaches, on the other hand a few contributions are available concerning
with diagnostic tools suitable for SOFC systems. To improve the re-
maining useful life, Arsie et al. and Polverino et al. proposed suitable
coupling of an SOFC system model with Fault Tree Analysis method,
so as to develop a strategy to detect, identify and isolate an incipient
fault [104]- [102]. The approach is based on the comparison of measured
data with simulated ones, thus preventing an eventual breakdown and
setting the optimal operating point according to the current system state
of health, as done by Costamagna et al. [105] as well.

1.3.2 Advanced approach - EIS

Among fuel cell characterization methods aiming at monitoring per-
formance behaviour, Electrochemical Impedance Spectroscopy (EIS) is
proved one of the most powerful techniques able to investigate the main
phenomena occurring in electrochemical cells (PEMFC, SOFC, Li-ion
batteries, etc.) for on-line prognostic purposes and SoH monitoring
thanks to non-invasive features [129]. EIS provides a wealth of informa-
tion about the analysed system. It is a non-destructive tool extremely
useful to give an insight on the SoH of the cell and to evaluate how
a degradation process could a�ect the overall performance losses [130].
Moreover, it allows detecting the occurrence of incipient faults several
minutes before they evidently arise [131]. Indeed, this method allows
analysing electrochemical reactions, charge and mass transfer as well as
thermal phenomena for a single cell or a complete stack [132]. The EIS
working principle is based on the injection of a sinusoidal current stimulus
and then recording its voltage response at several frequencies. The ratio
between voltage response and injected current represents the impedance
spectrum, which gives for each frequency an information on the main
phenomena occurring within the stack. An overview can be found in
[133], where Huang et al. investigated 150 journal papers dealing with
AC impedance modelling for SOFC diagnosis. Nechache et al. [134]
showed how EIS can be applied to Solid Oxide Electrolyser Cell (SOEC)
systems to characterize performance mechanisms, study the degradation
mechanisms for di�erent cell con�gurations and monitoring overall SOEC
performance for diagnostic applications. Nechache et al. [135] combined
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Electrical elements used for the impedance modelling are clearly de-
scribed by Khan and Rizvi [138], who proposed ECMs for diverse kinds
of SOFC cathode materials. Hissel and Perà [139] summed up recent
developments and experimentations in e�cient diagnostic and SoH esti-
mation methodologies. Although the literature concerning EIS is vast,
only few works seek to investigate monitoring and diagnosis approaches
for SOFC technologies involving EIS. For this reason, great attention
should be given to diagnostic methodologies derived from impedance
measurements, which allows testing the system in real-time in a non-
invasive way, to develop an on-line diagnostic tool for SOFC. In the work
of Barelli at al. [140], the authors performed a literature survey on fail-
ure causes and relative diagnostic systems for SOFC technologies. The
main degradation phenomena occurring during SOFCs normal operation
have been analysed. Similarly, Lee et al. [141] investigated mechanisms
and symptoms of several simulated failure modes, especially fuel star-
vation, air-depletion and wet and dry cycling modes. Monitoring the
behaviour of a technology requires a complete knowledge about in-situ
phenomena occurring in the cell, and how they are related to electric
parameters, which might be derived from the EIS measurements. Some-
times, when experimental campaigns lack of information, physical model
represents the correct approach to simulate the real fuel cell behaviour.
For these reasons, Hofmann and Panopoulos [142] developed a math-
ematical model for planar SOFC to simulate steady state performance
characteristics and in particular to simulate electrochemical impendence.
The model was applied in a detailed parametric analysis of the losses in
order to deconvolute the impedance spectrum, by relating each main
transport process to an impedance arc. Parametric analysis of EIS was
performed by varying characteristic parameters as porosity, tortuosity,
anode thickness, anodic exchange current density and so on. Similarly,
Zhu et al. [143] investigated through modelling approach the in�uences
of detailed surface chemistry within SOFC composite anode structures
on EIS. By developing a 6-elements ECM based on physical parameter
models, they computed qualitative trends of frequency shifts measured
on the complex impedance of SOFCs operating on hydrogen, carbon
monoxide and syngas mixtures. On the same line, Fadaei and Moham-
madi [144] exploited physical models to perform a parametric study on
the e�ects of overvoltage, inlet fuel concentration, temperature, anode
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thickness, in�ow velocity and porosity on the impedance spectrum. Lang
et al. [145] tested SOFC short stacks with sintered anode-supported cells
and identi�ed the nature of losses by �tting the impedance spectra to
an ECM based on �ve elements. Finally, Montinaro et al. [146] tested
an SOFC with Lanthanum Strontium Cobalt Ferrite (LSCF) cathode
at di�erent operating conditions (e.g., changing gas partial pressure or
cell temperature, inducing H2S poisoning, etc.) through EIS, in order to
identify the main mechanisms contributing to the polarization resistance,
especially at the anode side. In particular, they presented the evolution
of VI curves and Nyquist plots under di�erent conditions of S/C ratio,
H2S poisoning, voltage and raw materials.

EIS technique is a key tool to monitor the behavior of the polarization
losses during time, to identify the causes of system degradation in a short
time with no relevant e�ect on the �xed operation. This application,
fast and non-invasive, might represent the basis to implement a fault
detection and identi�cation process on-board. Indeed, many work dealt
with the application of such technique to infer on the SOFC degradation.

Comminges et al. in [147] monitored the impedance spectra of 5-cell
SOFC stack in order to analyse the evolution of ohmic and polariza-
tion resistances during 10000 h; they found that stack degradation was
mainly attributed to the increased ohmic resistance by means of possible
interconnect corrosion, reduced e�ective contact areas between cells and
interconnects and partial re-oxidation of the anode.

Shy et al. [148] investigated how �ow distributors could improve
signi�cantly the degree of �ow uniformity of a planar SOFC and then
its performance by reducing ohmic and polarization resistances. Elec-
trochemical impedance measurements through a 5-elements equivalent
circuit model was used to describe the evolution of ohmic and polar-
ization resistances both in a cell with guide vanes and in a classic one.
In this latter case, an anode-reoxidation phenomenon was detected. A
�nite element model was applied by Gazzari and Kesler[149] to investi-
gate the degradation mechanisms of a SOFC, in particular the electrode
delamination, which causes signi�cant changes in the impedance spec-
trum. In this study an impedance model was developed to simulate
degradation mechanisms of anode and cathode delamination, Sulphur
poisoning, chromium deposition and their e�ects on the spectra in terms
of arcs dimensions and peak frequencies. Papurello et al. [150] investi-
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gated the performance of anode supported SOFCs under di�erent trace
compounds. In particular, they deconvolute the impedance spectra of
the SOFC through EIS in order to identify the main losses under H2S,
HCl and other compounds poisoning. They found that H2S poisoning
minimally a�ects the ohmic contribution, while the polarization losses
increase due to the TPB decrease. Similarly in [62] they showed how H2S
poisoning doesn't a�ect the ohmic resistance, but it leads to an increase
of the high frequency circle of the EIS spectra due to a deactivation of
Ni by the sulphur. As result, the low frequency arc is also a�ected, due
to a slower gas conversion phenomenon [62].

Tanasini et al. [151] studied the e�ect of particle coarsening in SOFC
electrodes. They performed EIS at �xed operation times for 4 identical
cell tests. In this way they found that �the activation period� of nickel
coarsening led to a reduction of the low frequency arc, while ohmic re-
sistance remained constant. At the same time, the high frequencies in-
tercept shifted towards smaller values and the polarization resistance
increased even if water saturation could have falsi�ed the analysis. Kub-
ota et al.[152] investigated the e�ects of redox treatments on performance
of Ni-based anode SOFC due to �oating temperatures. They found that
the changes in anode micro-structure led to an increase of polarization
resistance due to TPB length reduction, particularly the ohmic resis-
tance increased slightly together with cycles with an increase of the high
frequency impedance arc.

Due to the high complexity of the systems, the individual impedance-
related process cannot be easily separated by the semi-empirical equiv-
alent circuit models evaluated by the Complex Nonlinear Least Square
(CNLS) �tting, due to overlapping, and because di�erent arrangements
of the circuit elements can yield the same impedance curves [153]. For
these reasons, the Distribution of Relaxation Time (DRT) approach has
proved to be a complementary tool to identify and target the processes
with the highest polarization losses in order to improve cell performance.
In this approach, the system is modelled through a quasi-in�nite series
of resistive-capacitive elements without speci�c consideration about the
occurring phenomena, thus eliminating the need of a priori circuit model
choice [154]. Individual processes are separated by means of their typi-
cal time constants and allows separating di�erent polarization losses in
order to develop a physical model for the ECM analysis. In [155] Kromp
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showed that unlike the imaginary part of the complex impedance curve,
where the individual polarization processes overlap, four peaks can be
distinguished clearly in the DRT, otherwise unrecognisable (see Figure
1.3).

Figure 1.3: Imaginary part of an impedance spectrum along with the corre-
sponding Distribution of Relaxation Times (in red). It is clearly visible how
the DRT approach allows analysing single peaks related to relevant phenomena
otherwise unrecognisable. Adapted from [155].

Furthermore, by exploiting this approach it is possible to identify the
characteristic frequencies of the individual polarization processes and a
qualitative information about their contribution to the overall polariza-
tion resistance. In [156] Leonide et al. analyzed anode-supported SOFC
experimental data through a DRT approach. This latter allows identi-
fying �ve di�erent processes contributing to the total polarization loss
that an EIS might not do. By means of a CNLS �tting, an equivalent
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circuit model was developed, by modelling all polarization loss processes
identi�ed. By doing so, oxygen surface exchange kinetics, di�usivity of
oxygen in the bulk, gas-phase di�usion in the cathode, gas di�usion in
the anode substrate, charge transfer reaction and ionic transport at the
anode side were identi�ed and modelled [157]. Weiβ et al.[158] studied
the application of the Distribution of Relaxation Times approach in the
analysis of the impedance spectra of high-temperature fuel cells, in order
to separate polarization losses by means of their typical time constants
without any a-priori knowledge about the physics of the system. This
methodology, coupled with the EIS, allows individuating the most ap-
propriate ECM describing the real system. More detailed information
about the DRT can be found in [157], [159] and [160].

To resume, the EIS is a powerful technique, widely applied in studies
of electrochemical systems, such as batteries, material corrosions, etc.
[161], that allows to get insight on the electrochemical device with a per-
turbation that do not compromise the current operation of the system.
Thus, it is very interesting for on-board applications of fuel cell systems.
Moreover, it provides several information on the electrochemical phenom-
ena acting within the Fuel Cell, depending on their relaxation time. With
respect to the voltage monitoring, this technique provides information on
possible losses that can be ascribed to di�erent electrochemical processes,
thus revealing to be extremely useful in the fault isolation process. The
main issue is to correlate what emerges from impedance spectroscopy to
the physical phenomena occurring in the system, to extract signi�cant
parameters to be monitored. Their deviation over well-de�ned thresh-
olds cause the arising of an alarm that could lead to the identi�cation
of a fault. To do so, a diagnostic algorithm has to be coupled with EIS
monitoring approach.

1.4 Remaining Useful Life

Real-time lifetime estimation techniques, to directly observe degra-
dation phenomena aiming at the evaluation of performance losses and
to measure their behaviour over time are di�cult to implement. Usu-
ally, indirect State-of-Health (SoH) indicators are adopted, since they
link voltage decay to temperature trend monitoring with respect to the
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current density and operation time [101]. The e�ect on cell performance
over long-term degradation is common to most of the degradation phe-
nomena occurring within the cell, caused by abrupt malfunctioning or
detrimental e�ect, which imply a loss in the available voltage at constant
current load.

Lifetime prediction can represent a key methodology to foster SOFC
market deployment since it allows scheduling a proper maintenance ac-
tions, set the operating condition with respect to the technology appli-
cations and avoid unplanned shut-downs. Relatively little work has been
done in the �eld of remaining useful life (RUL) prediction of SOFCs. In-
deed, SOFC prognostic is a quite novel �eld the scienti�c research is fo-
cusing on, as a natural further step after monitoring and diagnosis [162],
to improve SOFC durability. Wu et al. [163] combined Elman neural
network state prediction model with multivariable dynamic response of
SOFC system to predict the residual SoH of the stack. Moreover, Xiao
et al. [164] studied the impact of shut-downs and standby on SOFC
lifetime. Wu et al. [165] proposed a prognostic-based dynamic optimiza-
tion strategy to increase SOFC lifetime without signi�cantly reducing
its e�ciency. They quanti�ed the lifetime of an SOFC under Ni-based
degradation processes and tried to sort out a reliable mitigation counter-
action to manage the occurring detrimental phenomenon. Wu et al. [166]
developed a prognostic model for SOFC RUL prediction by combining a
hidden semi-Mark model (HSMM) with an empirical model validated on
six groups of SOFC experimental data, achieving good results in terms
of prediction accuracy and forecasting speed. Dolenc et al. [167] pro-
posed an integrated Area Speci�c Resistance (ASR)-based approach for
SoH estimation, �nding a time-based mathematical relation of the ASR
increase, validated upon experimental data to estimate the RUL. They
used a linear Kalman Filter and Montecarlo simulation to predict the
future time evolution of the ASR to obtain the RUL, thus con�rming
the ASR as a reliable SoH indicator for the SOFC.

It is clear that a diagnostic algorithm might be fundamental to detect
reversible incipient faults. Therefore, a reliable tool should be fast, accu-
rate and capable of discerning several faults by means of a reduced num-
ber of sensors that need to be installed on board, with a good trade-o�
between accuracy, computational burden and costs [103]. For diagnostic
purposes, lumped modelling is a suitable option to simulate the nominal
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state of the system to have a real-time reference of the system character-
istic parameters. Electrochemical Impedance Spectroscopy (EIS) proved
to be a suitable technique providing a wealth of information on electro-
chemical phenomena taking place inside the stack. EIS can be applied to
extract useful metrics for stack modelling and fault diagnosis by means
of an Equivalent Circuit Modelling (ECM) approach.

1.5 Mitigation

Fault mitigation for SOFC is an interesting �eld, on which the scien-
ti�c community is currently advancing its �rst steps. Mitigation could
be seen as the follow up of diagnosis and has a key role towards the
improvement of SOFCs performance enhancement.

For Proton Exchange Membrane fuel cells (PEMFC), some work were
pioneers. Among other, Jia et al. [168] described some mitigation strate-
gies for hydrogen starvation and studied their e�ectiveness by measuring
variations of local current densities and temperatures under various load
change scenarios; Wu and Zhou [162] developed a fault tolerant control
strategy to make the system robust with respect to unexpected faults,
such as membrane drying and �ooding. Bilondi et al. [169] investigated
both transient and steady-state operations while providing contaminated
hydrogen fuel. They studied the mitigation techniques on the CO poison-
ing, injecting a small amount of air (or oxygen) into the contaminated
anode, by analysing the impact on fuel cell performance. Zhai et al.
[170] studied the e�ects of acetylene contamination and envisaged a way
to reduce the performance losses. Shabani et al. [171] proposed several
mitigation strategies to increase the fuel cell tolerance towards impuri-
ties and to reduce the detrimental e�ects of anode poisoning. In [172]
it is possible to �nd an interesting overview on mechanical failure of
PEM fuel cell membranes and practical strategies to reduce the related
degradation rate.

Scienti�c literature provides not so many works on the countermea-
sures to apply when a fault is detected in a SOFC. Among them, Jia et al.
[168] described a novel method for the mitigation of chromium poisoning
by capturing chromium vapours using Cr "getters". Uddin et al. [173]
showed that getter coating in direct contact with the cathode or sepa-
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rated from the cathode can mitigate the Cr poisoning. Wu and Gao [174]
developed an optimal fault-tolerant control strategy with a fault diagno-
sis module, a switching module, two backup optimizers and a controller
loop; whereas, Yu et al. [175] proposed a control strategy to mitigate
the voltage oscillations and deviations during electrical faults. Sreed-
har et al. [176] studied the mitigation methods for corrosion in SOFC,
particularly focusing on CO2 contamination, Humidity, Chromium, Sil-
icon, Sulphur, Chlorine compounds and carbonaceous gases. Kupecki
et. al [177] proposed a control system oriented towards the mitigation
of the e�ects caused by a sudden reduction in fuel �ow as well as dur-
ing oxidant leakage. They presented an interesting comparison of the
stack behaviour with and without the proposed counteractions. Wang
et al. [178] demonstrated the mitigation capability of CuMn1.8O4 spinel
coating on metallic interconnect upon Cr-poisoning, while in [179] the
authors investigated the in�uence of CO2 in dry CH4/CO2 anode feeds
with regard to degradation issues, and particularly its mitigation e�ect
on the carbon formation in Ni-based anode-supported SOFC.

It is clear that a proper mitigation strategy depends on the speci�c
fault event or degradation phenomenon occurring; indeed, any e�ective
solution has to be tailored to the speci�c malfunctioning by reducing
its impact on the fuel cell performance and, eventually can help in re-
covering the performance itself. As a consequence, a generic approach
does not exist. It results in a very challenging �eld to explore, since the
countermeasure for a fault solve that problem, but might induce further
di�erent unexpected e�ects. On the other hand, an early application of
a proper mitigation countermeasure could lead the system toward a full
recovery, or at least a stabilization, before the increase in the magnitude
of the fault occurring, not more reversible otherwise.

1.6 Motivation and Objectives

On the basis of the state of art presented in the previous sections, it
is clear the need of improving the diagnosis, the monitoring techniques,
the lifetime, and the mitigation, which is the most critical and even cru-
cial step toward the market deployment, while guaranteeing the expected
performance required by the market.



28 Chapter 1 - Introduction

This thesis addresses to all this points, with the aim of improving the
SOFC performance by implementing innovative solutions looking to-
ward the increase of reliability of such technology. The achievement
of these objectives is reached here combining in a proper way modelling
approaches and advanced real time measurements. Accuracy, low com-
putational burden and non intrusive measurements are thus required for
a robust and reliable on-line algorithm continuously running along with
the stack.

Among the achievable measurements for SOFC monitoring, thanks
to the recent work in EU-funded projects D-CODE, HEALTH CODE
and INSIGHT, it has been demonstrated the possibility of implementing
EIS measurements while the system is working. This allows extracting
information on the electrochemical processes occurring within the cell
during its normal functioning. Based on heuristic knowledge and ex-
perimental evidences the features extracted through an ECM approach
could allow distinguishing from nominal (i.e. unfaulty) condition and
abnormal one, thus detecting and isolating the fault.

A fast-lumped model capable of reproducing the real system be-
haviour with an acceptable error is extremely useful for the monitor-
ing phase of the ongoing operations, providing with reference values (i.e.
nominal and unfaulty conditions) for the main variables that can be com-
pared to real system ones to evaluate real-time residuals. Moreover, the
combination of conventional signals (i.e. voltage, temperature, pressures,
etc.) with EIS measurements could improve the number of symptoms
that can characterize the fault detection phase; nevertheless, the Fault
Signature Matrix can be improved adding extra features that cannot be
directly extracted from measurements.

The model could be valid support for the EIS based fault detection
and isolation and might be a starting point for both a fault mitigation
strategy and a lifetime estimation tool. It allows merging all informa-
tion derived from EIS and conventional signals into an aggregate model
exploitable for prognostics and advanced control.

Moreover, such model could be the framework of a lifetime estimation
algorithm and a valid support for the FDI algorithm as well, being it a
�exible structure in which the Equivalent Circuit Model derived from
EIS measurements and the degradation sub models can converge. The
concept is described in Figure 1.4, where the integration between EIS-
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The main goal of this thesis can be resumed in the following remarks:

� Development of a fast reliable and robust ECM-based algorithm to
automatically extract features from EIS measurements

� Development of lumped dynamic model to simulate the electro-
chemical reaction occurring within the SOFC for voltage, outlet
�ows and temperature estimation

� Build Fault Detection and Isolation algorithm to detect and isolate
the occurring malfunctioning

� Development of a remaining useful life model that predicts the
nominal behaviour of the SOFC over the time

� Provide useful guidelines for fault mitigation of such technology to
pave the way towards advanced prognostic applications that com-
bine the diagnosis and the countermeasure to extend the SOFCs
reliability



Chapter 2

The advanced approach

EIS-based diagnosis

One of the goal of this work is to develop a diagnostic algorithm based
on Electrochemical Impedance Spectroscopy for Detection and Isolation
of faults in both single cell and stack. The diagnostic algorithm follows an
Equivalent Circuit Modelling (ECM) approach through which signi�cant
parameters are identi�ed upon Electrochemical Impedance Spectroscopy
(EIS) measurements. Parameters extraction is performed by means of
an adaptation of a UNISA proprietary patented technique [180], which
allows high generalizability and fast �tting performance. EIS is a pow-
erful diagnostic and non-destructive testing method for electrochemical
devices that provides some useful information about the electrochemical
phenomena occurring at either low and high frequency. Indeed, through
a perturbation in the load signal it allows acquiring the response of the
electrochemical system. Each resulting impedance obtained at the cor-
responding perturbation frequency brings useful information that can be
linked to the main electrochemical reactions. Therefore some features
can be extracted and used to appraise whether the cell is in either nor-
mal or faulty states.

For diagnostic purposes, the parameters of an equivalent circuit model
obtained after �tting the EIS data recorded are used to derive the fea-
tures. The challenge is to correlate the phenomena occurring in the cell
with relevant circuital elements. It is worth remarking that any EIS
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spectrum could be �t by several Equivalent Circuital models because of
its own strong non-linear behaviour. The shape of the spectrum shown
via Nyquist plot and Bode diagrams usually presents two o three arcs,
which are related to the main electrochemical phenomena. It is expected
that one arc shows a single peak in the Bode representation, though this
is not always experienced, making the model parameters identi�cation
troublesome. In such cases, the information that can be extracted from
the EIS data set could lead to an incomplete circuit modelling identi�-
cation. To approach that problem, Zhang et al. [160] and Boukamp et
al. [181] proposed the Distribution of relaxation times (DRT) approach,
which investigates the time constants corresponding to the dynamics of
the electrochemical processes taking place within the cell. In a SOFC,
as described in [153], usually 6 processes can be distinguished via DRT
analysis, showing in turn 6 peaks in the distribution function-frequency
diagram, which can be easily correlated to a 6-elements circuit. Then,
these characteristic frequencies are used as key metrics. According to
Leonide[157], each phenomenon has a characteristic frequency that helps
to distinguish it among others. Although, the DRT approach might help
in selecting a complete ECM capable of representing each process, the
computational burden required is not suitable for on-board 1 uses.

The aim of this thesis is the development of algorithms that can
be implemented on-board for the purpose of monitoring, diagnosis and
lifetime estimation. Therefore, a particular attention to the computa-
tional burden (both time and memory usage) is a strict constraint to
be accounted. The monitoring algorithm aims at extracting the ECM
parameters for diagnostic purposes. The main idea, as represented in
Figure 2.1 and Figure 2.2, is to exploit the EIS experimental measure-
ment to identify a suitable Equivalent Circuit model that �ts the spectra
by analysing the Nyquist plot and Bode diagrams as well. Particularly,
Figure 2.1 shows the parameter extraction from the EIS measurement.
Indeed, by injecting a sinusoidal stimulus (i.e., current), the system re-
sponse (i.e., voltage) will be sinusoidal as well. The ratio between such
response and the perturbation is a complex number, whose representa-
tion in the Nyquist plot is a kind of arcs-based shape. The algorithm

1Hereafter, on-board application means the use of any algorithm that is embedded
on control devices implemented on a SOFC system running in a real environment.
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❡❞❜②♠❡❛♥♦❢❛♥❊✉✐✈❛❧❡♥ ❈✐❝✉✐▼♦❞❡❧✱✇❤♦ ❡♣❛❛♠❡❡ ❛❡✉❡❞❛
✐♥❞✐❝❛♦ ♦❢❤❡❙❛❡♦❢❍❡❛❧❤♦❢❤❡② ❡♠✳

❚❤❡ ✐❣❤❝❤♦✐❝❡♦❢❤❡❝✐❝✉✐✐ ❤❡✜ ❛♥❞❤❡♠❛✐♥ ❡♣♦✇❛❞
❤❡ ✐❣❤♣❛❛♠❡❡ ❡①❛❝✐♦♥✱✇❤✐❝❤❛❡♥❛♠❡❞❛❢❡❛✉❡✭✐✳❡✳RΩ✱
RTOT✱ωn✱Rcp✱♦❛❝♦♠❜✐♥❛✐♦♥♦❢❤❡♠✮✳❚❤❡❢❡❛✉❡❝❛♥❜❡✐❞❡♥✐✜❡❞
✇❤❡♥ ❤❡❙❖❋❈✐ ✉♥♥✐♥❣✐♥♥♦♠✐♥❛❧❝♦♥❞✐✐♦♥❛❞✐✛❡❡♥❧♦❛❞✳ ❆
♠❛♣♦❢ ❤❡♣❛❛♠❡❡ ❝❛♥❜❡❜✉✐❧ ♦❤❛✈❡❛❡♦❢❡❢❡❡♥❝❡✈❛❧✉❡✱✇❤✐❝❤
❛❡❛✐❞♥♦♠✐♥❛❧♦✉♥❢❛✉❧②❤❡❡✐♥✳❆ ❦❡❝❤❡❞✐♥❋✐❣✉❡✷✳✷✱✇❤❡♥❛
❢❛✉❧♦❝❝✉✱❤❡❛❧❣♦✐❤♠ ❡❝❡✐✈❡ ❤❡❊■❙ ♣❡❝ ✉♠❞❛❛❛♥❞❡✉♥
❛❡♦❢✐❞❡♥✐✜❡❞❢❡❛✉❡ ❤❛❞❡✈✐❛❡❢♦♠❤❡❡①♣❡❝❡❞♥♦♠✐♥❛❧♦♥❡✳
❋♦ ❛♥②❢❡❛✉❡✐❣♥✐✜❝❛♥❧②❞❡✈✐❛✐♥❣❢♦♠❤❡❡①♣❡❝❡❞✈❛❧✉❡✱❛❡❧❛❡❞
②♠♣♦♠❝❤❛♥❣❡ ✐ ✈❛❧✉❡❢♦♠✧✵✧✭♥♦♠✐♥❛❧✮ ♦✧✶✧✭❢❛✉❧②✮✳ ❚❤❡
❝♦❧❧❡❝✐♦♥♦❢❛❧❧❤❡❡②♠♣♦♠❞❡✜♥❡ ❤❡②♠♣♦♠♣❛❡♥✱❞❡❝✐❜✐♥❣
❤❡❙❛❡♦❢❍❡❛❧❤✭❙♦❍✮♦❢❤❡❙❖❋❈✳
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✈❡❝♦✇✐❤❤❡❡♦❢✈❡❝♦ ❝♦❡❧❛✐♥❣❤❡❢❡❛✉❡ ♦❛❧❧❢❛✉❧②❝♦♥❞✐✲
✐♦♥✭✐✳❡✳❋❛✉❧❙✐❣♥❛✉❡▼❛✐①✮❛❧❧♦✇❞❡❡❝✐♥❣❤❡❝✉ ❡♥❛❜♥♦♠❛❧
❝♦♥❞✐✐♦♥✳■♥❞❡❡❞✱✇❤❡♥❤❡②♠♣♦♠♣❛❡♥♠❛❝❤❡❛♦✇♦❢❤❡♠❛✲
✐①✭❜✉✐❧✉♣♦♥❡①♣❡✐♠❡♥❛❧❡✈✐❞❡♥❝❡✮✱❤❡❢❛✉❧✐❝♦❡❝❧②❞❡❡❝❡❞
❛♥❞✐♦❧❛❡❞✳

❋✐❣✉❡✷✳✷✿❙❝❤❡♠❡♦❢ ❤❡❞✐❛❣♥♦ ✐❝❛♣♣♦❛❝❤✷✴✷✳ ❚❤❡❡①❛❝❡❞❢❡❛✉❡
❛❡♠♦♥✐♦❡❞❝♦♥✐♥✉♦✉❧②✳❋♦♠❛❞❤♦❝❡①♣❡✐♠❡♥✱❤❡❡①♣❡❝❡❞❜❡❤❛✈✐♦✉
♦❢✉❝❤♣❛❛♠❡❡ ✉♥❞❡❞❡✜♥❡❞❝♦♥❞✐✐♦♥✐❝♦❧❧❡❝❡❞✐♥❤❡❋❛✉❧❙✐❣♥❛✉❡
▼❛ ✐①✳ ❲❤❡♥❤✐ ❜❡❤❛✈✐♦✉ ✐❞❡❡❝❡❞✐♥❤❡ ② ❡♠✉♥❞❡✐♥✈❡✐❣❛✐♦♥✱
❤❡❡❧❛❡❞❢❛✉❧✐ ❤✉✐♦❧❛❡❞✳
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❢♦❢✉❡❧❝❡❧❧❊■❙✲❜❛❡❞❞✐❛❣♥♦✐✳■❞❡❛❧❡✉✐✈❛❧❡♥❝✐❝✉✐ ❛❡♦❢❡♥❝♦♥✲
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♣❛❛♠❡❡♠♦❞❡❧ ♦✐♠✉❧❛❡❤❡♠❛✐♥♣❤②✐❝❛❧❛♥❞❡❧❡❝♦❝❤❡♠✐❝❛❧♣❤❡✲
♥♦♠❡♥❛✱❡❧❛✐♥❣♦✱❢♦❡①❛♠♣❧❡✱❡❧❡❝♦❧②❡❡✐❛♥❝❡✱❡❧❡❝♦❝❤❡♠✐❝❛❧
❡❛❝✐♦♥❝♦♥❞✉❝❛♥❝❡✱♠❛ ❛♥❢❡✱❡❧❡❝♦♥ ❛♥❢❡✳ ▼♦❡♦✈❡✱❊❈▼
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❤❡❊■❙ ♣❡❝ ✉♠✳ ❚❤❡✐♥❢♦♠❛✐♦♥❞❡✐✈❡❞❢♦♠❊■❙♠❡❛✉❡♠❡♥✐
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❡♣❡❝✐✈❡❧②✱✇❤✐❧❡❤❡❢❡✉❡♥❝②❣✐✈❡ ❛♥✐♥❢♦♠❛✐♦♥❧✐♥❦❡❞♦❤❡ ❡✲
❧❛①❛✐♦♥✐♠❡♦❢❤❡♣❤❡♥♦♠❡♥❛♦❝❝✉ ✐♥❣✳❆▲❡♦♥✐❞❡❬✶✺✼❪ ❛❡✿❤❡
❡♠✧❡❧❛①❛✐♦♥✐♠❡✧❡❢❡ ♦❤❡ ❡✉♥♦❢❛ ② ❡♠✐♥♦❛ ❛❡♦❢
❡✉✐❧✐❜✐✉♠❛❢❡❛♥✐♠♣♦❡❞♣❡✉❜❛✐♦♥✱❛♥❞✐✐ ❤❡✐♠❡❝♦♥❛♥❛
✇❤✐❝❤ ❤❡♣❡❝✐✜❝♣❤②✐❝❛❧♣♦❝❡ ✐❞♦♠✐♥❛♥✳❙❖❋❈❛❡✉✉❛❧❧②❝❤❛✲
❛❝❡✐③❡❞❜②❤❡✐♠✉❧❛♥❡♦✉♦✈❡❧❛♣♣✐♥❣♦❢✈❛✐♦✉♣♦❝❡ ❤❛❝♦✉❧❞
❝❛✉❡❛❧♦ ✐♥♣❡❢♦♠❛♥❝❡✳■♥ ✉♥✱ ❤❡❝❛♣❛❜✐❧✐②♦❢❛♥❛❧②✐♥❣❤❡✐
❡❧❛①❛✐♦♥✐♠❡❝♦✉❧❞❤❡❧♣❤❡❙❛❡♦❢❍❡❛❧❤❛♥❛❧②✐✱❜❡✐♥❣♣♦✐❜❧❡
♦✐❞❡♥✐❢②❤❡❞②♥❛♠✐❝ ♦❢❡❛❝❤ ✐♥❣❧❡♣♦❝❡✳ ❆❝❝♦❞✐♥❣ ♦❑♦♠♣
❬✶✺✺❪✱✐♥❙❖❋❈✐✐♣♦ ✐❜❧❡♦✐❞❡♥✐❢②❤❡ ②♣✐❝❛❧❢❡✉❡♥❝②♦❢❡❛❝❤
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❝❛♥❜❡❢✉❤❡❞❡❛✐❧❡❞✐♥✹❞✐✛❡❡♥❞❡❝❛❞❡❛♥❞✇♦❡① ❡♠❡✐♥❡✈❛❧✱
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❼ ✶✲f<1Hz✿❢✉❡❧❡❧❡❝♦❞❡❞✐✛✉✐♦♥✉♥❞❡ ❡❢♦♠❡❞❣❛ ♦♣❡❛✲
✐♦♥❛♥❞✴♦♦①②❣❡♥❡❧❡❝♦❞❡❛❞♦♣✐♦♥✴❞❡♦♣✐♦♥❀

❼ ✷✲f≈1̆10Hz✿❣❛❝♦♥✈❡✐♦♥❀

❼ ✸✲f≈ 10̆100Hz✿♦✈❡❧❛♣♦❢♦①②❣❡♥❛♥❞ ❛♥♣♦ ❡❧❛❡❞
♣♦❝❡❡✐♥❤❡❢✉❡❧❡❧❡❝ ♦❞❡❀



36 Chapter 2 - EIS-based diagnosis

� P4 - f ≈ 100˘1000Hz: overlap of oxygen and transport related
processes in the fuel electrode;

� P5 - f ≈ 1˘10kHz: Charge transfer in the fuel electrode;

� P6 - f > 10kHz: no consensus in literature, probably something
related to the electronic and ionic transport.

While the Distribution of Relaxation Times (DRT) allows singling
out all these phenomena, from Bode diagrams only the most dominant
ones are visible, while the remaining are superimposed and not clearly
distinguishable. However, when the State of Health changes, some phe-
nomena start being more signi�cant, so the spectrum is expected to vary
in the shape and, sometimes, even in the number of visible arcs as well.
The rise of a new arc in the spectrum is related to a new clear distinguish-
able peak in the Bode representation, due to a clear shift in frequency
of the phenomenon.

With a well identi�ed ECM, the impedance of a fuel cell can be
described as the sum of the impedances of the single circuital elements.
Thus, each element could be considered as one or more (if wrapped) losses
in the cell and brings information about the Area Speci�c Resistance,
the characteristic time constant and its frequency of occurrence along
with its distribution.

2.1.1 The main elements

In ECM approach it is possible to distinguish some basic elements,
whose combination in a circuit can reproduce the behaviour of the elec-
trochemical devices. Many of them depend on the angular frequency ω,
de�ned as:

ω = 2πf (2.1)

where f [Hz] is the frequency.
The main elements of the Equivalent Circuit modelling approach are:

� Resistance - R[Ω] It is used to describe the ohmic resistance in
terms of electron and ion conduction. In the frequency domain,
the resistance has only a real part:
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❼■♥❞✉❝❛♥❝❡✲L [H]■✐✉❡❞♦❞❡❝✐❜❡❤❡❤✐❣❤❢❡✉❡♥❝②
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� Warburg - W [Ωs−1/2] It is a frequency dependent resistance
used to simulate the mass transfer in an electrochemical process.
The Warburg element can be written as follows:

ZW = σω−1/2 − j(σω−1/2) (2.5)

where σ is the mass transfer coe�cient due to the contribution of
the reactants in the reaction within the stack. It can be considered
as a resistance (RW = σω−1/2) in series with a capacitance (CW =
σω−1/2). Due to its formulation (eq. 2.7), the Warburg element is
a 45◦ line at the end of the low frequency arc.

� Constant Phase Element - CPE [Ω−1snQ ] Also known as Q-
element, it is a frequency dependent element useful to represent
the response of a real electrode (or generally speaking device). A
CPE element assumes a speci�c distribution of time constants as
a function of its nQ parameter. The impedance associated to the
CPE element is described as follows:

ZCPE =
1

Q · (jω)nQ
(2.6)

where Q and nQ are parameters that need to be identi�ed.

The CPE element is a very versatile and useful circuital element,
being it capable of reproducing di�erent shapes depending on nQ,
which can vary from -1 to +1 values. Table 2.1 shows the di�erent
meaning that the CPE can assume:

nQ CPE meaning Q

0 Resistance R−1

0.5 Warburg σ−1

1 Capacitance C

-1 Inductance L−1

Table 2.1: Physical meaning of the CPE element. Adapted from [130].
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❘ ❘❡✐❛♥❝❡ ❘ Ω

❈ ❈❛♣❛❝✐❛♥❝❡ ❈ F=Ω−1s

▲ ■♥❞✉❝❛♥❝❡ ▲ H=Ωs

❲ ❲❛ ❜✉❣ σ Ωs−1/2

Q Ω−1sn
❈ ❊

❈♦♥ ❛♥
❤❛❡❊❧❡♠❡♥ nQ ❬✴❪
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✐❦♥♦✇♥❛ ❱♦✐❣ ❡❧❡♠❡♥✱❛♥❞✐ ❝♦♠♣❧❡①✐♠♣❡❞❛♥❝❡❝❛♥❜❡✇✐❡♥
❛✿

ZRC=
RRC

1+jωRC
=
RRC
1+jωτ

✭✷✳✼✮
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❛✐♥❛❛♥❣❡♠❡♥✭❡✳❣✳✱❡✐❡✱♣❛❛❧❧❡❧✱❡❝✳✮❛❡①♣❧❛✐♥❡❞❧❛❡♦♥✳❚❤✐
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❑♦♥✐❣♦✉✐♥❡✱♦✐❞❡♥✐❢②✐♥❣❤❡♣❡❝ ✉♠✇✐❤❛❧❛❣❡♥✉♠❜❡♦❢❘◗
❡❧❡♠❡♥✳■♥❞❡❡❞✱❛ ❤✐ ❡♣❤❡♠❛✐♥❣♦❛❧✐ ♦❤❛✈❡❛♠♦❞❡❧♦ ❛
❢✉♥❝✐♦♥❤❛❛❧❧♦✇❛♣♣♦①✐♠❛✐♥❣❤❡✐♠♣❡❞❛♥❝❡Z✭❜♦❤❢♦❘❡❛❧❛♥❞
■♠❛❣✐♥❛②♣❛ ✮✇✐❤❡♣❡❝ ♦❤❡❢❡✉❡♥❝②❛✇❡❧❧✱❡✈❡♥✐❢✐ ❞♦❡♥✬
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❝♦♥❛✐♥❛♥②❦✐♥❞♦❢♣❤②✐❝❛❧✐♥❢♦♠❛✐♦♥❛❜♦✉ ❤❡❡❧❡❝ ♦❝❤❡♠✐ ②♦❢
❤❡② ❡♠✳❚❤❡❛♥❛❧②✐❝❛❧❢✉♥❝✐♦♥✐ ❤❡♥❛❜❛✐❢♦ ❤❡❊■❙✐❣♥✐✜❝❛♥
♣♦✐♥❡①❛❝✐♦♥✳❆ ❦❡❝❤❡❞✐♥✜❣✉❡✷✳✶✵✱❤❡✐♥❡❝❡♣♦❢❤❡◆②✉✐
✇✐❤ ❤❡ReZ ❛①✐ ❛ ❤✐❣❤❢❡✉❡♥❝✐❡ ✐❞✐❡❝❧②✐❞❡♥✐✜❡❞❛♥❞❤❡♥
❛♦❝✐❛❡❞♦❤❡RΩ✳ ❚❤❡♦❤❡ ✐♥❡❝❡♣❛❧♦✇❢❡✉❡♥❝✐❡✱ReZend✱
❝❛❧❧❡❞RTOT✱✐ ❤✉ ❡①♣❧♦✐❡❞♦❡✈❛❧✉❛❡❤❡✇❡❧❧✲❦♥♦✇♥♣♦❧❛✐③❛✐♦♥
❡✐❛♥❝❡Rpol✱✇❤♦❡❝❛❧❝✉❧❛✐♦♥✐ ❤♦✇♥✐♥❡✳✷✳✽✿

❋✐❣✉❡✷✳✶✵✿❉❡✜♥✐✐♦♥♦❢❤❡❡✈✐❞❡♥❊❈▼ ❡✐❛♥❝❡♦♥❛◆②✉✐ ♣❧♦

Rpol=RTOT−RΩ ✭✷✳✽✮

❇②❝♦♥✐❞❡✐♥❣❤❡❣❡♦♠❡ ✐❝❤❛♣❡♦❢ ❤❡ ♣❡❝ ✉♠✐♥ ❤❡◆②✉✐
❧♦✱✇❤✐❝❤❡♠✐♥❞ ♦❛❝♦♠❜✐♥❛✐♦♥♦❢❡❧❡♠❡♥❛②❣❡♦♠❡✐❝❛❧✜❣✉❡
✭❡✳❣✳✱❡♠✐❝✐❝❧❡✱❡❧❧✐♣❡✱❛♥❞❧✐♥❡✱❛❧❡❛✮✱✐✐♣♦ ✐❜❧❡♦❡①♣❧♦✐
❛♥❛❧②✐❝❛❧❢✉♥❝✐♦♥ ♦❞❡✐✈❡❦❡②✲❢❡❛✉❡♦❢❤❡❊■❙❣❛♣❤✐❝❛❧❡♣❡❡♥✲
❛✐♦♥✉❝❤❛❧♦❝❛❧♠❛①✐♠❛Maxn✱♠✐♥✐♠❛minn✱✢❡①❡flexn❛♥❞❡❛❧
❛①✐✐♥❡❝❡♣♣♦✐♥ ✳❚❤❡❡❞❛❛❛❡❡①♣❧♦✐❡❞♦❞❡✜♥❡❛♣❡❧✐♠✐♥❛②❡
♦❢♣❡❝ ✉♠❢❡❛✉❡✱✇❤✐❝❤✐♥✉♥❛❡✉❡❞❛✐♥✐✐❛❧❝♦♥❞✐✐♦♥❢♦ ❤❡
❊❈▼♣❛❛♠❡❡✐❞❡♥✐✜❝❛✐♦♥♣♦❝❡✳ ▼♦❡♦✈❡✱✐♥❤❡❇♦❞❡❞✐❛❣❛♠
✭Frequency/−ImZ✮❤❡❢❡✉❡♥❝②♦❢❤❡❡❧❡✈❛♥♣♦✐♥ ✐❡①❛❝❡❞❛♥❞
❝♦❡❧❛❡❞♦❤❡❦❡②✲❢❡❛✉❡❞❡✐✈❡❞❢♦♠❤❡◆②✉✐ ❡♣❡❡♥❛✐♦♥✳



❈❤❛♣❡✷✲❊■❙✲❜❛❡❞❞✐❛❣♥♦✐ ✹✺

❚❤❡❜❛✐❝❝✐❝✉✐✉❡❞♦❡♣❡❡♥❛②♣✐❝❛❧❙❖❋❈♣❡❝ ✉♠✐ ❤♦✇♥
✐♥❋✐❣✉❡✷✳✶✶✳❚❤❡❡❢♦❡✱❡❛❝❤❝✐❝✉✐❛❧❡❧❡♠❡♥♣♦✈✐❞❡❛②♣✐❝❛❧❣❡♦♠✲
❡②♦❢❤❡ ♣❡❝ ✉♠✳❚❤❡✐♥❞✉❝❛♥❝❡✐✉❡❞♦✐♠✉❧❛❡❤❡✐♥❞✉❝✐✈❡
❡✛❡❝♦❢ ❤❡✇✐❡❞❝❛❜❧❡❛♥❞✐♠♣❧✐❡ ❤❡ ♣❡❝ ✉♠ ♦❤❛✈❡❛♣♦✐✐✈❡
♣❛ ✐♥❤❡ImZ✱②♣✐❝❛❧❧②❛ ReZ <RΩ✳■❢♥❡❣❧✐❣✐❜❧❡✐♥❤❡ ♠❡❛✲
✉❡❞♣❡❝ ✉♠✱❤❡✐♥❞✉❝❛♥❝❡L✐ ❡ ♦✵✳RΩ✱❛❛❧❡❛❞②♠❡♥✐♦♥❡❞✱
❛♥❞ ❢♦ ❤❡ ❡✐❛♥❝❡♦❢ ❤❡❡❧❡❝ ♦❧②❡❛♥❞✐✐❞✐❡❝❧②❡✈❛❧✉❛❡❞
✐♥❤❡◆②✉✐ ♣❧♦✳ ❚❤❡ ❲❛❜✉❣❡❧❡♠❡♥W ✐♠✉❧❛❡ ❤❡❞✐✛✉✐♦♥
❡✐❛♥❝❡RD❀✐✐✇♦ ❤ ❡❝❛❧❧✐♥❣❤❛ ✐ ❡✛❡❝♦♥ ❤❡ ❤❛♣❡♦❢ ❤❡
♣❡❝ ✉♠✐♥♦❡❛②♦❡❝♦❣♥✐③❡✐♥❛❙❖❋❈✳■♥❞❡❡❞✱ ❲❛❜✉❣❡❧❡♠❡♥
✐♠✉❧❛❡ ❤❡✐❞❡❛❧❝❤❛❣❡✲❛♥❢❡ ❡✐❛♥❝❡❛♥❞❛❞♦✉❜❧❡❧❛②❡❝❛♣❛❝✲
✐❛♥❝❡✳ ❯✉❛❧❧②✱✐ ❝❛♥❜❡❡❡♥❛❛❧✐♥❡❛ ❡❧❛✐♦♥❤✐♣♦♥ ❤❡❧♦❣♦❢❛
❇♦❞❡♣❧♦ ✭log|Z|✈❡ ✉ log(ω)✮✇✐❤❛ ❧♦♣❡♦❢✈❛❧✉❡−1/2✳■❢✉❝❤
❜❡❤❛✈✐♦✉✐♥♦ ❡❝♦❣♥✐③❡❞✐♥❤❡❇♦❞❡ ❧♦✱❤❡RD❝❛♥❜❡❡ ♦③❡♦
❛♥❞❤❡❲❛❜✉❣❡❧❡♠❡♥♥❡❣❧❡❝❡❞✳❚❤❡❧❛ ❝✐❝✉✐❛❧❝♦♠♣♦♥❡♥✐❛❘✲
◗❡❧❡♠❡♥ ❝♦♠♣♦❡❞❜②❛❘❡✐❛♥❝❡❛♥❞❛❈❊✳■ ✐♠✉❧❛❡✱✇✐❤❛♥
❛❝❝❡♣❛❜❧❡❛♣♣♦①✐♠❛✐♦♥✱❛❧♠♦ ❛❧❧ ❤❡♣❡❞♦♠✐♥❛♥❡❧❡❝♦❝❤❡♠✐❝❛❧
♣♦❝❡❡✱❧✐❦❡❛♥♦❞✐❝❝❤❛❣❡ ❛♥❢❡✱❞♦✉❜❧❡❧❛②❡❝❛♣❛❝✐❛♥❝❡♦ ❝❛✲
❤♦❞✐❝♣♦❝❡❡♦❢❣❛❝♦♥✈❡✐♦♥✳❆❞❡❛✐❧❡❞✐♥❡❝✐♦♥✷✳✶✳✶✱❤❡❘◗
❡❧❡♠❡♥ ❣❡♦♠❡✐❝❛❧❧②❡♣❡❡♥ ❡♠✐❝✐❝❧❡✐♥❤❡◆②✉✐ ♣❧♦✱✇✐❤❛
✈❛✐❛❜❧❡❤❛♣❡❞❡♣❡♥❞✐♥❣♦♥ ❤❡♣❛❛♠❡❡ Q❛♥❞nQ✳ ❚❤✉✱✐❢♠♦❡
❤❛♥ ✇♦❛❝❛❡❢♦✉♥❞✱❤❡❊❈▼✐ ✐♠♠❡❞✐❛❡❧②❡①❡♥❞❡❞❛❞❞✐♥❣❛♥
❡①❛❘◗❡❧❡♠❡♥✱❛ ❤♦✇♥✐♥❋✐❣✉❡✷✳✶✷✳

❋✐❣✉❡✷✳✶✶✿❇❛✐❝❊✉✐✈❛❧❡♥❈✐❝✉✐▼♦❞❡❧

❆ ❢❛❛ ❤❡♠♦❞❡❧✐♠♣❧❡♠❡♥❛✐♦♥❛♥❞❤❡✐❞❡♥✐✜❝❛✐♦♥♦❢✐ ♣❛✲
❛♠❡❡ ❝♦♥❝❡♥✱❤❡♠❛✐♥✐ ✉❡❞❡❛❧✇✐❤❤❡♠❛❤❡♠❛✐❝❛❧❝♦♠♣❧❡①✲
✐②✇❤♦❡♥♦♥✲❧✐♥❡❛✐✐❡♠❛②❧❡❛❞ ♦✱❛♠♦♥❣♦❤❡ ✱♠✉❧✐♣❧❡♦❧✉✐♦♥
❛♥❞❤✐❣❤❝♦♠♣✉❛✐♦♥❛❧❜✉❞❡♥✳ ❚❤❡❡✐✉❡ ♠❛②❡❛✐❧②♦❝❝✉❢♦❛
❙❖❋❈✇❤❡❡❤❡♠❛❝❤✐♥❣♦❢❛❧❧❤❡♠❛✐♥❡❧❡❝ ♦❝❤❡♠✐❝❛❧♣♦❝❡❡ ❡✲
✉✐❡❛❡✐❡♦❢❛❧❡❛✜✈❡❝✐❝✉✐❛❧❡❧❡♠❡♥ ✭L−R−W−R/Q−R/Q✮✱
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❋✐❣✉❡✷✳✶✷✿❊①❡♥❞❡❞❊✉✐✈❛❧❡♥❈✐❝✉✐▼♦❞❡❧

❛ ❦❡❝❤❡❞✐♥❋✐❣✉❡✷✳✶✶✳■♥❞❡❡❞✱❤❡❛♠❡❝✐❝✉✐✇✐❤❛❞✐✛❡❡♥ ❡♦❢
♣❛❛♠❡❡ ♦❞✐✛❡❡♥❝✐❝✉✐❧❛②♦✉ ❝❛♥✐♠✉❧❛❡❤❡❛♠❡♣❡❝ ✉♠✳
❚♦❤❛✈❡❛ ♦♥❣❛❞❤❡❡♥❝❡✇✐❤ ❤❡ ♠❡❛✉❡♠❡♥ ❛♥❞ ❤❡❡❧❡❝ ♦✲
❝❤❡♠✐❝❛❧♣❤❡♥♦♠❡♥❛✱♦♠❡✐♥❢♦♠❛✐♦♥✱❧✐❦❡❤❡RΩ❛❡♦❜❡❞✐❡❝❧②
❡①❛❝❡❞❢♦♠❤❡❊■❙❞❛❛✳ ▼♦❡♦✈❡✱❣❡❛❛❡♥✐♦♥❤❛ ♦❜❡❣✐✈❡♥
♦❤❡♠♦❞❡❧❧✐♥❣♦❢❤❡❘◗❡❧❡♠❡♥ ❛♥❞❤❡❡❢♦❡❤❡②❛❡❤❡❡✐♥❞❡✜♥❡❞
✐♥❛♥♦❝♦♠♠♦♥✇❛②♦❛ ♦❞✐❡❝❧②❡ ❤❡❝❤❛❛❝❡✐✐❝❢❡✉❡♥❝②
✉♣♦♥❤❡❡①♣❡✐♠❡♥❛❧❞❛❛❡✳❙❛✐♥❣❢♦♠ ❤❡❝♦♠♠♦♥✉❡❞❢♦♠♦❢
❤❡R/Q✱✇❤✐❝❤❤❛ ❤❡❢♦❧❧♦✇✐♥❣❢♦♠✉❧❛✐♦♥✿

ZRQ=
RQ

R+Q
✭✷✳✾✮

Q=
1

(jω)nQ·YQ
✭✷✳✶✵✮

❆♥❡✇❢♦♠✉❧❛✐♦♥✇❛❜✉✐❧ ❛❞❛♣✐♥❣❤❡♦♥❡♦❢▲❡♦♥✐❞❡❬✶✺✼❪✱❛
❞❡❝✐❜❡❞❜❡❧♦✇✳ ❚❤✐❢♦♠✉❧❛✐♦♥❡①♣❧✐❝✐❧②❝♦❡❧❛❡ReZ ❛♥❞IMZ
♦❢❤❡◆②✉✐ ♣❧♦✇✐❤❤❡❢❡✉❡♥❝②❛❦❡♥❢♦♠❤❡❇♦❞❡♣❧♦ ✳■✐
✇♦ ❤❡❝❛❧❧✐♥❣❤❛✇❤✐❧❡ ❤❡R❝♦✉❧❞❜❡❡❛✐❧②❡✐♠❛❡❞❜②❛♥❛❧②✐♥❣
❤❡❣❡♦♠❡ ✐❝❛❧❤❛♣❡♦❢❤❡❡♠✐❝✐❝❧❡✐♥❤❡◆②✉✐ ❧♦✱❤❡nQ❛♥❞
❤❡YQ❤❛✈❡ ♦❜❡❡❛❝❤❡❞❜②♠❡❛♥♦❢❛♠❛❤❡♠❛✐❝❛❧✐❞❡♥✐✜❝❛✐♦♥✳
❇②✐♥ ♦❞✉❝✐♥❣1τ❛ ❤❡❝❤❛❛❝❡✐✐❝❢❡✉❡♥❝②♣❡❛❦♦❢❤❡❘◗❡❧❡♠❡♥✱
✇❤✐❝❤❝❛♥❜❡❞✐❡❝❧②♦❜❡✈❡❞❛ ❤❡♠❛①✐♠✉♠✐♥ ❤❡❇♦❞❡❞✐❛❣❛♠
✭❬✶✺✼❪✮✱❤❡❡✳✷✳✾❝❛♥❜❡❡✇✐❡♥❛✿

YQ=
τnQ

R
✭✷✳✶✶✮

✇❤❡❡τnQ =R·YQ ✐ ❤❡ ✐♠❡❝♦♥❛♥✳ ❚❤✉✱❤❡✐♠♣❡❞❛♥❝❡♦❢ ❤❡
❘◗❡❧❡♠❡♥ ❢♦♠❡✳✷✳✾✉♥✐♥♦✿
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ZRQ =
R

1 + R
Q

=
R

1 +R · YQ · jωnQ
(2.12)

Considering eq. 2.11 it is possible to single out the characteristic
frequency peak:

ZRQ =
R

1 + τnQ · jωnQ
=

R

1 + (j ωωc
)nQ

(2.13)

where ωc is the frequency peak of the associated arc on the Bode diagram.
The approach might apparently fail when two phenomena have closed

characteristic frequencies thus leading to a curve where two peaks appear
as merged in a single one. As a consequence, the model �tting can
be achieved with a single R-Q element, instead of two (i.e., one per
peak/arc).

It is worth reminding that the requirement of reduced computational
burden, both memory and speed, implies a trade-o� between number
of RQ elements (which entails the number of parameters) and accuracy.
Moreover, the main goal of the conceived diagnostic approach is to deter-
mine an unexpected fuel cell behaviour by means of both a quantitative
and qualitative comparison of the spectrum in nominal and current con-
ditions. Thus, even if the algorithm fails in the perfect matching of
the spectrum geometry, it is able to select a set of clearly identi�ed key
points. They guarantee the same model outputs (e.g., the ECM identi-
�ed parameters) at the same Fuel Cell operations. In this sense, when
an unexpected event occurs, the identi�ed circuital model will show a
sensible change in the parameters, revealing in turn the occurrence of a
possible malfunctioning.

2.2.2 The Montecarlo analysis on the Geometrical guess

The MGFG algorithm was developed within the EU-funded project
INSIGHT. Its application was carried out on the experimental dataset
provided by that project along with those made available by the other
EU-funded project Soslem whose measurements were used for the train-
ing phase. As a �rst step, to test the robustness of the geometrical
approach adopted to identify the ECM upon experimental data, a Mon-
tecarlo analysis was performed to check the variability of the results with
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❡♣❡❝ ♦❤❡❝❤❛♥❣❡♦❢ ❤❡✐♥✐✐❛❧✈❛❧✉❡❛✐❞❡♥✐✜❡❞❜②❤❡❣❡♦♠❡✲
✐❝❛❧❛♣♣♦❛❝❤✳ ❚❤❡❛♥❛❧②✐❝♦♥✐❡❞✐♥ ❛✐♥❣❢♦♠❛♥❡✉✐✈❛❧❡♥
❝✐❝✉✐♠♦❞❡❧✭✐✳❡✳✱ ❡❢❡❡♥❝❡❊❈▼✮✇❤♦❡ ❤❛♣❡✐ ❡❡♠❜❧✐♥❣♦ ❤❡
♦♥❡♣♦✈✐❞❡❞❜②❤❡❡①♣❡✐♠❡♥✱✐♥❛❢❡✉❡♥❝②❛♥❣❡❜❡✇❡❡♥10−5Hz
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❛❧❣♦✐❤♠✇✐❤❛❞♦✉❜❧❡♣✉♣♦❡✿♦✉♥❞❡ ❛♥❞✐❢❤❡❝❤♦✐❝❡♦❢❤❡❝✐✲
❝✉✐❛❧❡❧❡♠❡♥ ✇❛ ✐❣❤❛♥❞♦❝❤❡❝❦❤❡ ✉❛❧✐②♦❢❤❡♠✐♥✐♠✐③❛✐♦♥❛
✇❡❧❧✳❆♥❡①❡♠♣❧❛②❡✉❧✐♣♦✈✐❞❡❞✐♥❋✐❣✉❡✷✳✶✸✱✇❤❡❡❛✐♠✉❧❛❡❞
♣❡❝ ✉♠❤❛❜❡❡♥✐❞❡♥✐✜❡❞✈✐❛▼●❋●❛❧❣♦✐❤♠✳

❋✐❣✉❡✷✳✶✸✿ ▼●❋●❛❧❣♦ ✐❤♠ ✐❛❧♦♥❛✐♠✉❧❛❡❞ ♣❡❝ ✉♠✳ ❆✮ ❤♦✇
❤❡◆②✉✐ ♣❧♦✱❇✮❤❡❇♦❞❡❞✐❛❣❛♠✇❤❡❡❛✐♥❈✮❤❡✐❞❡♥✐✜❡❞❊❈▼✐
❦❡❝❤❡❞✳■♥❤❡♣❧♦ ✱❤❡❜❧❛❝❦♠❛❦❡ ❡♣❡❡♥ ❤❡ ✐♠✉❧❛❡❞♣❡❝ ✉♠✱
✐♥♣✉♦❢ ❤❡❛❧❣♦✐❤♠✱ ❤❡♣✐♥❦❝✐❝❧❡❛❡❤❡✐♥✐✐❛❧❣❡♦♠❡✐❝❛❧❣✉❡ ❛♥❞
❤❡❡❞♦♥❡❛❡❤❡✜♥❛❧✐❞❡♥✐✜❝❛✐♦♥❛❝❤✐❡✈❡❞✳
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to the reference ECM. It is up to the algorithm to re�ne the accuracy of
the identi�ed parameters. Moreover, being the shape (i.e., initial condi-
tion) already well-de�ned, the minimization problem is less burdensome
resulting in a more reliable solution. This is due to the fact that the ini-
tial conditions of the parameter set for the minimization of the MGFG
algorithm have been selected without a random guess as usually done
for conventional optimization procedures. The Equivalent Circuit Model
used to simulate the spectrum and identi�ed by the MGFG algorithm
is shown in Figure 2.13-C). Here the two arcs are simulated by two RQ
elements connected in series with a resistance Rω. The two characteris-
tic frequencies of the RQ elements are identi�ed through the two peaks
shown by the Bode Diagrams in the right side of 2.13-B), whereas the
Rω

4 is the �rst intercept of the real axis in the Nyquist plot of Figure
2.13-A), whereas the Rtot =

∑
Ri Since some points at ImZ > 0 are

found, a related inductance L is activated. The identi�ed ECM results
in 4 element and, in turn, in 9 features, which are: L0, R0, Rcp1 , ncp1 ,
ωcp1 , Rcp2 , ncp2 , ωcp2 and Rtot. Once identi�ed the 9 circuital features
of the simulated spectrum via MGFG algorithm, and taking them as
reference, the analysis has been performed by varying each parameter
per time with a hundred random selection within a range of 100% ±
30% with respect to its reference value. As said before, the variation was
applied to the parameters identi�ed by the geometrical approach to be
used as initial condition for the optimization problem. As a sample of
the analysis performed, the �gures 2.14, 2.15 and 2.16 show the e�ect
of the ±30% change of the aforementioned approach of Rcp1, ωcp1 and
ncp1 on the minimization error, respectively. This three �gures reported
below show the comparison ( in �gure ∗ A ) between the 9 parameters
values used to build the simulated EIS spectrum and the 9 parameters
values identi�ed by the MGFG algorithm. Moreover �gure ∗ B shows the
variability of the identi�cation for each parameter (the R0 is neglected
since it is directly evaluated on the spectrum) due to ±30% variation of
the chosen element (highlighted in red) in the initial condition (i.e., the
result of the geometrical approach and before the minimization). The
overall �tting error is then presented in �gure ∗ C.

4For the purpose of this work Rω and R0 have the same meaning and can be used
alternatively.
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✺✷ ❈❤❛♣❡✷✲❊■❙✲❜❛❡❞❞✐❛❣♥♦✐

■✐✐♥❡❡✐♥❣♦♥♦❡❤❛ ❜♦❤Rcp1❛♥❞ncp1✈❛✐❛✐♦♥❤❛✈❡❛
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❤❡✶✵✵❡ ♣❡❢♦♠❡❞✳
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❋♦ ❛❦❡♦❢❝♦♠♣❛✐♦♥✱❛❧❧❤❡✜ ✐♥❣❡♦✈❛✐❛✐♦♥❛❡❡♣♦❡❞
✐♥❋✐❣✉❡✷✳✶✼✇✐❤❤❡❡❧❛❡❞♣❛❛♠❡❡❝❤❛♥❣✐♥❣✳

❋✐❣✉❡✷✳✶✼✿▼♦♥❡❝❛❧♦❛♥❛❧②✐✲✐♠✉❧❛❡❞♣❡❝ ✉♠✳ ❈♦♠♣❛✐♦♥♦❢❤❡
✾✜✐♥❣❡♦ ❡❧❛❡❞♦❤❡❝❤❛♥❣❡♦❢❤❡✾❊❈▼♣❛❛♠❡❡ ❛❧♦♥❣✇✐❤❤❡
❝♦♠♣❛✐♦♥❜❡✇❡❡♥ ❤❡✐♠✉❧❛❡❞❞❛❛✉❡❞♦❣❡♥❡❛❡❤❡♣❡❝ ✉♠❛♥❞❤❡
✐❞❡♥✐✜❡❞♣❛❛♠❡❡✳

❋✐♥❛❧❧②✱✐ ✐✇♦ ❤ ❡♠❛❦✐♥❣ ❤❛ ❤❡♠♦ ❡✛❡❝✐✈❡❝❤❛♥❣❡✐❛✲
❝✐❜❡❞♦❤❡ωcp1✱✇❤✐❝❤✐ ❤❡❝❤❛❛❝❡✐✐❝❢❡✉❡♥❝②♣❡❛❦♦❢❤❡❤✐❣❤
❢❡✉❡♥❝②♣❡❝ ✉♠✳

✷✳✷✳✸ ❚❛✐♥✐♥❣

❚❤❡ ❛✐♥✐♥❣♣❤❛❡✇❛♣❡❢♦♠❡❞♦♥❡①♣❡✐♠❡♥❛❧❞❛❛❡♣♦✈✐❞❡❞
❜②❤❡❙♦❧❡♠ ♦❥❡❝✱✇❤✐❝❤❝♦♥✐❡❞✐♥♠♦❡❤❛♥✹✵♣❡❝ ❛❛❝✉✐❡❞
♦♥❛❙❖❋❈❡❣♠❡♥❡❞❝❡❧❧✳■♥❤✐ ❡✲✉♣❤❡❛❝✐✈❡❛❡❛✐ ❡❣♠❡♥❡❞
✐♥❡✈❡❛❧♠❛❧❧❡❧❡❝ ✐❝❛❧❧②✐♥✉❧❛❡❞♠❡❛✉❡♠❡♥♣♦✐♥ ✱♥❛♠❡❧②❡❣✲
♠❡♥ ✱✐♥❛❞❞✐✐♦♥♦❛♠❛✐♥❡❣♠❡♥✱♦❛❝✉✐❡♠❡❛✉❡♠❡♥ ♦❢❧♦❝❛❧
❝✉❡♥✲✈♦❧❛❣❡❝❤❛❛❝❡✐✐❝✱❣❛❝♦♠♣♦✐✐♦♥❛♥❞❡♠♣❡❛✉❡✇✐❤
❡♣❡❛❛❜✐❧✐②❛♥❞❡❞✉❝❡❞❡①♣❡✐♠❡♥❛❧❝♦ ✳❋♦ ❤❡❛❦❡♦❢❝♦♠♣❧❡❡✲
♥❡ ✱✐✐✇♦ ❤♥♦❤✐♥❣❤❛❛❢❛❛ ❤❡❤❛♣❡♦❢❤❡♣❡❝ ❛❝♦♥❝❡♥✱
❤❡♦❜❥❡❝✐✈❡✐ ♦❛❝❤✐❡✈❡❛❣♦♦❞ ✉❛❧✐②♦❢ ❤❡❊❈▼✜ ✐♥❣✱✇✐❤♦✉
❛❝❝♦✉♥✐♥❣❢♦ ❤❡❛❝✉❛❧♦♣❡❛✐♦♥♦ ❤❡❝♦♥✜❣✉❛✐♦♥♦❢❤❡❙❖❋❈
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under measurement.
An example of EIS spectra used for ECM parameters identi�cation

is reported in Figure 2.18, where six EIS spectra have been acquired and
provided by HTCeramix S.A. (HTC) in the framework of the EU project
SOSLeM at di�erent operating current levels, ranging from 2 A to 8 A.

Figure 2.18: Example of EIS spectra used for MGFG identi�cation algorithm
performance assessment and validation. These spectra have been acquired
within the EU project SOSLeM and provided by HTC for the speci�c purpose.

It can be immediately observed that the spectra present two visible
arcs at varying current levels with a reducing area when current rises.
Moreover, the real axis intercept at high frequencies (left side of the
spectra) seems not to change at di�erent operating conditions. From
this analysis it is expected a change in the identi�ed parameters which
should vary consistently with shape changes in the spectra.

The results of the �tting process of the EIS spectra are presented
in Figure 2.19 for all investigated currents. It can be observed that all
spectra are correctly simulated by the ECM identi�ed model (with the
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structure shown in Figure 2.8 ).

Figure 2.19: Results of ECM �tting on the EIS spectra provided by the EU
SOSLeM project - Nyquist plots.
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The same considerations can be done for the Bode representation of
the aforementioned dataset, as shown in Figure 2.20

Figure 2.20: Results of ECM �tting on the EIS spectra provided by the EU
SOSLeM project - Bode Diagrams.

Again, the algorithm was applied to several measurements performed
on segmented cells operated at HTc facilities for di�erent temperature,
fuel �ows and loads, as shown in Figure 2.21. The �gures con�rm the
consistency of the results obtained by applying the algorithm with re-
spect to di�erent EIS shapes measured. For sake of simplicity, some
spectra have been shown in �gure 2.21.
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Figure 2.21: Results of ECM �tting on the EIS spectra provided by the EU
SOSLeM project - exemplary measurements
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It is interesting to add a comment on the shape of the spectra of
�gure 2.21. All the measurements su�er from an inductive e�ect due to
the cabling, which implies the need of a L element in the ECM; however,
this e�ect does not sensibly change the shape for ImZ ≤ 0 (i.e., on
the upper side of the real-axis), which is clearly recognizable via one or
two RQ elements. Some outliers need to be clearly neglected to have
a smooth shape of the two arcs. Nevertheless, the algorithm provides
a good �tting with an increasing error/divergence at the edges of the
spectra, where the measurements are highly a�ected by a not physical
behaviour.

Finally, even in this case, the Montecarlo analysis, already intro-
duced in section 2.2.2, has been performed on a single spectrum taken
from SOSLEM database instead of a simulated one. Again, this analysis
allows checking the variability of the results with respect to the change of
the initial values of the 9 model parameters selected by the geometrical
approach. The results are reported in Figure 2.22, where the circuit is
sketched along with the Nyquist and Bode plots.

Here two visible arcs are seen with an inductive e�ect that causes a
sensible distortion in the high frequency arc of the spectrum. Indeed, the
inductance is not the theoretical one described as a straight line parallel
to the Imaginary axes; here some non linearities let the high frequency
arc to move with the inductance, like a weight hanging from the high
frequency region.

This is further highlighted by the Bode diagram f/ReZ , where at
high frequencies the shape is not the expected one (usually that diagram
should have an horizontal asymptote at both low and high frequencies).
Moreover is interesting to note how the two peaks are well de�ned in the
Bode diagram f/−ImZ . The Nyquist plot shows how the two arcs have
similar sizes, this allows having a �at shape at middle frequencies.
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❋✐❣✉❡✷✳✷✷✿ ▼●❋●❛❧❣♦ ✐❤♠ ❡ ♦♥❛♠❡❛✉❡❞ ♣❡❝ ✉♠♣♦✈✐❞❡❞❜②
❙❖❙▲❊▼♣♦❥❡❝♦♥❡❣♠❡♥❡❞❙❖❋❈❝❡❧❧✳❆✮❤♦✇ ❤❡◆②✉✐ ♣❧♦✱❇✮❤❡
❇♦❞❡❞✐❛❣❛♠✇❤❡❡❛✐♥❈✮❤❡✐❞❡♥✐✜❡❞❊❈▼✐ ❦❡❝❤❡❞✳❍❡❡✱❤❡❜❧❛❝❦
♠❛❦❡ ❛❡❤❡♠❡❛✉❡❞♣❡❝ ✉♠✱✐♥♣✉ ♦❢❤❡❛❧❣♦✐❤♠✱ ❤❡♣✐♥❦❝✐❝❧❡
❛❡❤❡✐♥✐✐❛❧❣❡♦♠❡✐❝❛❧❣✉❡ ❛♥❞ ❤❡ ❡❞♦♥❡❛❡❤❡✜♥❛❧✐❞❡♥✐✜❝❛✐♦♥
❛❝❤✐❡✈❡❞✳
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❚❤❡❊■❙ ♠❡❛✉❡♠❡♥✇❛ ♣❡❢♦♠❡❞♦♥❛ ❡❣♠❡♥❡❞❙❖❋❈❝❡❧❧
❛❢❡ ✼✵✵✵❤♦❢♦♣❡❛✐♦♥✱✇❤♦❡❛♥♦❞❡✇❛ ❢❡❞❜②❛ ♠✐①✉❡♦❢❞②
60%H2−40%N2✇❤✐❧❡ ❤❡❝❛❤♦❞❡✇❛ ❢❡❞✇✐❤❛✐ ❛ 750◦C✳ ❋✐❣✲
✉❡✷✳✷✸✱✷✳✷✹❛♥❞✷✳✷✺ ❤♦✇ ❤❡❡✛❡❝ ♦❢ ❤❡±30%❝❤❛♥❣✐♥❣♦❢❤❡
Rcp1✱ωcp1❛♥❞ncp1 ❡♣❡❝✐✈❡❧②✳ ❋♦ ❤❡ ❛❦❡♦❢❝♦♥❝✐❡♥❡✱♦♥❧②❤❡
❡✉❧ ♦❢❤❡▼♦♥❡❝❛❧♦❛♥❛❧②✐♣❡❢♦♠❡❞♦♥ ❤❡❡❤❡❡♣❛❛♠❡❡
❛❡❡♣♦❡❞✳❚❤✐ ❤❡❡✜❣✉❡ ❡♣♦❡❞❜❡❧♦✇❤♦✇❤❡✾✐❞❡♥✐✜❡❞♣❛✲
❛♠❡❡ ✈❛❧✉❡✉♣♦♥❤❡❊■❙♠❡❛✉❡♠❡♥✭✐♥✜❣✉❡∗❆✮✳▼♦❡♦✈❡
✜❣✉❡∗❇ ❤♦✇ ❤❡✈❛✐❛❜✐❧✐②♦❢❤❡✐❞❡♥✐✜❝❛✐♦♥❢♦❡❛❝❤♣❛❛♠❡❡
✭❤❡R0✐♥❡❣❧❡❝❡❞✐♥❝❡✐✐❞✐❡❝❧②❡✈❛❧✉❛❡❞♦♥❤❡ ♣❡❝ ✉♠✮❞✉❡
♦➧✸✵✪✈❛✐❛✐♦♥♦❢❤❡❝❤♦❡♥❡❧❡♠❡♥✭❤✐❣❤❧✐❣❤❡❞✐♥❡❞✮✐♥❤❡✐♥✐✲
✐❛❧❝♦♥❞✐✐♦♥✭✐✳❡✳✱❤❡❡✉❧♦❢❤❡❣❡♦♠❡ ✐❝❛❧❛♣♣♦❛❝❤❛♥❞❜❡❢♦❡❤❡
♠✐♥✐♠✐③❛✐♦♥✮✳❚❤❡♦✈❡❛❧❧✜✐♥❣❡♦✐ ❤❡♥♣❡❡♥❡❞✐♥✜❣✉❡∗❈✳

❋✐❣✉❡✷✳✷✸✿▼♦♥❡❝❛❧♦❛♥❛❧②✐✲♠❡❛✉❡❞♣❡❝ ✉♠✳±30%✈❛✐❛✐♦♥♦❢❤❡
Rcp1♣❛❛♠❡❡✭❡❞❤✐❣❤❧✐❣❤❡❞✮✐♥❤❡❣❡♦♠❡ ✐❝❛❧✐♥✐✐❛❧❣✉❡✳❚❤❡❚❛❜❧❡❆✮
❤♦✇ ❤❡✐❞❡♥✐✜❡❞✈❛❧✉❡♦❢❤❡❊❈▼♣❛❛♠❡❡❀❤❡❜❛✲♣❧♦ ✐♥❇✮♣❡❡♥
❤❡❡✛❡❝♦♥❤❡✐❞❡♥✐✜❡❞♣❛❛♠❡❡ ♦❢❤❡✈❛✐❛✐♦♥✐♥❤❡✐♥✐✐❛❧❝♦♥❞✐✐♦♥
♦❢❤❡❞❡✜♥❡❞♦♥❡✭✐♥❡❞✮✳❚❤❡❣❡❡♥❜❛ ✐♥❈✮❛❡❤❡❡❧❛❡❞✜✐♥❣❡♦
❢♦ ❤❡✶✵✵❡ ♣❡❢♦♠❡❞✳
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❋✐❣✉❡✷✳✷✹✿▼♦♥❡❝❛❧♦❛♥❛❧②✐✲♠❡❛✉❡❞♣❡❝ ✉♠✳±30%✈❛✐❛✐♦♥♦❢❤❡
ωcp1♣❛❛♠❡❡✭❡❞❤✐❣❤❧✐❣❤❡❞✮✐♥❤❡❣❡♦♠❡ ✐❝❛❧✐♥✐✐❛❧❣✉❡✳❚❤❡❚❛❜❧❡❆✮
❤♦✇ ❤❡✐❞❡♥✐✜❡❞✈❛❧✉❡♦❢❤❡❊❈▼♣❛❛♠❡❡❀❤❡❜❛✲♣❧♦ ✐♥❇✮♣❡❡♥
❤❡❡✛❡❝♦♥❤❡✐❞❡♥✐✜❡❞♣❛❛♠❡❡ ♦❢❤❡✈❛✐❛✐♦♥✐♥❤❡✐♥✐✐❛❧❝♦♥❞✐✐♦♥
♦❢❤❡❞❡✜♥❡❞♦♥❡✭✐♥❡❞✮✳❚❤❡❣❡❡♥❜❛ ✐♥❈✮❛❡❤❡❡❧❛❡❞✜✐♥❣❡♦
❢♦ ❤❡✶✵✵❡ ♣❡❢♦♠❡❞✳
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❋✐❣✉❡✷✳✷✺✿▼♦♥❡❝❛❧♦❛♥❛❧②✐✲♠❡❛✉❡❞♣❡❝ ✉♠✳±30%✈❛✐❛✐♦♥♦❢❤❡
ncp1♣❛❛♠❡❡✭❡❞❤✐❣❤❧✐❣❤❡❞✮✐♥❤❡❣❡♦♠❡ ✐❝❛❧✐♥✐✐❛❧❣✉❡✳❚❤❡❚❛❜❧❡❆✮
❤♦✇ ❤❡✐❞❡♥✐✜❡❞✈❛❧✉❡♦❢❤❡❊❈▼♣❛❛♠❡❡❀❤❡❜❛✲♣❧♦ ✐♥❇✮♣❡❡♥
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64 Chapter 2 - EIS-based diagnosis

� Segmented Cells
The algorithm has been applied to a preliminary Fuel Starvation
test provided by EPFL on SOFC segmented cells and the results
on SEG10 are shown in Figure 2.27. The experiments have been
carried out for three di�erent values of fuel utilization (i.e., 0.85,
0.90, 0.95) at the beginning and at end of a test completed in a
time interval of roughly one day. In this case, the MGFG algo-
rithm output consists in an ECM made of two R/Q elements and
an inductance (both blue and green highlighted elements shown in
Figure 2.8). In the Figure the upper set of plot refers to the be-
ginning (with the tag "b"), while the lower one (with the tag "e")
is the ending of the test. For further details about the structure
of the segmented cells, the reader is addressed to [182]. Overall,
the algorithm well �ts the experimental data, though a slight dis-
crepancy is found mainly at high frequencies; here the inductive
behaviour due to the cabling may a�ect the shape of the spec-
trum. It is well-know that the inductance is mainly related to the
wires and it is not representative of the State of Health of the cell,
as suggested in [184]. Therefore, though the shape derived from
the identi�ed ECM is not accurate enough in the high frequency
region, the identi�ed parameters still can be reliably used for the
monitoring of the fuel cell status and then applicable for FDI pur-
poses. It is worth commenting that the shape of the low frequency
arc region increases with the fuel utilization, and results are very
similar for "b" and "e".
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2.3 The inductive problem and the "Partial anal-

ysis"

As for the experimental campaigns performed in the framework of the
INSIGHT project, strong inductive e�ect a�ected several spectra at high
frequencies. Indeed, the measurements performed by DTU and CEA on
single cells present some not coherent behaviour at high frequency that
hinder the right extraction of informations from the experiments. As a
consequence, the high frequency part of the spectrum presents a shape
that, in turn, could bias the diagnosis. Figure 2.31 shows two spectra
acquired on a single cell by DTU and CEA, respectively. Both of them
present a high inductive e�ect due to the cabling that clearly deforms
the high frequency arc on the Nyquist plot. It results in an issue in the
proper ECM selection, being this e�ect not related to the SOFC, but to
the test bench. Usually, the most adopted solution is to neglect the not
coherent part of the spectrum, which can be easily achieved by applying
the Kramers-Kronig (K-K) technique ([158], [189]). However, the simple
cut of not consistent part of the spectrum might result in a partial one
that could not show the real-axis intercept at high frequencies, which
could make di�cult the ohmic resistance Rohm detection. Moreover,
depending on the frequency de�ned by the K-K test, the identi�cation
algorithm can follow di�erent arc shapes, especially when more phenom-
ena occur in the same frequency range. This results in an issue in the
right ECM selection, weakening the robustness and repeatability of the
algorithm application as well. In the examples given in Figure 2.31 the
high inductive e�ect causes a strong distortion in the shape of the spectra
near its intercept with real axis. It could be easily argued that the use
of ECM approach to reproduce such a shape can lead to a selection of
both number and type of circuital elements, di�cult to handle for a good
representation of the phenomena behind. They, in turn, could not be re-
lated to the cell physics, thus making the ECM parameters not suitable
for diagnostic purposes. In summary, the outcome of the overall iden-
ti�cation procedure would generate a perfect �tting but a meaningless
model.
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identi�ed parameters Rcut, RLF and RTOT . The complete ECM identi-
�cation analysis is then applied, leading to the �tting shown in Figure
2.32 � B), where the main resistances R0, RHF ,RLF , RPol, and RTOT
are shown as well. It is worth commenting that in the "Partial analysis"
only one RQ element is selected instead of the two identi�ed with the
complete spectrum. However, the extracted parameters related to the
low frequency arc are the same in both cases. On the other hand, the
total amount of the information is limited with respect to the complete
analysis; nevertheless, this kind of approach allows extracting informa-
tion from a not-reliable measurement. In this approach, the Rcut is a
parameter in which the information relating high frequency behaviour
are lumped, and its formulation is shown in the following equation:

Rcut = R0 +
∑

RHF (2.14)

It is worth noting that the information related to the ohmic resis-
tance (R0) cannot be split from the high frequency arc, thus limiting the
study. The "Partial analysis" proved to be a valid approach, applicable
both for low and high frequency part of the spectrum, particularly when
something unexpected occurs during experiments and could highly a�ect
the measurement. The only information needed is the frequency cut, at
which the algorithm has to start the identi�cation. This value can be
given by the user via K-K test or found as the local minimum on the
Nyquist spectrum.

It is worth remarking that if the "Partial analysis" is performed, the
identi�ed spectrum is expected to "close" at the Rcut value. This means
that the representation of the identi�ed ECM intercepts the x-axis at
Rcut while the real measurement presents a di�erent behaviour. However,
this is expected, since the high frequency phenomena a�ect that region,
making the spectrum to show some strange and not expected shapes.

As shown in Figure 2.32, the comparison of the "Partial analysis"
with the complete approach returns the same values for the low fre-
quency region (indeed, the spectrum was cut at a de�ned frequency).
This supports the claim that the algorithm can be used even when the
measurement is incomplete or highly biased.



✼✷ ❈❤❛♣❡✷✲❊■❙✲❜❛❡❞❞✐❛❣♥♦✐

❋✐❣✉❡✷✳✸✷✿❈♦♠♣❛✐♦♥❜❡✇❡❡♥♣❛ ✐❛❧✭♦♥❤❡❧❡❢✲❤❛♥❞✐❞❡✕❆✮✮❛♥❞
❝♦♠♣❧❡❡❛♥❛❧②✐✭♦♥❤❡ ✐❣❤✲❤❛♥❞✐❞❡✕❇✮✮♦❢❤❡ ♣❡❝ ✉♠❛♥❞❢❡❛✉❡
❡①❛❝❡❞❢♦♠❞❛❛❝♦♠✐♥❣❢♦♠❱❚❚❡①♣❡✐♠❡♥❛❧❝❛♠♣❛✐❣♥♦♥❛✻✹✲❝❡❧❧
❙❖❋❈ ❛❝❦✳❚❤❡❋✐❣✉❡❝❧❡❛❧②❤♦✇❤♦✇❤❡✧❛✐❛❧❛♥❛❧②✐✧♣♦✈✐❞❡ ❤❡
❛♠❡♣❛❛♠❡❡ ❡❧❛❡❞♦❤❡❧♦✇✲❢❡✉❡♥❝②❛❝♦❢❤❡❝♦♠♣❧❡❡♦♥❡✱✇❤✐❧❡❛
❤✐❣❤❢❡✉❡♥❝②❛❧❧❤❡✐♥❢♦♠❛✐♦♥❛❡❝♦♥❝❡♥❛❡❞✐♥♦❤❡❧✉♠♣❡❞♣❛❛♠❡❡
♥❛♠❡❞Rcut✳

✷✳✹ ❋❡❛✉❡ ❡① ❛❝✐♦♥

❚♦ ✉♠♠❛✐③❡✱❤❡▼●❋●✱❛❧❣♦✐❤♠♣❡❡♥❡❞✐♥❤✐❈❤❛♣❡♣♦✈❡❞
♦❜❡❡❧✐❛❜❧❡❛❢❡ ❤❡❡✐♥❣♦♥❞✐✛❡❡♥❙❖❋❈❡✲✉♣❛♥❞✐♥❝❛❡♦❢
✇♦❦✐♥❞♦❢❊■❙ ✐♠✉❧✐✭✐♥✉♦✐❞❛❧❛♥❞ ❘❇❙❡①❝✐❛✐♦♥✮✳ ❚❤❡❛❧❣♦✲
✐❤♠✱❛♣♣❧✐❡❞❢♦ ❤❡✜ ✐♠❡♦❤❡❙❖❋❈❡❝❤♥♦❧♦❣✐❡✱❛✉♦♠❛✐❝❛❧❧②
❛❞❛♣ ❤❡❊❈▼❛❣❛✐♥ ❤❡❊■❙❞❛❛✇✐❤♥♦❛♣✐♦✐❦♥♦✇❧❡❞❣❡✳❚❤❡
❧✐ ♦❢❛❧❧❊❈▼♣❛❛♠❡❡✱✇❤✐❝❤❝❛♥❜❡✐❞❡♥✐✜❡❞❡✐❤❡✈✐❛❝♦♠♣❧❡❡
♦✧❛✐❛❧❛♥❛❧②✐✧✐ ❤♦✇♥✐♥❚❛❜❧❡✷✳✸✳

❚❤❡②❝♦✉❧❞❜❡✉❡❞❛♠♦♥✐♦✐♥❣❢❡❛✉❡✱❛❝❝♦❞✐♥❣♦♣❛❛♠❡❡✲
❜❛❡❞❞✐❛❣♥♦✐❝❛♣♣♦❛❝❤❬✾✾❪✱❬✶✵✷❪❛♥❞❡①♣❧♦✐❡❞❢♦ ❤❡❋❛✉❧❙✐❣♥❛✲
✉❡▼❛✐①❜✉✐❧❞✐♥❣♣♦❝❡ ✭❡❡❡❝✐♦♥✸✳✸✳✷✮❀♠♦❡♦✈❡✱❤❡♣❛❛♠❡✲
❡ ❝❛♥❛❧♦❜❡❡①♣❧♦✐❡❞♦❡♣♦♣❡ ❤❡❤♦❧❞❢♦ ❤❡❞❡✐❣♥♦❢❤❡
❞✐❛❣♥♦ ✐❝❛❧❣♦✐❤♠✳



Chapter 2 - EIS-based diagnosis 73

Metric Unit Description

R0 Ω · cm2 Resistance related to the high frequency real intercept
Rcut Ω · cm2 Lumped resistance of the "Partial analysis" related to the high freq. behaviour
Rcp1 Ω · cm2 Charge transfer resistance of the high frequency arc
Rcp2 Ω · cm2 Charge transfer resistance of the low frequency arc
Rw Ω · cm2 Warburg element resistance
ωw rad · s−1 Warburg element characteristic frequency
ncp1 - CPE coe�cient of the high frequency arc
ωcp1 rad · s−1 CPE characteristic frequency of the high frequency arc
ncp2 - CPE coe�cient of the low frequency arc
ωcp2 rad · s−1 CPE characteristic frequency of the low frequency arc
Rcpn Ω · cm2 Charge transfer resistance of the nth element (if enabled)
... ... ...
ωcpn rad · s−1 CPE characteristic frequency of the nth element (if enabled)
ncpn - CPE coe�cient of the nth element (if enabled)
Rtot Ω · cm2 Total resistance of the spectrum
Rpol Ω · cm2 Polarization resistance (de�ned as Rtot - R0)

Table 2.3: List of ECM parameters features (i.e., metrics) extracted from the
MGFG algorithm

The obtained results show that the algorithm is able to identify the
ECM parameters in a reduced time frame, that is less then 10 seconds for
a model with 16 parameters if run on a laptop computer equipped with
an Intel Quad Core i7 � 4700 HQ, 2.4 GHz. Moreover, the convergence of
the identi�cation process is guaranteed by the patented approach, which
properly pre-selects the right values, as shown in section 2.2.1. This
avoids the occurrence of errors and biases that can easily a�ect the re-
sults, when conventional optimization-based identi�cation processes are
implemented. The main issue found is linked to the inductive phenomena
occurring at high frequencies. It is worth commenting that the inductive
part of the spectrum is strictly correlated to the wires of the test bench
and, in perspective, this issue should be carefully addressed when imple-
menting the EIS-based monitoring and diagnostic tools on real systems.

Indeed, the inductive behaviour could hinder some state of health
indicators of the instrumentation and not directly related to the stack.
This information could be however considered during the monitoring
to check for possible cabling faults. This entails a thorough and ad-
hoc analysis to discriminate among several inductive e�ects caused by
di�erent wiring, con�guration, size, materials, connections, etc.
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Chapter 3

Fault Detection and Isolation

3.1 The Concept

This Chapter aims at providing a full description of the Fault De-
tection and Isolation (FDI) process performed via EIS-based features
extracted through the MGFG algorithm.
The overall diagnostic scheme is represented in Figure 3.1. It should be
distinguished between algorithm design and application. The former is
performed o�ine (left side of the �gure), while the latter entails online
(i.e., on-board) application (right side of the �gure).

The o�ine algorithm design involves three main steps. The �rst one
corresponds to the proper parameter extraction under all the investigated
operating conditions (i.e., both nominal and faulty). This process is
thoroughly described in Chapter 2 and particularly in section 2.2. Then,
once de�ned the reference value of each parameter in unfaulty operating
conditions, a threshold for fault detection is set. Then, data from ad
hoc faulty experiments, performed in the frame of the INSIGHT project,
have been used to de�ne the expected parameters trends and thresholds.
The o�ine process ends with the building of the Fault Signature Matrix
(FSM), which links the parameters to the investigated faults, through
some variables, called symptoms (see Figure 2.2, [102]).

The online algorithm application involves three main steps. The �rst
one consists in the parameter extraction from EIS spectra measured.
The identi�ed parameters are then compared to the thresholds (previ-
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3.2 Experimental dataset

Towards the development of the Monitoring and Diagnostic Lifetime
Tool (MDLT) to increase the reliability of Solid Oxide Fuel Cells, which is
the main objective of the INSIGHT project, the material provided by the
company SOLIDPower (SP) has been tested by project's partners listed
below. Segmented Cells, Single Cells in Short Stacks and Full stacks
were tested under di�erent operations to infer on the nominal status and
for fuel starvation detrimental conditions. The data were collected in a
database built "ad hoc" and identi�ed with the "tag" of the partner who
performed the measurements as reported in the following list:

� EPFL segmented cell tested by EPFL. Here the active area was
segmented in 20 small electrically insulated measurement points,
namely segments, to acquire local measurements of local electro-
chemical characteristics 1. EIS measurements were performed in
the section referring to the inlet (SEG6), middle (SEG8) and out-
let (SEG10) gas path within the cell. The conditions investigated
are: nominal ones at OCV, fuel starvation test at variable F.U.
from 80%, 85% and 90%. Particularly after each measurement at
the speci�c F.U. level, the segmented cell is always put in OCV
to measure the overall system state; so as to have a measurement
under load and at OCV for each condition, alternatively. More
details on the EPFL segmented cell set-up can be found in [190].

� DTU 6-cells short stack tested by DTU. EIS measurements were
performed along with conventional measurements (used for the de-
velopment of the lumped model as described in Chapter 4). The
conditions investigated are three: nominal conditions at di�erent
current values (from 8A to 40A) � namely "characterization" tests
� to monitor the change in the stack/cell parameters at di�erent
loads , nominal condition (reference: 32 A - F.U. 77%) kept con-
stant for a de�ned time-period � namely "durability" tests � to

1For more details about the segmented cell set-up, the reader is ad-
dressed to the INSIGHT Website http://insight-project.eu/ and speci�cally to
https://projectnetboard.absiskey.com/viewdocument/ec22a5-e6db53-749d78-013beb-
000134 (Last access: 2020-05-01).
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check the stack/cell behaviour over time and to restore the nomi-
nal condition after the imposed malfunctioning; two fuel starvation
test, with a F.U. stepwise increase from 77% to 93% performed by
lowering the H2 �ow rate (test n.1) and increasing the current (test
n.2);

� CEA 6-cells short stack tested by CEA. EIS measurements were
performed via Pseudo Random Binary Signal (instead of the si-
nusoidal one) for each cell, along with conventional measurements
(used for the development of the lumped model as described in
Chapter 4). The investigated conditions are: nominal conditions
at 32 A - F.U. 77%; two fuel starvation tests, with a F.U. stepwise
increase from 77% to 93% performed by lowering the H2 �ow rate
(test n.1) and increasing the current (test n.2); a 2500 h long term
"durability" test at nominal conditions;

� VTT 64-cells stack tested by VTT. EIS measurements were per-
formed at the complete stack level, connected with the BoP. The
conditions investigated are 30A with a F.U. from 67% (nominal)
to 82%;

� SP 64-cells stack tested at SP facilities on a real-environment - On-
Field Test. EIS measurements were performed directly on-board
through a portable instrumentation designed by Bitron Company
within the INSIGHT project. Two tests were performed. The �rst
one at 25A, 2500 W - F.U. 62% (nominal condition) and a Fuel
Starvation test with a stepwise increase from F.U. 62% to 72%.
The second one was performed after a stack replacement, at 9.3 A,
1000 W - F.U. 60% (nominal condition) and a Fuel Starvation test
with three F.U. levels, 60%, 65% and 72%.

The algorithm was applied to the above described experimental data
to extract the features for the fuel starvation investigated at di�erent
magnitudes and for di�erent set-ups. The identi�ed features trends were
used to build the FSM.

Figure 3.2 shows some EIS spectra on which the algorithm has been
applied. Particularly, the �rst row (A) is dedicated to EPFL experimen-
tal campaign performed on a segmented cell, the second one contains
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experimental data from DTU short stack (B). The third one presents
the application of the algorithm on spectra derived from Pseudo Ran-
dom Binary Signal (PRBS) stimulus performed during the experimental
campaign at CEA labs on a 6-cells short stack (C), while the fourth one
(D) is related to EIS measurements on the full stack at VTT lab. The
last row (E) shows some spectra acquired on SP on-�eld real system with
the measurement performed on-board. The algorithm performs a pre-
liminary removal of non-coherent points, observed through cut-frequency
analysis, highly in�uenced by inductive and non-linear e�ects. Then, an
extrapolation routine models some extra points when needed to identify
the intercepts on the real-axis of the Nyquist plot. Finally, the MGFG
algorithm selects the equivalent circuit that best represents the spectrum
and then identi�es the signi�cant features, according to the scheme pre-
sented in �gure 2.7 of section 2.2
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For the purpose of the FDI tool development, two disjoint datasets
where used. The �rst one allowed to de�ne the thresholds and to �ll the
FSM. The second one was used to check the results of the tool. Partic-
ularly, the DTU dataset was used for the development of the diagnostic
procedure to sort out a qualitative trend of the features at di�erent fuel
utilizations. Moreover, the thresholds for the nominal/faulty limits were
extracted and the Fault Signature Matrix was built accordingly. After-
wards, the FDI approach has been applied to all the experimental data
set provided by the partners for the validation. Moreover, other condi-
tions but di�erent from fuel starvation operations and the nominal ones
have been analysed with the same approach. In this case, successful re-
sults were achieved, thus con�rming the capability of the diagnostic tool
to provide useful information on the SOFC State of Health.

3.3 Fuel Starvation

Fuel starvation is a very limiting factor of SOFC when power fol-
lowing manoeuvres are required. Indeed, during the operations, either
stationary or transients, the current could electrochemically consume the
fuel reactants more rapidly than the fuel provided, thus limiting the per-
formance and causing a sharp decline in voltage with a related possibility
to damage the cell [86].

The fuel starvation can be caused by di�erent malfunctioning, and it
is commonly considered as a fault itself, due to the detrimental e�ects
that it causes on the cell performance.

Usually, when fuel starvation occurs during a real SOFC operation,
an electrochemical oxidation of Ni in the anode can be caused by the
strong increase in the polarization losses of the cell [88]. In turn, the
starvation can be the e�ect of a strong anode re-oxidation or a leakage
in the fuel pipeline, thus causing a detrimental chain reaction as well. It
is thus important the early detection of any phenomenon/process that
causes degradation to immediately counteract to recover from the per-
formance losses. EIS provides information related to the electrochemical
processes at stack level, so a change in the spectrum during an hydrogen
depletion may occur.

Particularly, a fuel starvation e�ect is expected in the frequency range
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in which the stack impedance is dominated by the gas concentration,with
a frequency peak around 4-10 Hz (see Figure 2.4). Here the high depen-
dence of the gas di�usion in the anode substrate is predominant [157].
Indeed, with respect to the nominal conditions the increase in the low
frequency arc along with a shift of the low frequency peak toward lower
values is then expected as a clear hint of fuel shortage.

3.3.1 Thresholds de�nition

The algorithm was applied to DTU and CEA 6-cells short stack mea-
surements. Here, due to the strong in�uence of inductive e�ect seen
on the test bench, the application of "partial analysis" approach was
adopted. The thresholds setting was carried out to identify the two
regions of the parameters' domain representing either nominal (i.e., un-
faulty) or faulty operations. Therefore, the dataset was used to devise a
trend in the parameters with respect to the fuel utilization levels.

Figure 3.3 shows the trend of the extracted features from the DTU
dataset during di�erent experiments: "characterization", "durability"
and the two fuel starvation tests.

In �gure 3.3 A), the resistances named Rcut, RLF and RTOT are
shown along with the ωLF in �gure 3.3 B). The nLF has been found to
have large oscillation which help in reproducing the shape of the plot,
but it is not representative of the State of Health of the cell.
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fuel �ow. The faulty tests have been followed by a "characterization" and
"durability" phase to perform a slight recovery of the stack. Particularly,
the former is a test at di�erent loads (8A, 16A, 24 A, 32 A and 40A) at
constant F.U. of 77% (i.e., un-faulty value), while the latter is constant
operation in nominal condition (32 A, 77% F.U.) to let the stack recover
from the imposed malfunctioning. Figure 3.4 shows the application of
the MGFG algorithm via "Partial analysis" on the Fuel starvation test
n.1. The experimental dataset (in the left side of the �gure) are modelled
through an ECM whose Nyquist plot is sketched on the right side. As
expected from consideration based in 3.5, the low frequency arc area
increases with the fuel utilization, leading to an increase of the RLF . On
the other hand, the high frequency part of the spectrum (lumped in Rcut
derived from the "partial analysis" approach) doesn't re�ect any change
while fuel utilization increases. In turn, the Rtot, being the sum of all
resistance contribution and the ohmic resistance, increases according to
the RLF , since ∆Rcut ≈ 0. When considering the characteristic low
frequency peaks of the circuital elements is interesting to note how the
ωLF moves toward lower values with the F.U. increase: the peak moves
rightwards on the Nyquist plot.

Figure 3.4: DTU experimental data � Fuel Starvation Test n.1. Raw data and
features extraction by means of the "Partial analysis" approach. A) shows the
increase in the low frequency arc of the Nyquist plot with the fuel utilization
with a constant behaviour at high frequencies. B) shows the application of the
MGFG algorithm with the "Partial analysis" approach
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Feature Upper Threshold Lower Threshold

R0 110% 90%

RHF 120% 80%

ωHF n/u n/u
RCUT 115% 85%

RLF 140% 60%

ωLF 115% 85%

RPOL 130% 70%

RTOT 120% 80%

Table 3.1: Thresholds de�nition for the extracted features. It is worth nothing
that the threshold value is considered as the percentage with respect to the
nominal (i.e., un-faulty) reference value.

The experimental tests performed by CEA were obtained by apply-
ing a similar test protocol as implemented by DTU. The measurements
were performed of each cell of the 6-cells stack with PRBS excitation
stimuli, and the reconstructed EIS spectra were analysed by MGFG al-
gorithm through "partial analysis". The Figure 3.6 shows the extracted
parameters, namely Rcut, RTOT , RLF as a function of time from the CEA
dataset, during the fuel starvation test. Particularly, the fuel starvation
test consists in a preliminary durability part with �xed nominal condi-
tion (32 A, 77% F.U.) followed by a fuel utilization stepwise increase
up to 93% (starvation test n.1) by lowering the H2 �ow rate. Again a
durability part is operated to have a recovery of the malfunctioning and
a subsequent fuel utilization increase by changing the current is actuated
(starvation test n.2). At the end of the fuel starvation test, a shut-down
for H2 shortage occurred. After the restart a 2500h durability test at the
nominal condition is performed.
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It is worth commenting that while the Rcut has a constant behaviour
during both the durability and the fuel starvation tests, both RLF and
RTOT values increase with the fuel utilization; this is a clear hint of how
the fuel starvation a�ects the phenomena correlated to the low frequency
part of the spectrum, thus resulting in a change in the related RLF and
RTOT parameters.

3.3.2 Fault Signature Matrix

The Fault Signature Matrix has been thus completed by exploiting
DTU experimental evidences. Table 3.2 shows the qualitative Matrix
�lled with symbols that represent the current FC status and adapted
from the approach presented in [103], [92] and [191]. Indeed for the
purpose of this work, instead of using 0 and 1 values, which represent
unfaulty and faulty states respectively, the FSM values are completed by
adding signs +, −, which account for the trends of the activated fault
symptoms as well. The list below describes the meaning of the complete
set of FSM symbols used:

� "0": the feature does not sensibly change with respect to the fault
magnitude;

� "+1": the feature increases with respect to the fault magnitude;

� "-1": the feature decreases with respect to the fault magnitude;

� "n/u": the feature was not used because they could be either not
relevant or not available for the analysis applied.

The fuel starvation row of the Fault signature matrix for a "complete
analysis" could be easily derived from the one related to the "partial
analysis" by considering the behaviour of the RCUT under that malfunc-
tioning. Indeed, as shown in �gures 3.3 A) and 3.6 A), the RCUT does
not change with the fuel utilization. According to eq. 2.14, the RCUT is
de�ned as the sum of the R0 and all the resistances at high frequencies;
therefore, it is possible to reach a constant value if both R0 and RHF are
constant or if their values balance, always resulting in a constant sum
value. The former hypothesis is the most-likely one. Thus, during the
fuel starvation, both R0 and RHF are expected to be constant.
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R0 Rcut RHF RLF ωHF ωLF Rpol RTOT HFArcArea LFArcArea
Partial Analysis n/u 0 n/u + n/u - n/u + n/u +

Complete Analysis 0 n/u 0 + + - + + 0 +

Table 3.2: Qualitative Fault Signature Matrix for fuel starvation test

In order to activate the values of each symbols, the following logics
is implemented:

for i = 1 : n

if ri > rnom,i · Ti
si = +1

elseif ri < rnom,i · (1− Ti)
si = −1

elseif rnom,i · (1− Ti) ≤ ri ≤ rnom,i · Ti
s = 0
end

end



(3.1)

where ri is the value of the "i-th" extracted feature, rnom,i is its
nominal (i.e., reference) value previously identi�ed upon experiments
performed in the de�ned nominal conditions, whereas si is the the symp-
tom associated to such feature. It is worth remarking that the thresholds
for all features (Ti) were de�ned as a percentage increase of the reference
condition and set upon DTU experiments. This makes the diagnostic
approach general and applicable to di�erent set-ups.

The FSM is used during on-line monitoring to check possible changes
in symptoms values. In order to perform a FDI process, the �rst step is
to check whether the FC is in nominal conditions (i.e., a zeroes-vector).
Then, if the symptom pattern matches one row of the FSM, the related
fault is identi�ed; otherwise a "general alarm" is activated.

It is worth to note that the main concerns in diagnostics are the
occurrence of either false or missed alarms. The �rst case occurs when
a faulty condition is detected while the system is operating in nominal
conditions, the second one is the opposite instead. This may be ascribed
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Conventional measurements - Fuel Starvation
V T ∆P Vfluctuation

Cell -1 +1 n/u +1

Table 3.3: Conventional measurements Fault Signature Matrix for fuel star-
vation test

to a limited number of symptoms or to a not reliable measurements set.
An increase in redundancy in both symptoms and measurements might
be bene�cial for the reliability of the diagnostic approach. Moreover, be-
cause of the strong dependency of symptoms from experimental data, it
is mandatory to give strong attention to the quality of the measurement
itself. For example, unstable measurements near threshold value could
give a misleading information on the FC status [102]. Two recommen-
dations are suggested: extend the FSM with more monitoring variables
if additional sensors are available; on the other hand the frequency of
measurements should be improved when a possible fault is envisaged.
The �rst can provide more information about the e�ects of the mal-
functioning on the system with a trade-o� between symptoms and costs,
while the second one allows understanding the persistence of abnormal
behaviour over time.

To increase the number of symptoms, the FSM can be extended by
introducing conventional measurement-based ones, which are presented
for the fuel starvation case in Table 3.3. Particularly, the voltage �uctu-
ation is an interesting information derived from the tests performed that
can give a qualitative hint of the fault as well [101]. This measurements
could trigger the diagnostic procedure and perform the EIS.

To validate the approach summarized in this section, the diagnostic
algorithm has been applied to the experimental dataset performed under
induced fuel starvation operation, as described in the following section.
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3.4 Detection & Isolation

Once de�ned the thresholds upon DTU experimental campaign, the
validation of the diagnostic tool is carried out by using the experimen-
tal evidences derived from the application of the "partial analysis" on
EPFL, CEA, and of the complete procedure on VTT and SP measure-
ments.

1. EPFL � segmented cell

For the validation of the EPFL segmented cell, the inlet, middle
and outlet sections measurements values were averaged to limit the
uncertainties caused by the non homogeneous distribution of the
load, temperatures, fuel, etc. among the cell segments. It is worth
remarking that the thresholds were set after DTU Starvation ex-
periments of section 3.3.1.

Figure 3.7 shows the monitored features extracted under malfunc-
tioning operations and their values are compared against the thresh-
old limits. The features are extracted via "partial analysis" and
the symptoms are collected into the corresponding vector to be
compared with the rows of the FSM for the fault isolation.
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It is worth recalling that the "partial analysis" does not allow iden-
tifying the Polarization resistance Rpol, since some information at
high frequencies are lumped into Rcut. However, as justi�ed by the
eq. 3.2, if the Rcut is constant and both RLF and RTOT increase,
it could likely occur that Rpol would increase as well. This re�ects
in a Rpol with a related symptom "+1".

Rpol = RTOT −R0 =
∑

RHF +RLF ≈ RTOT −Rcut (3.2)

Thus, for EPFL segmented cell (averaged), it is possible to state
that the Fuel Starvation is clearly detected and isolated when the
F.U. is higher than 90%. This high value of F.U. is justi�ed for
the segmented cell as described in [108] and [192].

2. CEA � 6-cells short stack
The CEA 6-cells short stack EIS measurements were performed
via PRBS stimuli applied to each cell. Again, the thresholds were
taken from the experiments performed by DTU as described in
section 3.3.1. The nominal (i.e., reference) condition was set at
32 A, 77% F.U. and kept constant for about 300 h ("durability
test" - green area); afterwards the two fuel starvation tests ("red-
highlighted areas") were performed, separated by a further dura-
bility one to let the stack recover from the malfunctioning. At
the end of the second starvation test, a shut-down occurred for H2

shortage (Blue area). The remaining part of the experiments con-
sisted in a long-term durability test ("green area") of about 3200
h; here further shut-down (blue areas) occurred.
Figure 3.9 and Figure 3.10 show the monitored features extracted
under malfunctioning operations and their values are compared
against the threshold limits. The features are extracted via "par-
tial analysis" and the symptoms are collected into the correspond-
ing vector to be compared with the rows of the FSM for the fault
isolation.
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Figure 3.11 shows the symptom pattern building by checking each
feature with respect to its threshold. This has been performed for
each cell of the short stack.

It is interesting to point out that the approach suitably works with
a PRBS-based 2 measurement (i.e., not sinusoidal stimulus). The
symptoms collection shows how all cells change their behaviour
with respect to the increase of the fuel utilization. Moreover, even
in this case, the polarization resistance Rpol can be added as indi-
rect extracted feature, according to the eq. 3.2. It can be noted
that when the stack is set at a fuel utilization higher than 82%
the algorithm detects the change in the nominal behaviour and
the comparison with the FSM row exactly matches the behaviour
observed for the fuel starvation in all cells. Thus, the fuel starva-
tion detection and isolation is clearly validated at F.U. > 82%, as
shown in Figure 3.11.

2As already reported in the "Single cell � PRBS stimulus" of section 2.2.4, the
PRBS stimulus is a not conventional sinewave based stimulus that should guarantee
an improved resolution of the impedance and an "almost" continuous spectrum (with
an increased number of points derived from the stimulus) with respect to the conven-
tional EIS measurement. More information about PRBS can be found in [186] and
[187].
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Further interesting comments can be provided by analysing the
stack behaviour during the 2500h long term test, which has been
performed in nominal conditions with 77% F.U. Considering that
after the two starvation tests the system was shut-down due to H2

shortage, a re-oxidation or a leakage might have occurred, a�ect-
ing the operation of the cell n.3; this is con�rmed by the voltage
monitoring curves as will be commented afterwards. Regarding
the EIS-based features monitoring, it is possible to note that after
1500 h the symptom vector of cell n.3 is signi�cantly far from the
nominal expected behaviour (whose symptom vector is of all zeros)
and the fuel starvation condition as well. Indeed, an appreciable
increase in the RCUT along with the RLF and the RTOT is found,
as usually expected for high degradation.

According to �gure 3.9, the cell n.3 after 1500 h presents an in-
crease in both RCUT and RLF , leading to the activation of the
relevant symptoms. Therefore a "+1" value is inserted into the
corresponding cell of the FSM. The other cells don't exhibit any
changes. The total resistance of the spectrum of the cell n.3 sen-
sibly increases with a behaviour not identi�able from the exper-
iments performed (see �gure 3.9). Indeed, it is a di�erent detri-
mental phenomenon detected, far from the fuel starvation herein
investigated that cannot be isolated because its pattern is di�erent
from that one extracted from the exploited experimental dataset.
Moreover, after the 2500h the cells n. 2 and n. 4 seem to be af-
fected by the abnormal behaviour as cell n. 3; indeed RCUT starts
exceeding the threshold, leading to a switch in the symptom from
"0" to "+1". This correlation in time between cell n.3 and its
neighbours drives to the conclusion that likely a local phenomenon
occurred and increased in time; such behaviour has been named
"high degradation".

As a �nal remark on the CEA 6-cells short stack diagnosis, it is pos-
sible to comment that the Fuel Starvation is clearly detected and
isolated when the F.U. is higher than 82%. Moreover, a strong
degradation over time is detected after 1200h. According to exper-
imental evidences and the the authors' experience, such behaviour
could be attributed to a leakage occurring in the cell n.3, which,
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in turn, a�ects the behaviour of the two neighbouring cells, whose
performance decrease in time with a continuous but less evident
behaviour. Further comments regarding such conclusions are pro-
vided in chapter 5 about the Remaining Useful Life analysis along
with other remarks highlighted in the next subsection.

3. DTU � 6-cells short stack
The EIS measurements performed by DTU on the 6-cell short stack
were averaged to smooth the EIS curves and reduce the impact of
possible outliers and inductive-based distortion e�ect on the spec-
trum. The thresholds for each feature were set upon DTU Star-
vation experiments, as reported in section 3.3.1. The reader is
addressed to this section, to recall the explanation of the results
on the diagnostic analysis performed. It is evident that the Fuel
Starvation isolation process is implicitly validated, being these ex-
periments used to set the nominal thresholds for all cases described
in this work. Furthermore, it is interesting to infer on the relia-
bility of such thresholds when applying the FDI algorithm to such
cases where faults are not expected to occur, namely "character-
ization" and "durability" tests described in section 3.2. For all
cases, the �gures 3.12 and 3.13 report the monitored features ex-
tracted during all experiments collected by DTU. These features
were identi�ed via "partial analysis" and the symptoms collected
into the corresponding vector have thus been compared with the
rows of the FSM for fault isolation, as shown in �gure 3.15.
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The results show that the symptoms change their values in sev-
eral experiments. During the fuel starvation tests (red highlighted
areas) the symptoms are activated, as expected after the building
of the FSM row, which was derived from the same dataset. It is
worth to note that the symptoms linked to Rcut and RTOT (�gure
3.12) are activated though the stack is properly operating without
faults during the "characterization" tests (yellow highlighted ar-
eas). This may be classi�ed either as a "false alarm" (i.e., when
a symptom reveals a malfunctioning that does not actually oc-
cur) or as a "general fault" (i.e., a faulty behaviour detected but
not identi�able). To clearly distinguish between these two possi-
ble malfunctioning, further measures in the same condition could
help. Generally speaking, a "false alarm" is a result that indicates
a condition exists, when it does not; indeed, it could be either an
alarm that matches one row of the FSM (though a fault hasn't
occurred) or a generic pattern that does not match any FSM row
(either a detected malfunctioning that is not known or a malfunc-
tioning that does not really occur). On the other hand, a "general
fault" could be de�ned as an unknown symptom vector that is al-
ways detectable in that kind of condition (a recurring behaviour).
Particularly, the former is a seldom not expected behaviour (i.e., a
sort of outlier), while the latter is a typical pattern of the system in
that condition, which is detected as malfunctioning but not possi-
ble to isolate. Figure 3.14 summarizes how an activated symptom
(i.e., 6= 0) might lead to an isolated fault, a generic fault or a false
alarm. Particularly, the matching of the symptom pattern with one
row of the FSM can lead to a correct isolation of the fault or to a
false alarm if not occurring. On the other hand, if the symptom
pattern is unknown and persists in time at the same condition, the
most-likely system state is a malfunctioning not accounted within
the FSM; otherwise, a seldom occurrence of such pattern is a false
detection of a fault.
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tom pattern) instead of a nominal one, which is not investigated/
detected, otherwise.

Moreover, when the nominal operation changes, the reference value
of the extracted features has to change accordingly. This suggests
the need of de�ning a map of the nominal operating conditions
leading to the setting of threshold values for each condition to im-
prove the tool applicability. It is worth commenting that, when
the load changes for a malfunctioning outside the FC (i.e. a prob-
lem in the BoP of the system that causes a reduction in the cur-
rent/power), the "general fault" detected by the algorithm could
reveal a not expected behaviour of the system. This would suggest
a double check on the load to understand if something outside the
FC (i.e., in the BoP) caused this issue. On the other hand, if the
change in the load is intentionally operated, the algorithm needs
to be updated with the new reference condition, being it not cali-
brated for that operation. This is not an issue on the real system
and it only requires the mapping of the FSM with respect to the
operating conditions. However, if such exercise is not performed,
the diagnostic tool might be not applicable for such new conditions,
since they have not been considered while building the FSM; this
is shown in �gures 3.12 and 3.13 with red cross markers. Here,
when the current load goes below 16 A (whereas the nominal one
taken as reference is 32 A) the FSM is activated and a "general
fault" arises. Here, some symptoms exceed the thresholds in a not
expected way. It results in a detection of a faulty state whereas
the stack is working properly but at di�erent load/power.

As seen in Figure 2.18, when the current decreases, the EIS spec-
trum of a SOFC is expected to enlarge its shape in both high fre-
quency and low frequency arcs whereas the ohmic resistance (R0)
should not change (this mean that the Rcut is expected to increase
with the RHF ). Looking at �gures 3.12 and 3.13, when the current
is lower then 16 A, the Rcut increases along with RLF and, in turn,
Rtot, whose related symptom change to "+1". Moreover, a strong
�uctuation of ωLF around the threshold is found, revealing that
this parameter might not be reliable for such an analysis. Another
symptom expected to change is the ωHF , which is not available
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for the "Partial analysis" here adopted, since Figure 2.19 suggests
an increase in the High Frequency peak with a related shift to-
wards low frequencies. Considering the presented condition as an
unexpected one, the diagnostic algorithm de�nes a new FSM row,
presented in Figure 3.15, where a "general fault" is revealed. Since
the experimental test plan suggests that this operation is a nom-
inal condition with reduced power, this symptom pattern can be
de�ned as "Load change". A further comment can be added con-
sidering the results presented in �gure 3.11. The symptom pattern
of the CEA "high degradation" condition is the same of the DTU
"Load Change", but for the ωLF that is not reliable in this case
as previously discussed. On the other hand, while for DTU that
behaviour is due to a di�erent current (i.e., 16 A < 32 A � nominal
reference �), for the CEA dataset the nominal condition was not
a�ected by intentional or accidental changes. It is interesting to
note how the CEA cell n.3 behaves like a cell in a di�erent load
condition despite being still the nominal (i.e., reference) one. This
underlines how the cell n.3 is a�ected by a local detrimental phe-
nomenon that leads the cell to behave as it would if it were at a
lower load condition. These comments can thus support the initial
hypothesis of an internal leakage, which causes a local reduction of
the fuel in cell n.3, and in turn, letting the cell work in a limited
power-condition. Furthermore, this e�ect increases in time and af-
fects the neighbour cells (i.e., cells n.2 and 4). Thus, even for DTU
6-cells short stack (averaged), it is possible to state that the Fuel
Starvation is clearly detected and isolated when the F.U. is higher
than 85%. Moreover, a change in the load, even in nominal (i.e.,
un-faulty) condition is detected with a di�erent symptom pattern.
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Figure 3.16: VTT experimental Campaign - 64 cells stack. Measured Nyquist
plots along with the corresponding �tting obtained by MGFG algorithm ap-
plication. Here some EIS measurement at di�erent Fuel Utilization values are
superimposed to show the changes in the spectra.

Figures 3.17, 3.18, 3.19 show the monitored features extracted
under malfunctioning operations and their values are compared
against the threshold limits. The symptoms were collected into the
corresponding vector to be compared with the rows of the FSM for
the fault isolation. Particularly, Figure 3.17 describes the trend of
the R0 and RTOT along with the change in the related symptoms,
Figure 3.18 presents all the features related to the low frequency
arc, whereas Figure 3.19 describes the behaviour of RHF and Rpol.
Since the VTT dataset consisted in a more detailed test at di�erent
step-wise increasing fuel utilization values, with respect to the fuel
starvation tests presented so far, a mathematical trend has been
identi�ed and here superimposed to the measured points (i.e., the
extracted features), to de�ne a function of such features with re-
spect to the fuel utilization. Results show a parabolic behaviour of
RTOT , RPOL, RLF and ωLF ; on the hand a quasi-linear trend in
R0 and RHF is observed.
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It is interesting to note how the ohmic resistance doesn't present
any signi�cant change at high fuel utilization, while the total resis-
tance is systematically increased for F.U. higher than 77%. More-
over, the low frequency arc and the related extracted features con-
�rm the results expected after the analysis performed on the short
stacks, as explained before for DTU and CEA cases. Therefore,
the limit value for the nominal behaviour can be here de�ned at
the F.U. 77%. This is expected because the layout of the single cell
implements the same components (i.e., pipeline, supply and return
manifolds) of a full stack, which, in turn, su�ers from a major fuel
depletion particularly at the outlet side.

The high frequency resistance RHF doesn't show any kind of sen-
sible changes with the increasing fuel utilization, while the Rpol
exceeds the threshold when the F.U. reaches the value of 77%.
This is expected since the fuel starvation mainly a�ects the low
frequency region of the spectrum, as already discussed. Moreover,
it is worth adding a comment on the evaluation of Rcut, which has
been de�ned as the sum of the R0 and RHF as described in eq. 2.14,
not available for the application of the "complete analysis". Being
both R0 and RHF in the nominal (i.e., unfaulty) region limited by
the corresponding thresholds, they don't change signi�cantly their
values during the fuel starvation, leading to a symptom value of
"0". According to eq. 2.14, the Rcut is the sum of two constant
values, so, in turn, it is a constant value as well, easily allowing
setting the symptom to "0". Thus, also the symptom related to
Rcut can be added to the vector for the comparison to the FSM
row. The comparison between the FSM fuel starvation row and
the symptom pattern extracted from VTT data is presented in
Figure 3.20, where for F.U. ≥ 75% it is possible to state that fuel
starvation is correctly detected and isolated.
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reduced resistance value at least one order of magnitude lower than the
RLF and RHF . Thus, for the analysis of the relevant extracted parame-
ters, this two RQ elements were considered to be not signi�cant for the
state of health identi�cation; however their values helped in smoothing
the computed spectra instead.

Figure 3.23: On-�eld test � 22 Nyquist plots of the nominal conditions at F.U.
62% superimposed. Here in black circles are shown the experimental points
while in red crosses the identi�ed points via MGFG algorithm are reported. It
is clearly visible noise at low frequencies.

Since the MGFG algorithm proved to be reliable in identifying a
coherent circuit with the same elements for each measurement of Figure
3.23, the diagnostic approach was validated on the fuel starvation with
the same FSM and threshold de�nition used in section 3.4. Indeed,
Figures 3.24, 3.25 and 3.26 show the monitored features extracted under
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malfunctioning operations and their values are compared against the
threshold limits. The features are extracted via "complete analysis" and
the symptoms are collected into the corresponding vector to be compared
with the rows of the FSM for the fault isolation. Particularly, Figure
3.24 presents the trend of the R0 and RTOT along with the change in
the related symptoms, Figure 3.25 presents all the features related to the
low frequency arc, whereas Figure 3.26 describes the behaviour of RHF
and Rpol.

Here, the ohmic resistance doesn't present any signi�cant change at
high fuel utilization with respect to the reference condition, while the
total resistance is systematically increased over 70% F.U. It is inter-
esting to note that the system is a�ected by a detrimental e�ect that
increases in time. Even though the threshold is not exceeded, there is
an indication of changing in the ohmic behaviour that should be taken
in consideration as a possible incipient fault. This is more evident in
the RTOT trend after the highest value of fuel utilization (72%), which
leads to the occurrence of some outliers leading to a "false alarm" in the
last part of the experimental test; this is pointed out by the black star
markers in �gure 3.24.
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the last part of the experiments, that is when the stack is set back to
the nominal condition at F.U. 62%, after the starvation test. Since the
fault was induced at not very high magnitude, the stack was expected
to get back to the nominal condition with a fast, reversible process.
However, the detrimental e�ect do not weaken with the reduction in
the fuel utilization, thus leading to a high �uctuation of all extracted
parameters around the nominal thresholds; this related anomalous trend
is pointed out by the black star markers in �gures 3.24, 3.25 and 3.26.
This unexpected behaviour of the stack could be ascribed to another
malfunctioning, most-likely a leakage, already occurring before the test
start with a slight impact on the overall FC State of Health; the high
fuel utilization might have increased the magnitude of such phenomenon,
whose e�ect results more evident when the stack is brought back to F.U.
62%. This can be seen, among all parameters, in �gure 3.24, where
the R0 shows a slight increase (although it should be constant with the
increase of fuel utilization) very similar to that one experienced during
the CEA "durability" test. Indeed, it is possible to �nd a resembling
behaviour of the extracted parameters with those shown in �gures 3.9
and 3.10 and particularly to CEA Rcut.

After a shut-down for maintenance with a stack replacement, the SP
system was restarted and a second test campaign was performed. In this
case the diagnostic tool was run on the embedded board integrated in
the Bitron box. Its outcome is a User Interface in which on the left side
the measured spectrum and its �tting is shown, whereas on the right side
a coloured thumb is sketched to immediately inform on the monitored
State of Health, as shown in �gure 3.28.

Three di�erent conditions are considered:

� Green Thumb - Nominal Condition

� Red Thumb - Fault isolated (with the speci�cation of the identi-
�ed malfunctioning)

� Yellow Thumb - Alert Possible Unknown condition
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Figure 3.28: On-Field test. The diagnostic tool detects fuel starvation prob-
lem.

It is worth remarking that such integration on the embedded board
required a computational burden reduction, which caused a decay of
the algorithm accuracy to lead an increase/reduction of its speed. The
next step toward the industrialization requires an accuracy analysis that
should de�ne the suitable trade o� between costs and performances of the
tool, aiming at its future market deployment. Great care should be given
to the as much generic as possible application of such tool to be widely
spread to Fuel cells, batteries and all electrochemical devices. The �nal
test consisted in around 500 hours measurements at three F.U. levels at
60%, 65% and 72% respectively at 9.3 A, 1000 W, as shown in Figure
3.29. Here the cross markers refer to the EIS and PRBS measurements
performed and the related State of Health evaluation analysed by means
of the "complete analysis".
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Particularly, three di�erent conditions are considered:

� Green Thumb - Nominal Condition. In this case, the algorithm
does not detect any kind of malfunctioning.

� Red Thumb - Fault isolated (with the speci�cation of the iden-
ti�ed malfunctioning). Here, the diagnostic tool has found a mal-
functioning a�ecting the cell and the fault has been isolated.

� Yellow Thumb - Alert Possible Unknown condition. This con-
dition can be detected when an unknown condition far from the
nominal one is detected and when the FC behaviour cannot be as-
sociated to the investigated fault. Thus, this unknown condition
can be a false alarm (i.e., a sensor malfunctioning or an instan-
taneous issues) or a not-investigated malfunctioning occurring; in
this latter case, the diagnostic algorithm detect a not nominal be-
haviour but it is not able to identify the issue and then returns a
generic alarm.

Figure 3.30 shows the application of the diagnostic tool for the nom-
inal conditions investigates. In this case, almost all the results of the
GUI in �gure 3.30 show a green thumb, thus revealing the successful
application of the tool which is able to monitor the nominal condition of
the FC.
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3.6 Final Remarks

The Diagnostic approach has been developed and validated against
several experimental data collected by the partners of the INSIGHT
project, on di�erent sizes and FC set-ups (segmented cells, single cells,
short stacks, full stacks), measured with di�erent laboratory instrumen-
tations and by applying di�erent stimuli (both sinusoidal and Pseudo
Random Binary Signal based). The diagnostic algorithm proved to be
reliable in identifying the ECM related to each measured spectra, with
a repetitiveness in the circuital elements that allowed the comparison of
the extracted features for State of Health monitoring. The FSM, built on
experimental dataset provided by DTU, allowed to correctly detect and
isolate the arising fuel starvation in all tested cases, along with some ab-
normal conditions (either "false alarms" and "general alarms") far from
the nominal expected ones. These latter cases lead to the de�nition of
new identi�ed symptoms patterns that could be suitably validated to
enrich the malfunctioning detectable by this approach.

From this analysis it emerges that the approach could be valid to
monitor the State of Health of the FC during its operations with a not-
invasive technique like the EIS. However, this analysis needs to be further
improved with ad-hoc tests, aiming at mapping the behaviour of the sys-
tem and the relevant extracted features at di�erent nominal conditions
(considered as reference) and under di�erent malfunctioning. It is clear
that the more tests the more reliable and complete the FSM. More-
over, the tests described so far, and particularly the on-�eld ones, show
a strong dependency of symptoms from experimental data; thus, it is
fundamental to give strong attention to the quality of the measurement
itself to not incur in outliers that could highly reduce the detectability
of the faults occurring. Therefore, it could be strongly suggested to im-
prove the frequency of measurements when a possible fault is envisaged,
to better understand the persistence of abnormal behaviour over time,
clear indication of malfunctioning.

Focusing on the results provided in this work, table 3.4 presents the
sum-up of the validated fault detections and the identi�ed rows for the
abnormal conditions investigated.
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Partner Technology
Analysis
Type

Perturbation
Stimulus

Nominal
Condition

Fuel
Starvation

Other
Conditions

EPFL Seg. Cell Complete Sinusoidal FU < 90% FU ≥ 90%

DTU
6-cells short stack
averaged cell

Partial Sinusoidal FU < 85% FU ≥ 85%
di�erent nominal

condition
CEA 6-cells short stack Partial PRBS FU < 82% FU ≥ 82% high degradation

VTT
64-cells full stack

Lab test
Complete Sinusoidal FU < 75% FU ≥ 75%

SP
64-cells full stack
On-�eld test

Complete
Sinusoidal
and PRBS

FU < 70% FU ≥ 70%

Table 3.4: Resume of the analysis performed and the fuel starvation isolation
upon the experimental campaign.

From this table, an interesting remark can be devoted to the fuel
utilization limit to distinguish the FC state from nominal to faulty. Ta-
ble 3.4 shows how this limit reduces with the size of the FC; indeed, a
segmented cell can stand high fuel utilization levels up to 90%, the single
cell up to ≈ 80%, whereas a 64-cells stack su�ers form fuel starvation
for F.U. ≥ 70%. This is expected, due to the path of the fuel within
the cell and the distribution of the fuel among the cells. Moreover, this
result could suggest a scalability of the approach at di�erent FC sizes
and set-ups.



Chapter 4

The conventional approach -

dynamic modelling

4.1 Lumped models - Features and applications

A fast lumped model that reproduces real system behaviour with
an acceptable error is useful for the monitoring phase of the main vari-
ables during FC operations. Indeed, a reliable simulation can improve
the monitoring, providing with reference values (i.e. nominal and un-
faulty conditions) that can be compared to real system ones to evaluate
real-time residuals 1. The fault detection and isolation algorithm is thus
supported through a real-time estimation of residuals that can turn into
arising symptoms of a probable malfunctioning occurring. The combi-
nation of conventional signals (i.e. voltage, temperature, pressures, etc.)
with EIS measurements could further improve the number of symptoms
that can characterize the fault detection phase if their related thresh-
olds are suitably set. Moreover, a reliable model could also help in the
design of the Fault Signature Matrix by adding extra features that can-
not be directly extracted from measurements. The model described in

1It is worth remarking that a residual is a di�erence between the measure and
its reference value. As shown in section 3.3.1 the threshold is set as function of the
reference value; thus, if the measure is beyond the threshold (i.e., the residual is
higher than the nominal region) the related symptom is activated and the detection
phase can be applied.
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the following is thus the framework of the Fault Detection and Isolation
algorithm and the starting point for the development of both fault mit-
igation strategies and a lifetime estimation tool. Furthermore, it could
be the frame in which information derived from EIS- and ECM-based al-
gorithms are combined along with conventional signals into an aggregate
model for control, diagnosis and lifetime estimation.

4.2 The dynamic SOFC stack lumped model

A lumped dynamic modelling approach has been adopted to simu-
late the electrochemistry of the SOFC stack, while guaranteeing a good
trade-o� between accuracy and computational burden. The model herein
presented is a follow-up of previous works [193] and [194], dealing with
SOFC systems, developed and validated in the framework of the Eu-
ropean Project Diamond. Marra et al. [193] simulates a conventional
system, in which all BoP components (i.e. Stack, Postburner, Heat ex-
changer) are thermally insulated, while Gallo et al. [194] simulates an
Integrated System Module (ISM), in which all ancillaries are integrated
with the stack in a box and exchange heat through conduction, con-
vection and radiation mechanisms. In both models ([193] and [195])
the system components, including the stack, have been developed by
applying the energy conservation principle to each one of them. As
a consequence, their dynamic behaviour is represented as a �rst order
time-di�erential equations system. Even in this case, the same approach
has been adopted. A general-purpose mathematical software tool, i.e.
MATLAB®, is adopted to develop the simulation code and particularly
the SIMULINK environment to perform the dynamic model simulation.
The dynamic stack model has been extracted and suitably adapted to
estimate the behaviour of a 6-cell short stack made by SolidPower (SP)
and tested by DTU and CEA. The dynamic behaviour is herein devel-
oped by applying the energy conservation principle, through a a �rst
order time-di�erential system.
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The following assumptions were made:

i) negligible pressure drop;

ii) negligible variation of gases sensible heat;

iii) dynamics of electrochemistry and mass transfer phenomena much
faster than thermal one;

iv) gases and solid temperature equal at the outlet section;

v) outlet gas composition species considered in chemical equilibrium
and the fuel supposed to be totally reformed in the anode side of
the stack;

vi) only one outlet temperature considered as state variable of the gas
instead of the anode and the cathode one.

According to these hypotheses, the energy balance reads as follows:

K
dT

dt
= Ėin − Ėout + Q̇− P (4.1)

In the energy conservation principle here applied, K is the stack heat
capacity, T is the stack outlet temperature, Ėin and Ėout are the inlet
and outlet energy �ows respectively, P is the electrical power and Q̇
is the heat exchanged in case of non-adiabatic conditions. For more
information about the thermal exchange among the BoP components,
the reader is addressed to [194]. The eq. 4.1 can be detailed as:

KFC
dTFC,out

dt
= ĖFC,in − ĖFC,out − VFC · IFC + Q̇ (4.2)

where KFC only accounts for the solid part (e.g. cell trilayers and inter-
connects), it was identi�ed against experimental data in [193] and herein
adopted. Ėin and Ėout are the gases energy �ows at the inlet and outlet
sections of the stack, respectively, calculated according to the following
equations:

ĖFC,in =
∑

ṅi,in · hi(Tan,in) +
∑

ṅj,in · hj(Tca,in) (4.3)
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ĖFC,out =
∑

ṅi,out · hi(Tan,out) +
∑

ṅj,out · hj(Tca,out) (4.4)

The footers i and j stand for the chemical species at the anode and the
cathode side respectively, as follows:{

i = [H2, H2O,CH4, CO,CO2] anode side
j = [O2, N2] cathode side

(4.5)

The molar �ow rates ṅi are calculated by solving the following equa-
tions systems, which represent the mass balance of the elements/compounds
in the anode and cathode sides, respectively:

anode :



ṅH2,out = ṅH2,in + 3 · ṙref + ṙshift − ṙox
ṅCH4,out = 0
ṅCO,out = ṅCO,in + ṙref − ṙshift
ṅCO2,out = ṅCO2,in + ṙshift
ṁH2,out + ṁH2O,out + ṁCH4,out + ṁCO,out + ṁCO2,out =

= ṁH2,in + ṁH2O,in + ṁCH4,in + ṁCO,in + ṁCO2,in

kshift =
XH2,out

·XCO2,out

XCO,out·XH2O,out
=

ṅH2,out
·ṅCO2,out

ṅCO,out·ṅH2O,out

(4.6)

cathode :

{
ṅO2,out = ṅO2,in − 0.5 · ṙox
ṅN2,out = ṅN2,in

(4.7)

Considering the methane reforming, water-gas shift and electro-oxidation
reactions described in the equation below, the molar �ow rates ṅi are cal-
culated through the evaluation of the reaction rates of each species and
considering the aforementioned assumption (v):

CH4 +H2O → 3H2 + CO reforming
CO +H2O → CO2 +H2 water gas shift
H2 + 1

2O2 → H2O electro-oxidation
(4.8)

where ṙox is the reaction rate of the electro-oxidation reaction and it can
be easily derived through the Faraday's law:

ṙox =
I

2F
(4.9)
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These equations can be solved by assuming the equilibrium constant
of the water-gas-shift reaction, kshift, calculated as function of the anode
outlet temperature:

kshift(TFC,out) = e
−∆Gshift(TFC,out)

R·TFC,out (4.10)

where ∆Gshift is the variation of the Gibbs Free Energy of the water gas
shift reaction, calculated as follows:

∆Gshift(T ) = ∆Hshift(T )− T ·∆Sshift(T ) (4.11)

where ∆Hshift and ∆Sshift are the enthalpy and the entropy variations
associated to the water gas shift reaction (see eq.4.8), respectively. Con-
sidering speci�c molar values, the Gibbs free energy is calculated accord-
ing to the following equations:

∆gshift(T ) = ∆hshift(T )− T ·∆sshift(T ) (4.12)

∆hshift(T ) = hCO2(T ) · hH2(T )− hCO(T )− hH2O(T ) (4.13)

∆sshift(T ) = sCO2(T ) · sH2(T )− sCO(T )− sH2O(T ) (4.14)

The electrochemistry of the stack is modelled through an Area Spe-
ci�c Resistance (ASR) approach [196]. The cell voltage is thus evaluated
as follows:

VFC = Vcell · ncells = ncells · (VNernst − J ·ASR− Voff ) (4.15)

VNernst =
−∆G(TFC,out)

nel · F
−
R · TFC,out
nel · F

· ln(
p̄H2O

p̄H2 · p̄O2
1
2

) (4.16)

ASR = ASR0 · e
Ea
R
·( 1

TFC,out
− 1

T0
)

(4.17)

The electrochemical sub-model accounts for the Nernst potential,
polarization losses and the o�set voltage Voff , which can be ascribed
to the cell crossover of gases at open circuit (eq. 4.15); J is the current
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density. The Nernst potential, VNernst is calculated through eq. (4.16),
where the average values of gas concentrations (i.e. partial pressure) are
calculated between the stack inlet and outlet sections. With reference to
the ASR approach, ASR0 is the Area Speci�c Resistance at the reference
temperature T0 and Ea is the activation energy. The parameters ASR0,
Ea, T0 and Voff need to be identi�ed against experimental data for a
properly characterization of such system.
Usually, during the lab tests, the stack is surrounded by a furnace for
a proper regulation of the temperature and to reduce thermal spikes
that in a real environment could occur. Thus a related modelling of such
e�ect needs to be considered. Assuming that the used dataset refers from
systems surrounded by a furnace, the stack model is thus improved by
considering its temperature Tfurnace and the related dynamics Kfurnace

that a�ect the stack outlet temperature as well. Particularly, the furnace
e�ect is modelled as a convective exchange whose coe�cient hconv needs
to be identi�ed against experimental data. The furnace exchange is
estimated as:

Q̇furnace = hconv ·AStack · (Tfurnace − TStack) (4.18)

where the AStack is the surface area of the stack involved into the
convective exchange, while hconv is the heat transfer coe�cient of the
air inside the furnace. Moreover, it is worth remarking that the furnaces
pushes the stack to have an overall thermal dynamics notably slower than
the isolated case. Thus, for the sake of modelling, the Kfurnace param-
eter, properly identi�ed against experimental data, is clearly considered
in the dynamics evaluation of the stack as well.

It is worth remarking that, to develop a fast and reliable SOFC stack
model, the MATLAB/SIMULINK environment has been chosen. This
allowed to apply a model-in-the-loop technique to abstract the Fuel Cell
behaviour in a way that the described dynamic lumped model could be
used to test, simulate and also be validated by using the measured data
from experimental campaign as inputs. Furthermore, such programming
environment allowed to have a model ready to be converted in C-language
for its possible future control- and diagnostic- oriented applications, to
be run in parallel with the real system.

The Parameters identi�cation and the validation of the model has
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generated by the simpli�cations made; on the other hand they push the
modelling toward the reduction of the computational burden with re-
spect to the physical content of the results; this allows developing a fast
model capable of running in parallel with the real system.

The main challenge faced in this dataset handling was the lack of
some important measurements within the stack, such as the gas com-
position, the thickness, the porosity and others; to overcome this issue,
a parameters identi�cation procedure was developed, involving both ex-
perimental and simulated data.

The model has been was fed with measured data provided in the
frame of the INSIGHT project, i.e. mass �ow rates, gas compositions
and temperatures at stack inlet, voltage and current. The parameter
identi�cation procedure entailed three steps, as shown in �gure 4.2:

1. Feeding the model with the information related to the input �ows
and temperatures, current and outlet temperature, the minimiza-
tion on the Voltage can be performed to identify the ASR param-
eters (i.e. ASR0, Ea, T0 and Voff ) of eq. 4.17. This can be done
in stationary conditions, mainly during the characterization tests,
whose aim was to produce the V-I curves;

2. Once identi�ed such parameters, the voltage has been modelled,
and the minimization routine on the temperature was run; this al-
lowed to identify the thermal dynamics of both stacks and furnace,
along with the convective heat exchange h of the surrounding, used
to model the furnace e�ect. For this identi�cation the V-I curves of
the characterization tests were used to properly tune the thermal
dynamics.

3. Finally, the complete data set has been exploited to validate the
model outputs, particularly for voltage and stack outlet tempera-
ture.
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As aforementioned, the parameter identi�cation process entailed the
exploitation of the V-I experimental curves to clearly identify the param-
eters for voltage estimation. Figure 4.3 shows the experimental inputs of
the real system applied for each characterization test and here reported
for the �rst one, used for the identi�cation of the ASR parameters (phase
1 of �gure 4.2). Particularly, the main measurements of the current (�g-
ure 4.3 A) ), voltage (�gure 4.3 B) ) and the temperatures of the �ows
at intlet (�gure 4.3 C) ) and at the outlet (�gure 4.3 D) ) are reported
along with the furnace imposed temperature (�gure 4.3 D) ). This test
lasted about 40 minutes and consisted in a stepwise increase of the load
from 4 A to 40 A with a constant inlet �ow.

Figure 4.3: Stack measurements during characterization test n.1

The ASR-based voltage parameters, namely ASR0, Ea, T0 and Voff ,
are the identi�ed by minimizing the mean squared error (MSE) between
the experimental voltage and the estimated one, de�ned by the eqq.
4.15-4.17. The Nernst voltage is then simulated according to eq. 4.15,
where the inlet �ows are measured and the outlet ones are derived by
the model fed by all measured variables (i.e., inlet �ows, current, volt-
age, outlet temperature, etc.). Figure 4.4 shows the reliability of the
parameters identi�cation. Particularly, �gure 4.4 A) shows the compar-
ison between the measured voltage and the simulated one with respect
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to the time, whereas �gure 4.4 B) presents the V-I curves derived from
the measured and simulated voltage respectively. It is worth comment-
ing that in this preliminary stage of the voltage identi�cation, the outlet
stack temperature namely Tstack,out, of eqq. 4.16 and 4.17 is the cathode
outlet measured one, according to the hypothesis vi of section 4.2.

Figure 4.4: Voltage model parameters identi�cation. The red markers repre-
sent the simulated voltage while the black ones represent the measured ones.
A) shows the voltage trend over time whereas B) presents the V-I curve.

To verify the quality of the minimization problem adopted for the
parameter identi�cation, a correlation graph is herein presented. It is
worth remarking that identi�cation data (circle markers) present a good
correlation due to the minimization function adopted for the ASR ap-
proach (see eqq. 4.16 and 4.17), while validation data (star markers)
show a relative error lower than 1%.
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Figure 4.6: Parameter validation against the characterization test of voltage
(�gure A) and stack outlet temperature (�gure B). The measured variable is
coloured in blue whereas the simulated one is sketched in red.

According to the �gure, the simulated stack voltage well �ts the ex-
perimental data, with a relative error lower than 1%. Looking at the
cathode outlet temperature and considering that the �ow is kept con-
stant, a step-wise shape similar to that one of the voltage (even if in
reverse) is expected; however, the thermal dynamics is highly a�ected
by the furnace, whose lumped heat capacity (Kfurnace) is notably higher
than the stack one, thus overlapping the expected behaviour of the tem-
perature and imposing a thermal dynamics of a one order of magnitude
higher than that one of the stack.

Table 4.1 resumes the identi�ed values of the lumped dynamic model
parameters achieved by means of the process described in �gure 4.2.
Particularly, the parameters referring to the ASR, the dynamics of the
stack and the furnace e�ect are reported.
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Parameter Kstack ASR0 Ea T0 Vo� hconv · Astack

Value 15 JK−1 0.4795 Ωcm2 59441 Jmol−1 1003 K 0.030654 V 7.25 WK−1

Table 4.1: Identi�ed stack model parameters.

4.2.2 Validation and Results

According to the Experimental test protocol presented in Figure 4.1,
the model has been tested and validated against experimental data pro-
vided by DTU on the 6-cell short stack. The lumped approach adopted
ensures a good trade-o� between accuracy and computational burden.
Indeed, the model simulates more than 800 hours in less than 120 sec-
onds with an error in voltage and temperature less than 1% in nominal
conditions. This proves its applicability for the online monitoring of the
FC.

Some relevant measures of the DTU dataset are presented in �gure
4.7, namely current (A), voltage (B), fuel utilization (C) and tempera-
ture (D). Particularly, the experimental dataset used for the validation
consisted in the 3 durability tests and the 2 fuel starvation ones as high-
lighted in di�erent colours in �gure 4.1. It is worth nothing that the
characterization tests have been used only for the parameters identi�ca-
tion and neglected during the long term simulation to avoid modelling
interruption due to the shift of the operating condition in OCV mode.
Indeed, the model has been built for i > 0 and thus not applied for the
OCV conditions that are those time intervals �lled with grey color in the
�gure 4.7.
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As already presented, the complete test protocol entailed two con-
tiguous "durability" tests at di�erent loads (green areas), a starvation
test performed by changing the fuel �ow at constant current (red area),
followed by a third "durability" test (green area) and, �nally, a second
starvation test conducted by changing the current at constant fuel �ow
(red area). Since the OCV conditions have been neglected from mea-
surement, a constant conditions (�lled with grey color in �gure 4.7) have
been added between each tests to merge them without interrupting the
simulation; therefore, such data are not representative for the analysis
of the results. Moreover, the spikes in voltage (see �gure 4.7 B) refer
to the EIS measurements performed during the test, and described in
section 3.2. Indeed, during an EIS measurement, the perturbation is
superimposed on the stable current set point: the FC presents a �uc-
tuation in the voltage, whose frequency and amplitude depends on the
stimulus amplitude, the wave form of the imposed signal and on the
relaxation times of the main electrochemical processes occurring. For
modelling purposes these spikes are not relevant for the monitoring of
the stack, since their occurrence is limited in time and, considering the
slow thermal dynamics, they have no e�ect on the other variables; Never-
theless, they can give an hint on the time at which the EIS measurement
is performed, so they can graphically link the diagnostic measurement
within the experimental campaign. Moreover, it is worth adding a com-
ment on the spike at 280 h. It is an unexpected behaviour of the stack,
likely due to an immediate change in the fuel �ow; however, such be-
haviour is instantaneous so not relevant for the analysis as well as does
not worsen the modelling results for monitoring and diagnostic purposes.

The experimental campaign has two main aims: to test and validate
the model and to infer on degradation and malfunctioning of the system
as well. The lumped dynamic model has been applied on the complete
available dataset, and the comparison between the experimental data
and the results of the lumped dynamic model are presented in Figure
4.8. More than 800 hours of experimental testing have been simulated
in less than 2 minutes, proving the feasibility of the application of the
lumped approach for on-line monitoring purposes. Particularly, �gure
4.8 A) shows the comparison of the measured voltage with the simulated
ones, whereas the temperature comparison is presented in �gure 4.8 B).
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Here the coloured areas distinguish the di�erent tests according to the
color used in the previous �gures.

Figure 4.8: Comparison of experiments with respect to the model outputs.
In A) the voltage comparison is presented whereas B) shows the simulation of
the stack outlet temperature with respect to the cathode outlet measured one.

Looking at the voltage, the blue spikes in the measured data refer
to the perturbations due to the EIS measurements and thus they should
be neglected. On the other hand, the red spikes in the modelling results
are related to some mathematical issues occurring in a short time win-
dow; they are related to some high non linearities in the solution of the
di�erential equations governing the lumped modelling. Since they are in-
stantaneous they are not reliable and can be easy considered as outliers,
thus negligible in the overall analysis of the physical model adherence.

Model parameters have been identi�ed using the V-I curves and the
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initial conditions data at t=0 for both voltage and temperature, whose
comparison is presented in Figure 4.8 A) and B) respectively. It is worth
remarking that, due to the modelling hypothesis described in section 4.2,
the representative simulated stack outlet temperature is assumed as an
averaged outlet temperature of the two electrodes, lumped state vari-
able of the Stack outlet. This helps in simplifying the stack modelling
approach and in sensibly reducing the computational burden of the ap-
proach, thus re�ecting in a fast model able to provide estimation in a
couple of seconds.

From Figure 4.8, it is interesting to note how both the simulated
voltage and temperature have a quite good matching with their respec-
tively measurements. For the evaluation of the accuracy of the model
outcomes, the percentage error is then calculated as:

εx =
|xmeasure − xmodel|

xmeasure
· 100% (4.20)

where x is voltage or cathode/stack outlet temperature.

Figure 4.9 reports the two percentage errors. It is worth commenting
that the highest error in voltage estimation (�gure 4.8 A) ) is less than
2% with respect to a nominal condition (e.g. during a "durability" test)
and less than 5% during an induced faulty condition (e.g. during the two
fuel starvation tests). For the temperature comparison of �gure 4.8 B),
the maximum error is less than 1% in both nominal and faulty condi-
tions, thus proving the reliability of the model on the temperature since
it is not highly a�ected by the changes in the F.U. due to the furnace
e�ect. It is clear that the EIS measurements are not accounted by the
model and the perturbation signal imposed for such measurements is
not considered in the current value, input of the model; thus, when EIS
measurement is performed, a very high percentage error in the model
simulation, not relevant for the model validation, is observed.
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Figure 4.9: Percentage model error. The error has been evaluated as the
ratio of the di�erence between real and modelled values with respect to the
real ones.

The �rst "durability" test clearly shows a degradation in the voltage
that can be ascribed to a natural ageing of the stack. Its behaviour sug-
gests a linear trend that can be identi�ed by means of linear decreasing
function of the time:

Vaging = r · t (4.21)

where r is the natural ageing degradation rate. From the "durability"
test n.1, a loss of 0.045V in 200h has been evaluated, so the r can be
set to 0.225mV/h. By including the ageing model (4.21) into the voltage
sub-model as a further time-dependent loss, the eq. 4.15 becomes:

VFC = Vcell ·ncells = ncells · (VNernst−J ·ASR−Voff )−Vaging(t) (4.22)

The results of the model (4.22) are shown in �gure 4.10 that reports
the time window 0-220 h ("durability test" n.1). The upper �gure A)
shows the comparison between the measured voltage, the simulated one
without any time-dependent loss and the simulated one with the natural
ageing, while B) reports the temperature comparison. The improve-
ment in voltage simulation is evident, whereas the temperature does not
present any sensible variation, being its modelling error very limited and
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not really a�ected by a slight change in the voltage due to the furnace
e�ect.

Figure 4.10: Natural ageing identi�cation and modelling implementation
upon experimental data set "durability test n.1". Here the identi�ed linear
degradation rate has been implemented within the model and both voltage (A)
and temperature (B) are sketched. Particularly while in red line there is the
nominal (i.e. with no degradation) model, in green line the updated model is
superimposed on the measurement.
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To perform the complete validation of the system, the "durability
test n.1" has been thus neglected and a re-identi�cation of the voltage
model parameter Voffset has been done. This allowed to match the new
reference voltage without changing the ASR parameters identi�cation
performed on the characterization tests already validated. Indeed, this
latter validation con�rms that the high degradation rate should be re-
lated to a dynamic e�ect on the stack, which shows a strong degradation
in the �rst part of the data-set before reaching a stabilization. Such a
behaviour is most likely due to a redistribution of the TPB at the anode
side, thus modelled through the Voffset parameter.

It is worth commenting that the identi�ed ASR parameters upon the
measured V-I curves are not changed, but for the Voffset, since a unex-
pected phenomenon occurred, (probably changing the morphology of the
anode) and the TPB length, which is directly correlated to the voltage,
probably changed as well. Such re-identi�cation is thus necessary due to
the new nominal condition achieved, not really related to the operating
variables, so much as to the new TPB redistribution at the anode side.
Obviously, this is not necessary if a new nominal condition is set upon the
changing of the operating variables, since the model is correctly identi�ed
on the unfaulty (i.e., healthy) system. On the other hand, if the stack
experiences a degradation phenomenon or a malfunctioning, the model
will not be able to match the system behaviour if no re-identi�cation of
the parameters a�ected by such degradation phenomenon/fault is per-
formed. The new model validation in terms of voltage and temperature
by neglecting the "durability test n.1" is thus presented in Figure 4.12.
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Figure 4.12: Dynamic model outputs with re-identi�ed parameters against
the updated dataset. It is worth commenting that the model shows a good
accuracy with respect to the measured values.

To show the achieved improvement, a comparison of the percentage
model errors before and after the re-identi�cation is presented in Figure
4.13, in terms of both voltage (�gure A) and temperature (�gure B).
The improved model with re-identi�ed parameters against the updated
dataset presents a percentage error notably lower than the one shown
in Figure 4.9, here de�ned "complete dataset". Indeed, it is possible
to note how the error in voltage estimation remarkably decreases with
the re-identi�cation process, whereas the temperature one is not really
a�ected by such improvement, whose error is about 0.1% . Particularly,
the updated model error is lower than the 0.5%, except when the FC is
a�ected by fuel starvation. In those cases the error is clearly higher, but
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it is expected considering the purpose of the lumped dynamic approach:
the model has to simulate the nominal expected conditions that can be
considered as a reference for the nominal status of the stack. When an
unexpected event occurs (i.e. a fuel starvation) the measured data should
diverge from the reference modelled value, which simulates the stack in
unfaulty conditions. Therefore, an increase in the error of the model
during abnormal conditions could trigger the fault detection process thus
achieving one of the aim for what such approach has been conceived.

Figure 4.13: Percentage model error with re-identi�ed parameters against the
updated dataset. The error has been evaluated as the ratio between the di�er-
ence between real and modelled values with respect to the real measurement,
according to eq. 4.20. In the �gure the comparison of the errors in voltage (A)
and temperature (B) estimation is presented.
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The results provided so far demonstrate the model capability of es-
timating the nominal condition of the 6-cells short stack in terms of
voltage and outlet temperature, by feeding it with only information on
current, inlet �ows and temperature. Furthermore, it is possible to esti-
mate the outlet �ows leaving both anode and cathode side, thanks to the
eqq. 4.6-4.7; the validation of such variable simulation was not possible
due to the lack of proper sensors installed on the real system; however,
considering the correlation of the output �ows in the Nernst equation
(see eq. 4.16) for the voltage sub-model, the reliability of such variables
could be con�rmed.

4.2.3 Results: The Fuel Starvation tests

Once validated the model in nominal conditions it is interesting to
study the e�ect of the fuel starvation through the analysis of the sim-
ulations. As described in section 3.2 the DTU experimental campaign
contains two fuel starvation tests. The "test n.1" was performed at con-
stant current of 32 A with an increased Fuel Utilization step of 5% by
operating on the fuel valve throttle. The second test (named "n.2") was
conducted under constant power operating conditions to mimic again the
e�ect of a possible starvation. Here, the constant power mode operations
were achieved by regulating the current according to the voltage of the
stack and then adjusting the fuel �ow to �x the F.U. value. In this case,
the fuel starvation was performed by increasing the current during the
operation while keeping �xed the fuel �ow set point. Both tests were
conducted for 50 hours and presented 4 F.U. levels, that are 76.5% (i.e.
nominal condition), 82.5%, 87.5%, 92.5%, with a direct return to the
nominal condition of 76.5% at the test ending.

� Fuel starvation test n.1

The test was conducted after the "durability test n.2" and required
50 hours. Since the lumped model accounts for inlet �ows and
temperatures along with the current, the fuel utilization step is
properly simulated, as shown in Figure 4.14 A).
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Figure 4.14: Fuel starvation test n.1. modelling results. A) Fuel Utilization
simulation, B) current, C) comparison (simulated/measured) on the voltage,
whereas D) stack outlet temperatures

The voltage estimation presents the same shape of the measured
one, but with an evident divergence that can be ascribed to the
detrimental e�ect of the fuel starvation, as shown in �gure 4.14
C). Indeed, looking at the �gure it is possible to understand that
the more is the fuel utilization the more is the divergence between
measurement and simulation. On the other hand, the temperature
does not appear a�ected by such condition, as shown in �gure
4.14 D) where the model di�ers from the measurement of just 1
K. This con�rms that the model well simulates the dynamics of
the stack, while not completely accounting for the electrochemical
phenomena within the FC caused by the imposed fuel starvation,
resulting in a voltage overestimation. This is expected since the
model is conceived to reproduce the nominal behaviour of the stack,
with no fault implemented/occurring.

When the fuel starvation is induced, an increase in the error of the
model is observed. This allows the detectability of a not expected
system condition and could activate an alarm and trigger the fault
detection process.



Chapter 4 - The conventional approach - dynamic modelling 159

The modelling error (i.e., residual) is shown in Figure 4.15, where
the ∆V presents a stepwise increase with respect to the increasing
Fuel Utilization. Such trend is parabolic if compared to the Fuel
utilization values, as shown in Figure 4.16, and it can be analysed
by exploiting the EIS data collected on such system and used for
the FDI algorithm development in Chapter 3.

Figure 4.15: Stack voltage residual during fuel starvation test n.1. The ∆V
is de�ned as the absolute value of the di�erence between measured (faulty) and
simulated (nominal) voltage.

Looking at the EIS spectra analysed through the MGFG algorithm
and detailed at the low frequency region via "Partial analysis" in
3.4, it is interesting to note that the low frequency arc increases at
high fuel utilization, as detailed in the FDI paragraph.

Figure 4.16 shows the identi�ed EIS spectra (�gure A) along with
the extracted relevant ECM parameter trends (�gure B). Under
fuel starvation, the ECM parameters show an increase of the low
frequency element (RLF ) with a constant behaviour at high fre-
quencies (RCUT ) and a consequently increase in the total resistance
(RTOT ).
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Figure 4.16: Fuel Starvation test n.1 - EIS identi�ed spectra (A) and param-
eter trends (B)

It is possible to state that the increase in RLF immediately re�ects
in RTOT according to the following equation:

RTOT = RLF +RCUT with ∆RCUT ≈ 0 (4.23)

To investigate a possible correlation between EIS measurements
and conventional ones (i.e., voltage, temperature, etc.), the com-
parison of RTOT trend with voltage residual (nominal/faulty) ∆V
is presented in Figure 4.17. It suggests a direct correlation between
the considered fault and the evolution of the extracted features by
means of the MGFG algorithm.

Therefore, it is evident a link between the electrochemical processes
occurring within the Stack and its related voltage measurement.
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Figure 4.17: Fuel starvation test n.1 - Residual voltage (nominal/faulty) vs
total resistance trend comparison.

This behaviour suggests a similar dependence of both parameters
on the Fuel utilization, likely parabolic, with di�erent coe�cients;
indeed, if we consider the RTOT at the four F.U. levels it is possible
to state that its variation with respect to the F.U. is parabolic.

A similar comment can be done if we average the δV for each F.U.
step. What does really change is the coe�cient that de�nes the
shape of such parabolic trend. Such comment is also con�rmed by
the fuel starvation test n.2.

This paves the way to further comments and investigations that are
described in Chapter 5, where the correlation between the total
resistance and the discussed model error is further exploited for
RUL estimation.

� Fuel starvation test n.2

The test was conducted after the "durability test n.3" (see �gure
4.7) and, even in this case, it required 50 hours. Instead of changing
the H2 fuel �ow, the fuel starvation test n.2 was performed by
varying the load set point. Particularly, the current was set by
keeping at constant values both voltage and fuel �ow, whose value
was de�ned as function of the nominal conditions.
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As already shown in the starvation test n.1, the fuel utilization
levels imposed, sketched in �gure 4.18 A) are 76.5% (i.e. nominal
condition), 82.5%, 87.5%, 92.5%, and a �nal return to the nominal
condition of 76.5% at the test ending, according to a change in
current, as shown in �gure 4.18 B). Again the voltage estimation
presents the same shape of the measured one, with a sensible over-
estimation (see �gure 4.18 C), while the temperature di�ers from
the nominal one for a couple of degrees, as shown in �gure 4.18 D).

Figure 4.18: Fuel starvation test n.2. modelling outcomes. A) shows the Fuel
Utilization simulation, B) the current, C)the comparison (simulated/measured)
on the voltage, whereas D) shows the stack outlet temperatures
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The EIS spectra, analysed through the MGFG Algorithm and de-
tailed at the low frequency region via "Partial analysis" (�gure 4.19
A) con�rms the increase in RLF and RTOT while keeping constant
the RCUT (�gure 4.19 B).

Figure 4.19: Fuel Starvation test n.2 - EIS identi�ed spectra (A) and param-
eter trends (B).

Thus, the comparison of the RTOT trend with respect to the resid-
ual voltage (nominal/faulty) ∆V, presented in �gure 4.20 A), sug-
gests again the possible correlation between EIS extracted metrics
and dynamic measurements; particularly, in this case, the increase
of RTOT with the fuel utilization is very similar if compared to the
∆V with respect to that one of the starvation test n.1 and shown
in �gure 4.20 B).
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Figure 4.20: Residual voltage (nominal/faulty) vs total resistance trend com-
parison. A) shows the results for fuel starvation test n.2, while B) the ones for
the starvation test n.1.

The results provided by the developed lumped model along with the
information derived from both conventional measurements and the EIS-
based analysis highly suggest their strong dependency for the State of
Health monitoring of the FC. By coupling it would be possible to have a
clear view on the State of Health of the Stack to perform a lifetime esti-
mation analysis in parallel with a continuous monitoring for diagnostic
purposes. Nevertheless, thanks to the �exibility of the EIS technique, a
discrete real time updating of the lumped model according to such mea-
surements could be considered to tune the model according the current
FC conditions. Moreover, the nominal reference might be updated as
function of the operation history and malfunctioning occurring.



Chapter 5

Remaining Useful Life

5.1 The RUL

The EIS technique is generally applied to gain insight on the State
of Health (SoH) of electrochemical devices in a fast and almost not in-
vasive way, to obtain information also on board, as discussed in section
3.5. Indeed, thanks to the information on the several electrochemical
phenomena occurring in the cell/stack, on-line diagnosis can be per-
formed during its operation, with no need for conventional manoeuvres
(e.g. I-V curves). However, to enhance the lifetime of such systems
and their commercialization, a conventional fault detection and isolation
algorithm would not be enough. Thus, diagnostic routines should be im-
proved by implementing advanced SoH inference process. Moreover, the
combination of diagnostics and mitigation strategies allows extending the
Remaining Useful Life (RUL) of such systems, identifying proper coun-
termeasures to cope with the malfunctions occurring within the stack
and/or planning the proper maintenance action. A combination of the
information derived from conventional measurements along with the in-
situ electrochemical ones derived from EIS could help in the real-time
natural ageing estimation process. Particularly, from the ECM identi�ed
via MGFG algorithm, some characteristic parameters, such as ohmic and
total resistances, can be coupled to an Area Speci�c Resistance (ASR)
approach within the lumped model. This allows a real-time tuning of
the SoH estimation with updated information on the occurring electro-
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chemical process with respect to the nominal (i.e. expected) conditions.
The information derived from the EIS spectrum allows tuning the

voltage degradation over time, based on the estimated nominal behaviour
provided by the lumped model. Indeed, it will be shown that the time
trend of the identi�ed parameters is proportional to the ageing of the
cell, if no other abnormal condition occurs. This guarantees an on-line
RUL estimation and a more reliable fault diagnosis. The methodology
considered for model design consists in a lumped approach, allowing
the algorithms to run in parallel with the real system along with the EIS
measurements performed at de�ned intervals according to the monitoring
test plan. The features extraction performed through an ECM-based
approach allows integrating the real-time information about the system
state directly into the voltage estimation.

5.2 EIS-based features integration into the lumped

model

The stack dynamic model described in Chapter 4 simulates the nom-
inal voltage of the system according to the stack inlet �ows and the
operating variables, whereas the ECM identi�ed by MGFG Algorithm
(introduced in Chapter 3) allows monitoring the changing in the mag-
nitude of the parameters related to electrochemical phenomena via real
time measurements.

According to the evidences presented in section 3.4, the RTOT (i.e.
the intercept of the Nyquist plot at low frequencies with the Real(Z)
axis) is a reliable indicator of the natural ageing of the stack. Indeed,
as shown in �gure 3.11, a signi�cant degradation in the Fuel Cell shows
an increase in both Rcut (i.e. the intercept of the Nyquist plot at high
frequencies with the Real(Z) axis for the "partial analysis"), RLF (i.e.
the resistance related to the arc whose characteristic frequency peak is
around 10 Hz) and RTOT , which is the parameter containing all the
losses revealed within the cell.

The variation of the total Resistance (∆RTOT ) can be an indicator of
the change in the electrochemistry of the cell and it can be considered as
a further voltage loss in the ASR model (see eq. 4.15), as a term (ηdeg)
related to the degradation, according to the follow equations:
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ηdeg = i ·∆RTOT = i · (RTOT,t=i −RTOT,t=ref ) (5.1)

where the time t = i is the current time of the measurement, whereas
t = ref indicates the time of nominal condition taken as reference. As a
consequence, the eq. 4.15 can be rewritten as:

VFC = Vcell · ncells = ncells · (VNernst − J ·ASR− Voff − ηdeg) (5.2)

5.2.1 Algorithm test on experimental data - Data taken

from literature

Literature survey proves that the total resistance measured via EIS
during long term tests increases with time if no other sudden and unex-
pected events occur, as reported by Mosbaekaet al. in [197]. According
to their measurements, during a long term test of 2500h at steady state
operating conditions on a 13-cell stack, the authors found an increase in
the ohmic (R0) and polarization (Rpol) resistances likely linked to the
stack degradation rate. Considering the total resistance RTOT as the sum
of R0 and Rpol, its trend seems to be directly correlated to the voltage
degradation loss. Thus, improving the ASR approach with an additional
degradation term, named ηdeg, it is possible matching the natural ageing
of the system and thus to perform a RUL estimation as well.

The methodology herein described was preliminary applied to the
data presented in [197] to understand its feasibility. In [197] the authors
also tested the 13-cells stack during 2500h of operation with 52% fuel
utilization and constant current load (0.1Acm−2) at 750C. EIS measures
were taken on a four repeating units with di�erent coatings. Particularly,
#RU2 and #RU4 presented an expected behaviour with an almost linear
increase in both R0 and Rpol (and thus RTOT linearly increases as well).
Results are shown in �gure 5.1, where the evaluation of the nominal be-
haviour (constant) of the voltage is enriched with the info derived by the
EIS-based resistances. The interesting results suggest the e�ectiveness
of such methodology, particularly if applied on-line with real time EIS
measurements.
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♠♦❞❡❧✇✐❤❤❡❞❛❛❝♦❧❧❡❝❡❞❜②❈❊❆✳
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Figure 5.3: Model outputs (red lines) vs CEA experiments (blue lines). A)
shows the modelled stack voltage with respect to the measured one. B) shows
the comparison between modelled stack outlet temperature with the cathode
outlet measured one.

The reasons behind the choice of not re-identifying the ASR lumped
parameters for the 6-cells short stack upon CEA experiments relies on
the fact that the stack were produced by the same manufacturer (Solid-
Power) using the same technology. Indeed, as described in section 3.2,
SP provided both CEA and DTU with a identical stack for the purpose
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of the INSIGHT project .
The obtained results con�rmed the robustness of such lumped ap-

proach. The only parameter re-tuned was the VOFFSET , being it linked
to non predictable changes in the boundary conditions. Thus, the lumped
model identi�ed upon DTU 6-cells short stack measurements was was run
using the input data of the operating experimental data to simulate such
conditions measured at CEA on an identical stack provided by the same
manufacturer.

The error of the model was analysed and is presented in Figure 5.4,
here the error is evaluated as the percentage of the di�erence of the
simulation with respect to the measurement. As shown in section 4.2.2,
also in this case the error on temperature is very limited, around the
1%, while the highest error in the voltage estimation is less than 4%
with respect to nominal conditions (e.g. during a "durability" test) and
less than 10% during an induced faulty condition (e.g. during the two
fuel starvation tests).

It is worth noting that in the model the faulty conditions are not
simulated then causing the rising of the error. Moreover, after 2500
h (during the long term test after the system shut-down) the error on
voltage starts increasing with a linear trend. This is a clear indicator of
the natural degradation of the system due to a detrimental phenomena
occurrence.
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♠✐❞❞❧❡♦❢ ❤❡ ❤♦ ❛❝❦❡❡❞❜②❈❊❆✳ ❛✐❝✉❧❛❧②✱❤✐ ❝❡❧❧✇❛❛❢✲
❢❡❝❡❞❜②❛✈✐✐❜❧❡♣❤❡♥♦♠❡♥♦♥♦❝❝✉❡❞❛❢❡✷✵✵✵❤✭❜❡❢♦❡❤❡❧♦♥❣
❡♠❞❡❣❛❞❛✐♦♥❡✮✱✇❤❡♥❤❡ ❛❝❦✇❛ ❡❛❡❞❛❢❡❛❤✉✲❞♦✇♥✳
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in the total resistance of the cell n. 3 is observed. It is evident that
something abnormal occurred after 1500h and it a�ected the neighbours
cells n.2 and 4, whose total resistance slightly increased as well. This
high degradation is not expected from the de�ned nominal conditions
and, in turn, it cannot be simulated by the lumped nominal model as
it is. However, the integration of such information derived from the
EIS measurement can be included to have a better adherence of the
simulation to the real data collected. Indeed, the evaluation of the ηdeg
in eq. 5.2 could help in tuning the voltage estimation as well as the
temperature simulation.

Therefore, by implementing such voltage loss, which can be updated
in real-time whenever a EIS measurement is performed, the dynamic
model simulation is performed, the dynamic model simulation can be
improved by adapting the relevant term in eqq. 5.1 and 5.2. The �gure
5.6 A) reports the voltage and the temperature simulated with the dy-
namic model updated with the RTOT values derived from the EIS data
measured during the overall test campaing. Here the experimental volt-
age is compared to the estimated nominal one, outcome of the "nominal
model", along with that one derived from the "combined model", in which
ηdeg is integrated into the ASR approach. The same approach is adopted
to show the stack outlet temperature results in �gure 5.6 B).

It is worth remarking that the simulated voltage well matches the mea-
sured one but for the two fuel starvation tests (i.e., at 280 h and 550h).
However, it is expected that during a fault the model should be not ca-
pable of reproducing the real behaviour. This is also observed in the
temperature comparison of Figure 5.6 B), where the combined model
simulates a stack temperature higher than the real one, clearly due to
the undervoltage estimation.
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Figure 5.6: Comparison of the "combined model" (simulated+aging) outputs
(red lines), "nominal model" ones (green lines) and the experiments (blue lines).
A) shows the modelled stack voltages with respect to the measured one. B)
shows the comparison between modelled stack outlet temperatures with the
cathode outlet measured one.

To better show the accuracy enhancement of the "combined model"
with the integration of the EIS-based information, the errors of both
"nominal" and "combined" model are reported in Figure 5.7. Figure
A) sketches the error in voltage estimation and the high degradation
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Figure 5.7 shows the improvement in the accuracy of the "combined
model" with respect to the nominal one. Indeed, the error in voltage is
not higher than 2% during the durability tests. Moreover, as sketched
by �gure 5.7 B), a very interesting reduction in the percentage error is
observed in the "combined model", where the linear increase of such error
is avoided thanks to the information derived from EIS measurements;
this allows to reach an error lower than 1%. The outlet temperature
shows a slight reduction in the percentage error during the durability
tests with respect to the classical model, as shown in �gure 5.7 C).

On the other hand, it is worth adding a comment on the model
response during the fuel starvation tests, where the error in voltage in-
creases up to 120% and, in turn, the error in temperature slightly in-
creases up to the 2%. It is clear that in case of fuel starvation, according
to the fault signature matrix developed in section 3.3.2, the total re-
sistance is expected to increase along with the low frequency arc with
the fuel utilization; this re�ects in a high ∆RTOT and then in a high
degradation loss ηdeg.

As a consequence, the error in the voltage estimation reaches very
high values from 40% to 120%. The model incapability of matching
the measurement during a fault is anything but an issue since it allows
individuating a not expected nominal condition. Indeed, this di�erence
between measurement and simulation might trigger the FDI algorithm to
infer on the system status aiming at isolating the possible malfunctioning
occurring.

Thanks to an alarm raised by such residual in voltage, a speci�c EIS
measurements test could be performed to collect as much information as
possible to detect and isolate the fault. On the other hand, if the fault
is not so critical the model could be adapted to the new status of the
cells/stack by updating the ηdeg in eq. 5.2 to account for the impact of
the fault on the evolution of the voltage in time.
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on time, as suggested by the experiments. The �tting was performed
through a least square error technique.

Once de�ned the RTOT = f(t), the derived ηdeg = f(t) is thus im-
plemented within the ASR model and the simulation is run for a time
window larger than the measured one. By doing so, the estimate of the
expected voltage behaviour is performed. Moreover, according to the
manufacturer, a proper threshold was set to de�ne the SoH of the stack.
In this case, SolidPower suggested to set as not-more-reliable limit value
a stack voltage lower than 0.75 V for each cell, which is the value at
which that kind of cell is considered broken or not reliable any more.
Consequently, the stack threshold on the voltage VTh.,stack is de�ned as:

VTh.,stack = VTh.,cell · ncells = 0.75 · ncells = 4.5V (5.3)

The RUL of the stack can thus be de�ned as the intersection between
the threshold VTh.,stack and the voltage; considering the �uctuation in
the measurements, a con�dence interval analysis is required to select an
uncertainty range. It clearly depends on such signal �uctuation and con-
tains all the uncertainties linked to the sensors installed on board as well
as all the signal �uctuations due to noise, EIS measurements and other
possible interferences. Particularly, prediction intervals can be computed
by adopting a linear model with random e�ects and a Gaussian random
noise on measurements, as presented in [101].

The application of the described approach is presented in �gure 5.9,
where the stack voltage behaviour is predicted along with its detrimen-
tal e�ect; moreover, the probable End of Life (i.e., the time at which the
FC is considered not more properly working) is de�ned along with its
uncertainty range.

The choice of predicting the voltage behaviour in time upon EIS
evidences was done to increase the robustness of the model. Indeed,
the EIS measurements can be performed during the stack operations at
�xed time intervals for diagnostic purposes without sensibly changing
the current operation; so the derived information could be immediately
updated within the lumped model to tune-up the voltage estimation.
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Figure 5.10: Cell voltage degradation over time. Comparison between nomi-
nal and real trends A) and degradation rate estimation B).

Figure 5.10 clearly shows that the cell n. 3 (in the middle of the stack)
likely faced up with a problem (probably a strong re-oxidation) at the
restart after the second fuel starvation test (i.e., at 800 h), which wors-
ens after the shut-down at t = 2000h; Here, likely a leakage occurred
and caused a sensible under-voltage, with a rdeg,cell.3 = 0.025mV/h.
Such negative e�ect propagated within the stack over time and a�ected
the neighbour cells; indeed, cells n.2 and n.4 (cyan and magenta lines)
present a degradation rate with a rdeg,cell.2 = 0.010mV/h and rdeg,cell.4 =
0.0075mV/kh respectively.

The RUL estimation is thus performed for the 6 cells according to the
procedure applied to the complete stack and shown in �gure 5.9. The
comparison is sketched in �gure 5.11, in which the yellow highlighted cell
is the one already unreliable at the time of the measurement.
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Figure 5.11: RUL estimation for each cell of the stack. The worst one � cell
n.3 � is highlighted in yellow.

For the sake of comparability, the estimated cells RUL were collected
in a histogram plot along with the stack one and shown in Figure 5.12.
It is easy to understand how a not proper working cell sensibly a�ects
the entire stack and particularly its adjacent cells. This results in a high
lowering of the performance of the stack and in the reduction of the RUL
as well. It is worth commenting that cell n.3 shows a negative RUL, since
it is the one already unreliable (i.e. broken) at the time of the measure-
ment.

Unfortunately, during the on-�eld operation environment, the measure-
ments are usually not performed for each cell, particularly the EIS. This
choice is necessary to reduce the sensors installed on board and to avoid
their invasiveness behaviour. Indeed, for a real system, the measure-
ments are performed on the stack or on cell clusters. This implies that
only the RUL of the stack or the clusters could be estimated. However,
this approach might be even used to support the maintenance, partic-
ularly for the stack replacement operations. If the model is capable of
selecting the not-more-reliable cluster, once done the replacement, same
still healthy ones could be reused for Life Cycle Assessment (LCA).
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Figure 5.12: RUL cells/stack comparison.

In summary, the lumped dynamic model can be coupled to the EIS
based information. This allows enhancing the voltage estimation with
a real-time information from the monitoring and diagnostic tool. The
combination of such information allows re�ning the real time simulation
along with guaranteeing the capability of the model to trigger a more
careful monitoring and diagnostic process, when some residuals have a
not expected behaviour. The RUL estimation is based on the outcomes
of the improved model and on the manufacturer expertise. The proper
de�nition of the stack End of Life allows scheduling the FC maintenance,
particularly useful when this technology is used as backup system or for
a speci�c purpose in which the temporary unavailability is an issue.
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Chapter 6

Mitigation

Mitigation for SOFCs is a new and interesting �eld whose purpose
is to recover from malfunctioning caused by faults occurring within ei-
ther stack or system components as well as to account for degradation
e�ects. The main objective of mitigation is to extend the lifetime or the
availability of the device until maintenance actions will be in place.

The mitigation requires a deep expertise on the phenomena occurring,
the physics of the main processes and the e�ects that they can cause. In-
deed, the iterative procedure to mitigate eventual malfunctioning could
lead to the occurrence of more critical detrimental e�ects. Nevertheless,
it is not very simple to devise a speci�c countermeasure for any kind of
degradation phenomena detected by the diagnostic procedure.

The work presented in this chapter focuses on a innovative and gen-
eralizable approach to apply mitigation strategies to fuel cell powered
systems, through the development of a general methodology to choose
proper countermeasures.

Signal and model-based approaches are used to preliminary verify
the feasibility of such counteractions before applying them on the real
system. A reliable mitigation approach needs a robust fault detection
and isolation support to clearly determine the problem and its sever-
ity. Experimental results, along with heuristic knowledge and industrial
partners expertise, are a crucial steps to devise proper actions aiming at
reducing or even zeroing the detrimental e�ects.



186 Chapter 6 - Mitigation

Within this work, the analysis derived from the literature and the
experimental evidences led to the de�nition of a general methodology
for Fault Mitigation countermeasures. Moreover, the investigated faults
(or a general alarm otherwise) and the related diagnostic evidences used
to perform detection and isolation allow de�ning a countermeasure to
apply in case of proper isolation, depending on the grade of severity of
the isolated malfunctioning.

Furthermore, a study was performed to de�ne a sequence of actions
for the design of an on-board mitigation algorithm and to develop a main-
tenance manual to the user, to suggest the sequence of the operations to
be implemented. Here, the diagnostic algorithm and the related features
extracted are used in a kind of �reverse mode� to provide information
about the feasibility and e�ectiveness of the applied countermeasure.
Particularly, such study was detailed for the Fuel Starvation upon ex-
perimental evidences, along with safety limits related to the system and
provided by industrial partners.

Finally, a methodology that combines the diagnostic techniques and
a mitigated-oriented control approach was de�ned. A case study on
a Fuel Starvation e�ect due to Hydrogen leakage was performed and a
fault mitigation controller was developed to infer on the feasibility of such
procedures according to the constraints related to the SOFC functioning.
Interesting results paved the way to further work aiming at increasing
the TRL of such Monitoring, Diagnostic and Lifetime Tool (MDLT) for
commercial purposes along with a prognostic �eld to be investigated.

6.1 The Concept

The fault mitigation application is anything but simple, and the check
for the feasibility of any operation is needed to act properly on the real
system. The reversibility of a fault highly depends on its nature, and
the Fault Detection and Isolation (FDI) approach, coupled with reliable
lumped models, could also help in estimating possible countermeasures.

Generally, a reliable model-based fault mitigation strategy requires:
i) a model capable of reproducing the system in nominal conditions; ii) a
robust FDI method to isolate the fault and identify its magnitude iii) a
suitable degradation sub-model and iv) a deep knowledge on the physics
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2. Fault Detection The extracted features are analysed to assess if
a faulty event is occurring or not.

3. Fault Isolation If a fault is detected, the component(s) a�ected
by the fault are identi�ed and its location is determined. In this
case, the diagnostic algorithm has to clearly determine which fault
is and where it is located. Then, the faulty RUL (RULF) can be
estimated. Obviously, RULF is supposed to be lower than the RUL
in unfaulty conditions RULN.

4. Fault Identi�cation At this phase, the fault magnitude and its
dynamics are characterized to identify its grade of severity.

5. Fault Mitigation According to the severity of the fault (see Fig-
ure 6.2), a proper mitigation countermeasure can be applied in
order to have a total recovery or to change the operating condi-
tion, aiming at stabilizing the detrimental e�ect by choosing action
that are a compromise between the e�ciency target needed (or the
power) and the RUL.

If it is not possible and the fault cannot be stabilized, a �Take-Home
Operation� could be the most suitable solution to drive the system
towards a maintenance procedure, taking time to properly face up
with the problem. Moreover, if the detrimental e�ect is signi�cant
that no countermeasure could improve the system condition and
no �Take-Home Operation� can be set, an immediate shut-down is
the most recommended solution to prevent critical failures.
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Figure 6.2: Fault Mitigation approach. The monitored output variable Y
behaviour is the key parameter for the mitigation procedure. The black line
(0) is the nominal RUL (No action applied), while coloured lines from 1 to 4
refer to the di�erent mitigation approaches. 1) Is the Fault recovery with the
restoring of the nominal condition, 2) is the stabilization of the malfunctioning
without the complete restoring, 3) is the take-home operating condition to
take useful time to prepare for maintenance, 4) is the immediate shut-down for
safety matters

6.2 The methodology

The methodology developed in this thesis is conceived to perform the
mitigation feasibility by means of the usage of lumped models running
in parallel with the real system. According to the scheme of Figure 6.2,
the fault mitigation is the further step after the diagnosis. In this section
each step of Figure 6.1 is discussed in detail.

6.2.1 System Monitoring Phase

The system is monitored by appropriate sensors installed on-board.
The output system state vector, de�ned as Y, is the monitoring vari-
able that needs to be continuously observed and analysed to infer on
the SoH of the system. Its possible deviations from a de�ned nominal
region might suggest a possible malfunction occurrence. Usually, Y is
a set of direct measurements coming from sensors installed on-board or
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indirect measurements derived from a combination of information com-
ing from the system. A reliable monitoring approach focuses on several
monitoring variables which allow distinguishing di�erent SoH with re-
spect to di�erent conditions (either nominal or faulty). Consequently,
Y is a vector (see eq. 6.1) containing several variables (e.g., voltage,
temperature, fuel utilization, etc.). The more Yi elements are present,
the more redundant and reliable is the monitoring process.

Y = [Y1, Y2, ..., Yn] (6.1)

Moreover, all the monitored output variables Yi depend on system
state and control variables. The control variables u are the variables
that a controller could modify during the system operation to change
the working conditions (e.g., the input �ows, recirculation of gases in
heat exchangers, etc.), while the system state variables X are variables
indirectly evaluated and useful to monitor possible changes. Thus, the
condition of the system can be monitored through the variable Y , which
depends on both state and control variables (X and u):

Y = f(X,u) (6.2)

Based on the objectives of the application and on the relevant sys-
tem features, some measurements could play the role of Y , X and u
respectively. For Solid Oxide fuel cell applications and particularly for
monitoring and mitigation purposes, the most relevant monitored out-
put variables are voltage, outlet stack temperature, and overall e�ciency
since they are the clearly independent variables of the process in galvano-
static mode operations. Temperatures (e.g., average stack and outlet
cathode temperatures) are instead are representative of the state of the
system. On the other hand, the control variables are all the system in-
puts handled to vary the FC operation; thus the u vector could contain
all the input �ows (both of the anode and the cathode side) along with
the inlet temperatures and the current. Other indirect indicators, which
allow de�ning the system state Y , can be considered some indirect mea-
surements like the Fuel Utilization or the reaction rate, whereas other
typical parameters not really measurable but that can be derived via
modelling approach could be the Triple Phase Boundary (TPB) Length,
the anode porosity (ε) and the tortuosity (τ). Particularly, these latter
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parameters, whose variation is strictly connected to several degradation
mechanisms, are typically measured via post-mortem analysis on real
systems, and usually simulated in the modelling approach to represent
the FC operation along with some degradation mechanisms.

Focusing on the meaning of the monitored output variable Y , it
could be possible to theoretically split it in two terms: the �rst one G
representative of the theoretical nominal conditions and the second one
D standing for the natural ageing of the system during its operation.
Therefore, the eq. 6.2 can be rewritten as follows:

Y (X,u) = G(X,u) +D(X,u) (6.3)

On a real system, it is not possible to measure G and D contribu-
tions directly, being them lumped into the measurement, therefore only
the overall condition of the system can be derived from the measures.
Thus, to account for the change of the nominal condition decoupled from
natural ageing, an accurate and reliable model should be developed. For
on-board applications, the model is requested to be faster than the real-
time so as to provide a rapid feedback on the system behaviour. By
doing so, it could be possible to consider and infer on di�erent simulated
scenarios before applying the optimal one on the real system.

De�ning with Ŷ a generic output derived from the model, it can be
written:

Ŷ (X,u) = Ĝ(X,u) + D̂(X,u) (6.4)

A reliable monitoring approach could consider information from mea-
surements taken on the real system in parallel with those coming from
the suitably validated model. In nominal conditions the monitored out-
put variables Y and Ŷ must satisfy the following equation:∣∣∣Y − Ŷ ∣∣∣ < εm (6.5)

Where εm is the error of the model, which in turns is representative
of the chosen model accuracy. During the normal operation in nominal
conditions, while performing an on-line monitoring of the system, for
each Yi the following trend sketched in �gure 6.3 is obtained.
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6.2.3 Fault Isolation Phase

The Isolation phase requires the heuristic knowledge of the phenom-
ena to be accounted for in the FDI algorithm and experimental evidences
to build the FSM (an example is provided in Table 6.1). When the symp-
toms vector exactly matches one row of the FSM, the corresponding fault
is properly detected and isolated.

STATE OF HEALTH
s1 s2 s3 s4 ... sn

Fault 1 0 1 1 0 0 1
Fault 2 1 0 1 0 0 1
... ... ... ... ... ... ...

Fault n 1 1 1 1 0 1

Table 6.1: Example of Fault Signature Matrix (FSM). Here for each fault
investigated via ad-hoc experiments the symptoms pattern is collected. During
the monitoring phase, if the symptoms vector evaluated on the real system
matches one of the rows of the FSM, the corresponding Fault can be isolated.

During the experimental campaign and the related analysis for the
FSM design, some faults could have the same row on the FSM. In that
case, a redundancy of the symptoms might help in de�ning the fault
univocally (as presented in [103]). Moreover, a �General Alarm� warn-
ing addresses the faults not accounted, so as to activate an alarm when
the system behaviour diverges from the nominal condition, but the in-
formation available are not su�cient to properly isolate a speci�c fault.
When the isolation phase is successfully completed, the fault Fi is clearly
isolated. Thus, the model must activate the related fault sub-model, to
properly simulate the faulty state, as described below. Once the sub-
model is activated, the fault magnitude needs to be identi�ed, in order
to set the correct faulty state and to infer on possible mitigation strate-
gies to be adopted depending on the physicist of the malfunctioning and
its severity. Therefore, the new monitored variable depends also on the
faults occurred, which impact on the performance of the system; this can
be modelled as follows:

Ŷ (X,u) = Ĝ(X,u) + D̂(X,u) + F̂i(X,u) (6.8)
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Once the model is set in �Faulty mode� and tuned to simulate the
current state of the system, the mitigation approach can take place.

At this stage, all the optimization procedures to de�ne the proper
mitigation countermeasure need to be performed on the faulty model,
while taking as reference the nominal condition model. By doing so, all
the scenarios can be investigated online avoiding to further compromise
the health of the real system.

Once the mitigation strategy has been decided and de�ned, it will be
applied to the real system, according to the constraints linked to the ap-
plication the system is dedicated to (e.g., Auxiliary Power Unit, electric
energy production, residential co-generation, etc.).

6.2.5 Fault Mitigation Phase

According to Figure 6.2, four di�erent approaches can be adopted
depending on the severity of the fault. The issue is to clearly identify
such state. Indeed, the detrimental e�ect of a fault and its irreversibility
clearly depend on the intrinsic nature of the malfunction, its magnitude,
possible hidden e�ects or correlation between other occurring phenom-
ena, along with and the quality of the FDI algorithm. Thus, once isolated
the fault and identi�ed its magnitude, the crucial step is to single out
the optimal countermeasure, as sketched in Figure 6.6, and the related
control variables to operate with respect to the constraints.
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of contaminants or, in general, the main cause of the detrimental e�ect,
by imposing speci�c �ows or switching to Open Circuit Voltage (OCV)
conditions or even to electrolysis mode. On the other hand, a good
approach to restore a nominal condition is �nding a proper set of new
operating variables values, unew, that completely recover the detrimental
e�ect, with respect to constraints related to the system operation, such
as performances, temperature, load, etc. In this case, the controller
behind the mitigation phase needs to identify the optimal set of such
unew variables to zeros the fault Fi, as stated in the equation below:

∃unew|F̂i(X,unew)→ 0

Ĝ(X,unew) ≈ Ĝ(X,u)

Ŷ (X,u) ≈ Ŷ (X,unew) = Ĝ(X,unew) + D̂(X,unew)

(6.10)

The identi�cation of the unew can be achieved through a minimization
problem, which select a new condition at which the fault F̂i is reduced to
zero according to system constrains (i.e., performance, power, etc.). As a
result, once de�ned the new set unew, the system will return to a nominal
state Ŷ (X,u). It is worth mentioning here that , the time-dependent
the term D̂, which is representative of ageing phenomena and is thus
intrinsically time-dependent, referring to the ageing of components is
not recoverable in none of the 4 severity-grade scenarios herein analysed.

Severity grade 2 - Stabilization

Sometimes, the minimization problem related to the unew that zeroes
the fault F̂i has no feasible solutions; thus, the complete recovery of the
nominal operating conditions is not achievable. In that case, the mitiga-
tion process should identify a solution that allows reducing as much as
possible the detrimental e�ect and thus extending the RUL. The goal is
to stabilize the F̂i, setting a new condition, di�erent from the nominal
one, that has a good compromise between performance and extended
life, within the constraints, as described below:
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∃unew|F̂i(X,unew) 6= 0

Ĝ(X,unew) 6= Ĝ(X,u)

Ŷ (X,u) 6= Ŷ (X,unew) = Ĝ(X,unew)+

+ D̂(X,unew) + F̂i(X,unew)

(6.11)

To have a stabilization, from a mathematical point of view, the unew
must zeroes the derivative of both the fault and the theoretical nominal
conditions Ĝ:

d

dt

∣∣∣Ĝ(X,unew) + F̂i(X,unew)
∣∣∣ ≈ 0 (6.12)

Severity grade 3 - Take-home Condition

If the stabilization approach fails, the following mathematical rela-
tionships applies:

d

dt

∣∣∣Ĝ(X,unew) + F̂i(X,unew)
∣∣∣ 6= 0 (6.13)

In this case, the focus must be the maintenance to replace the dam-
aged component and restart as soon as possible the system. Indeed, a
change in the operating conditions would be bene�cial in extending the
RUL to give the time to prepare the maintenance intervention (τptm).
Such time can be de�ned as the time to prepare to the maintenance inter-
vention, that is the time necessary to be ready to apply the maintenance,
by also considering the time requested for the shipping of the requested
components to change and the possible preliminary actions needed; thus
it allows foreseeing the time requested to be ready to solve the prob-
lem occurring. The new condition devised is de�ned as �take-home con-
dition�. Usually, a common �take-home condition� is the switching to
OCV mode or to a very small load, providing two main bene�ts. Indeed,
interrupting the electrical production without shutting-down the system
allows, on the one hand, avoiding the fast degradation correlated to an
occurred phenomenon (e.g., an hotspot in the cell which may lead to an
anode re-oxidation or a leakage) and, on the other hand, not sensibly
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reducing the operating temperature as well. An analysis in the e�ective-
ness of the mitigation application needs to be done regarding the RUL.
If the countermeasures allow extending the RUL of the system for a time
window at least su�cient to prepare the maintenance (e.g., replacing a
stack or changing a stack component), as reported in eq. 6.14, it is worth
applying the mitigation.

RULnew > RUL0 → RULnew > τptm (6.14)

Severity grade 4 - shut-down for safety

If the best solution o�ered by the mitigation approach does not ensure
a reasonable increase in the RUL, the system has to be shut-down for
safety reasons, even if this implies that the system will not be able to
provide energy:

d

dt

∣∣∣Ĝ(X,unew) + F̂i(X,unew)
∣∣∣ 6= 0 (6.15)

RULnew ≤ RUL0 or RUL0 < τptm (6.16)

This does not mean that the mitigation approach has failed. On
the contrary, a reliable approach, thanks to its monitoring and detection
algorithms, will provide an estimation of the RUL and the identi�cation
of the severity of the fault will help the maintenance in the decision
making of the component replacement or the entire system changing as
well. In Table 6.2, a summary of the mathematical key parameters of
such approach are linked to the di�erent stages and objectives of the
mitigation strategy. It is worth remarking that this kind of approach
requires: i) a reliable fast model that allows simulating the nominal
conditions, ii) validated fault sub-models that can be enabled when the
isolation phase reveals the malfunctioning, iii) a reliable FDI algorithm
and iv) a controller capable of identifying the severity grade of the fault.
This latter is an open point that needs to be further investigated by
means of experimental campaign. One solution could be exploiting the
diagnostic algorithms in a reverse mode, in order to apply a mitigation
countermeasure, check if the monitoring variable is reversing the trend
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and apply the countermeasure. If this does not happen, the controller
has to apply a possible countermeasure for the worse severity grade.

Recovery
A

Stabilization
B

Take-home
condition

C

Shut-down
for safety

D

Severity 1 2 3 4
RULnew >> τptm >> τptm > τptm < τptm

F̂i 0 6= 0 6= 0 6= 0
dF̂i
dt 0 0 6= 0 6= 0

Table 6.2: Mitigation table for decision making parameters. Here each sce-
nario of Figure 3 is linked to the severity grade of the fault, the RUL, the
time to prepare to maintenance and the fault state. Indeed, if the recovery is
achieved, the fault has to be set again to zero, otherwise a stabilization (zeroing
the derivative of the fault) needs to be achieved. If the fault is not recover-
able and even not possible to stabilize, it is fundamental to take time for the
maintenance, that is increase the RUL (RULnew) to have enough time for the
maintenance. If neither this condition is feasible, the shut-down is suggested.

6.3 Case Study - The Fuel Starvation

To verify the methodology herein described, a case study of fuel star-
vation caused by an H2 leakage at the inlet of the SOFC stack is inves-
tigated. The aim is to apply the right mitigation strategy and verify its
feasibility in order to bring the system back into a recovery condition.
This can be achieved only when the fault is correctly detected and iso-
lated in a short time. To reach the goal, the nominal model of a SOFC
stack properly validated upon experimental data in section 4.2.2 and the
experimental evidences from DTU 6-cells SOFC short stack fuel star-
vation tests, are here described. As described in the section 4.2.3 the
DTU test plan considered two fuel starvation tests performed reducing
the inlet fuel �ow and increasing the load respectively. Particularly, the
former has been used to infer on a possible fuel leakage at the inlet and
on the related mitigation countermeasure to apply aiming at restoring
nominal system operation. The case study is meaningful even without
a real leakage fault at the inlet since the dataset at 77% F.U. (i.e. the
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�rst and the last step of the fuel starvation test) was considered as the
nominal reference. By doing so the reduction of the fuel �ow is ascribed
to the fault (thus causing the fuel starvation) instead of the imposed H2

shortage.
Considering the nature of the fault, the mitigation recovery action

is expected to fail while the stabilization is the most likely solution.
The chemical species a�ecting the anode and the cathode in nominal
conditions are listed in table 6.3 .

ANODE

inlet [mol/s] outlet [mol/s]

H2 1.29 · 10−3 3.06 · 10−4

H2O 1.29 · 10−6 9.96 · 10−4

CH4 3.72 · 10−6 0
CO 2.75 · 10−6 6.05 · 10−6

CO2 2.75 · 10−5 2.52 · 10−5

CATHODE

inlet [mol/s] outlet [mol/s]

O2 3.75 · 10−3 3.25 · 10−3

N2 1.41 · 10−2 1.41 · 10−2

Table 6.3: Molar �ows at stack inlet/outlet of SOFC stack model for the Case
Study.

The fuel starvation test was performed gradually lowering the inlet
hydrogen �ow rate from the nominal value to three lower values with a
stepwise pattern over time while keeping constant the other parameters.
Since, the current was kept constant, the measured cell voltage, showed
a stepwise pattern over time according to the reduction of fuel �ows
towards lower values. Figure 6.7 shows the plant layout with the SOFC
stack, pipes and load. Here the fuel �ows, named H2 molar �ow, H2 leak,
H2 after fault, are reported along with the current and voltage trends.
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Figure 6.8: Plant measurements � a) shows the inlet temperature at the
anode (in red) and cathode (in blue) sides of the �ows, whereas the b) shows
the related outlet temperatures

The outlet temperature is not exactly the one expected from the volt-
age trend. Indeed, the furnace in which the measured stack was tested
presented a sensible and predominant dynamics a�ecting the outlet stack
temperature. To properly apply the afore described mitigation approach
is useful to clearly de�ne the model usages for each step. The model is a
valid support to reproduce the nominal (i.e., expected) behaviour of the
stack to provide a reference value of the real system. Nevertheless, the
model, suitably calibrated with the identi�ed fault, could be used to in-
vestigate the feasibility of the mitigation approach chosen before its real
application. Therefore, the model usage classi�cation is herein provided
for each step of the fault mitigation and then resumed in Table 6.4:

1. Detection & Isolation. To detect the fault and isolate it through
a diagnostic algorithm, it is necessary to use experimental data and
the nominal model to monitor continuously the di�erence between
the considered measured and simulated state or output variable;

2. Identi�cation. Once the fault is isolated it is necessary to tune
the model along with the related degradation sub model to prop-
erly match the real measurements and the simulated one. Thus,
the fault identi�cation requires the advanced model (that is the
nominal model plus the degradation sub-model) and the plant mea-
surements;
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3. Mitigation. To properly check the mitigation feasibility, the nom-
inal model is the target to reach (for the recovery). Thus, the ad-
vanced model is the framework in which the mitigation strategy is
implemented, without immediately applying it on the real system
for safety matters.

Detection & Isolation Identi�cation Mitigation

Nominal
Model

1 0 1

Plant 1 1 0

Advanced
Model

0 1 1

Table 6.4: Model & Plant measurements usages. �1� stands for �enabled�
while �0� stands for �disabled�. During the detection&isolation the plant and
the nominal model are used, and their measurements/outcomes are compared
for the monitoring. During the identi�cation the advanced model is tuned to
match its outputs with the plant measurements (it is worth remarking that the
isolated fault is occurring). During the mitigation, its feasibility is investigated
applying the countermeasure on the advanced model and verifying its results
with respect to the nominal (i.e., un-faulty) model before the application on
the real system.

6.3.1 Fault Detection & Isolation

The use of plant measurements and the nominal model is necessary
to perform FDI. The model and the real SOFC stack run simultaneously,
the nominal model input is the nominal value of the hydrogen molar �ow,
while the stack input is the real hydrogen molar �ow. The monitored
output variable considered for this step is the voltage, when the di�erence
between real voltage (Y (x, u)) and nominal voltage (Ŷ (x, u)) is greater
than εn, the diagnostic algorithm is activated whose task is to detect and
isolate the fault. In this sense, the approach discussed in section 3.4 is
the required step to trigger the identi�cation procedure. The EIS-based
diagnosis (discussed in chapter 3), suitably coupled with the model-based
information, is thus devoted to this task.
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The hydrogen estimation (the "Parameter estimation" block in Fig-
ure 6.9) consists in a Proportional Integral Derivative (PID) controller,
whose task is to set the right amount of H2 at the anode inlet side,
to properly match the measured voltage. The identi�cation results are
shown and discussed in the following. In Figure 6.10 A) the nominal inlet
hydrogen molar �ow H2,nominal, the real one H2,real and the estimated
one H2,estimated are reported. It can be noticed how the estimated �ow
follows the real one with a reduced error, thus con�rming the correct
identi�cation performed by the PID. Figure 6.10 B) shows the trend of
the voltage over time; also in this case the nominal value Vnominal, the
real value VReal and the estimated value after the identi�cation of the
fault Vestimated are illustrated. The change in H2 clearly re�ects in the
voltage and the model manages to achieve a good matching with the
real measurements, while maintaining a reduced error, as shown in Fig-
ure 6.10 C), where the discrepancies between un-faulty (i.e., nominal)
and faulty model are analysed with the following relationship:

ε =
Vx − Vreal
Vreal

· 100% (6.17)

It is worth noticing here that Vx in eq. 6.17 corresponds either to
nominal or estimated voltage value, respectively. This allows checking
if the PID controller sets the right amount of H2 with respect to the
occurring fault, thus reducing the error in the voltage estimation from
3.5% (in case of nominal unfaulty model) to about 0.5%.
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Figure 6.10: Nominal (i.e., unfaulty model estimation), experimental (i.e.,
real) and estimated trajectories of hydrogen molar �ow (A) and voltage (B).
Analysis of nominal vs. estimated discrepancies (C).

6.3.3 Fault Mitigation Application - Recovery

Once identi�ed the fault, its magnitude and then properly tuned the
advanced model, the mitigation countermeasure could be simulated via
model-based approach to check its feasibility before the real actuation.
As seen in paragraph 6.2, the operation of the system is described by
di�erent monitored variables Yi grouped in the vector Y . Among many
possible variables to consider, the voltage (V ) and fuel utilization (F.U.)
are used. For each variable, the right mitigation strategy could be ap-
plied based on the severity of the fault. In this case, since the stack
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was a�ected by fuel starvation, the countermeasure is taken on the fuel
utilization, being it strongly linked to the hydrogen molar �ow at the
inlet of the stack, trying to implement a recovery strategy (Fault Recov-
ery n.1 of Figure 6.11). In parallel, the voltage changing is monitored
to understand if the countermeasure does not sensibly a�ect the normal
operation of the system.

Figure 6.11: Fault Mitigation Application � Recovery

The control action suggested when a fuel starvation is detected is to
reduce the current accordingly. The mitigation strategy consists in �nd-
ing new operating conditions unew in order to bring the fuel utilization
(Ŷ (X,u)) back to the nominal operating conditions, satisfying the re-
covery equation previously described. For this step only the models are
used so far, since the feasibility of the approach need to be tested online
before its implementation on the real system. The goal is to �nd a new
operating current Iestimated(unew) according to the information derived
from the outputs of both models. Particularly, the current set point
identi�cation is carried out via a controller, using the feedback on the
FU (di�erence between nominal FUnominal and mitigated FUmitigated
values) and the nominal value of the current. The estimated current
is set as an input of the advanced model to mitigate the fault. Miti-
gation is achieved when the di�erence between nominal fuel utilization
(FUnominal) and mitigated fuel utilization (FUmitigated) is less than a
de�ned error, εn1, that is similar to the model error (see Figure 6.12).
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and presented in Figure 6.13 B). It is interesting to note that, as the
FU deviation from the nominal value increases, a more marked current
set-point reduction is required to bring the fuel utilization back to its
nominal value. To check the feasibility of such an action, the voltage
trend is monitored and shown in Figure 6.13 C). Here the current re-
duction leads to a more marked over-voltage. In all cases the voltage
presents a higher value with respect to the nominal one. Indeed, it is
not possible to completely recover the faulty event though, �nding a new
acceptable operating condition, the stabilization (Scenario B in Figure
6.6 D) can be considered achieved.

Figure 6.13: Mitigation action outcomes, here assessed focusing on fuel uti-
lization (A, simulated state variable), current (B, control variable) and voltage
(C, monitored output variable) resulting trajectories.
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6.3.4 Mitigation feasibility

For the sake of clarity, the changes in current (that is the operating
variable), the FU (that is the state variable) and the voltage (that is the
monitored variable) are herein investigated.

All the variations are evaluated as percentage of the changing in value
with respect to the nominal conditions.

Figure 6.14 A) shows the relative error achieved by the controller on
the fuel utilization in the three steps of the case study. The error is
described as follows:

εFU =
FUx − FUnominal

FUnominal
· 100% (6.18)

where FUx is the value of either mitigated or estimated (i.e., faulty)
cases.

It is interesting to note that in all cases (i.e., induced fault steps) the
nominal FU is completely restored to its nominal value (77%).

Figure 6.14 B) shows the related percentage change in current, which
is the operating value suitably modi�ed as a counteraction to the mal-
functioning. Its deviation is evaluated as follows:

δI =
Inominal − Ix
Inominal

· 100% (6.19)

Again, the footnote ”x” stands for either the estimated value (i.e.,
faulty) or the mitigated steps.

In order to check the consequences of such mitigation actions, the
voltage change is monitored and presented in Figure 6.14 C). In this
case eq. 6.19 turns into:

δV =
Vx − Vnominal
Vnominal

· 100% (6.20)
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Figure 6.14: Feasibility evaluation of the mitigation action played by the
change in the control variable I (i.e., operating SOFC current, see Figure 6.13
B). Such an evaluation is based on resulting percentage variation of fuel utiliza-
tion (A, state variable), current (B, control variable) and voltage (C, monitored
output variable).
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For sake of comparability, the parameters variations are reported in
Table 6.5 along with the nominal conditions.

Step 1 Step 2 Step 3
Nominal

Faulty Mitigated Faulty Mitigated Faulty Mitigated

FU 77% 82% 77% 88% 77% 96% 77%

V [V] 4.83 4.79 4.89 4.76 4.94 4.72 4.99
I [A] 32 32 29.3 32 27.5 32 25.4
εFU [%] - +6.49% 0 +14.28% 0 +24.67% 0
σV [%] - -0.83% +1.41% -1.45% +2.27% -2.28% +3.29%

∆I [%] - 0 -8.54% 0 -14.28% 0 -20.78%

Table 6.5: Mitigation feasibility analysis. Nominal, 3-steps faulty and 3-steps
mitigation comparison

It is worth remarking that the mitigation action consisted in a pro-
gressive reduction in the load, up to the 20% of its nominal value at the
third step, and allowed restoring the nominal FU (77%), while causing
a change in voltage with an increase up to 3.3%. This con�rms the ex-
pected impossibility to fully recover the malfunctioning. However, a new
stabilized condition is clearly reached. From the results the temperature
is missing, since the data set was measured in an operating stack within
the furnace, whose dynamics completely overlaps the stack one, resulting
in a meaningless measurement.

6.3.5 The Mitigation Application - Final remarks

A resume of the proposed procedure is �nally presented in Table 6.6.
It is worth recalling that in this structure, a nominal model runs in paral-
lel with the real system. This latter is the plant reference for monitoring,
detection and isolation purposes, while during the identi�cation of the
fault magnitude and the mitigation feasibility phase, the reference is the
updated version of the nominal model with the related degradation sub-
model. Only if the nominal condition is restored, the reference condition
can be provided back by the plant as reference for the diagnostic proce-
dure when a new fault occurs and the mitigation approach needs to be
applied again.
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On-line
Monitoring

FDI
Algorithm

Fault
Identi�cation

Fault
Mitigation

Real
Application

Nominal model Usage Ŷ (X,u)
search unew to have
Ŷ (X,unew) ≈ Ŷ (X,u)

Ŷ (X,unew)

Plant Reference Y (X,u) Ŷ (X,u)=Ŷ (X,u) + F̂ (X,u) Y (X,unew)

Fault submodel behaviour F̂ (X,u) = 0 F̂ (X,u) 6= 0
search unew to have
F̂ (X,unew) = 0

F̂ (X,unew)→ 0

Mitigation Controller behaviour No action
Test the feasibility

of the recovery counteraction
Mitigation achievable

Apply operation

Table 6.6: Schematic synthesis of e�ective real-world deployment of the pro-
posed model-based mitigation procedure, here particularized to the case of
successful management of hydrogen leakage fault in an SOFC.

During the monitoring phase, the real system behaviour (i.e., the
plant reference) is compared with the nominal model (i.e., the expected
condition) to early detect any abnormal condition. When the real mea-
surement diverges from the expected one, the FDI algorithm starts.
Once de�ned the degradation phenomenon (F (X,u)), the nominal model
evolves into the advanced one (with the enabling of the related degrada-
tion sub model to identify the magnitude of the fault). The identi�cation
process ends when the advanced model well represents the plant (i.e.,
faulty) reference with and acceptable error (ε < εm).

At this point the mitigation feasibility is veri�ed according to proper
de�ned constrains. The approach is completely model-based, since the
reference is de�ned by the nominal model, while the system on which
the action is performed is represented by the advanced model (instead
of the plant).

Four di�erent scenarios to deal with the malfunctioning are de�ned:

1. Recovery where the nominal condition is fully restored without
sensible changes in the operations;

2. Stabilization where a new stable operating point is achieved, with
a good trade-o� between limiting the detrimental e�ect and saving
the stack performances;

3. Take home condition where the RUL is slightly increased driving
the system towards a condition that reduces the performances but
allows preparing for maintenance with no need for shutting down
the system;
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4. Shut down for safety where the degradation is too high to per-
form any kind of action and the only solution is to immediately
turn of the system to avoid components damaging.

6.4 The Procedures �owchart

The methodology presented in this work relies on a robust and reli-
able FDI algorithm and validated degradation sub-models. Their usage
allows a continuous monitoring of the FC State of Health for diagnostic
purposes. Moreover, their combination allows de�ning suitable proce-
dures to schedule maintenance actions. However, when a not investigated
malfunctioning occurs, the experimental data used for the development
of the related sub-models could be not enough to deal with such prob-
lem. In that case, or when computational issues does not allow applying
the afore described methodology, a generic procedure de�ned by a syn-
thetic �owchart might help to face up with such not expected conditions.
Thus, a procedures �owchart has been herein proposed to manage a sys-
tem in a critical condition; it is a sequence of actions for the design of
an on-board mitigation algorithm or to develop a maintenance manual.
Starting from the aforementioned idea of four di�erent mitigation con-
ditions, the procedure �owchart could guide the mitigation algorithm
(if automatized) or the user (otherwise) to choose the most suitable ac-
tion to take, according to the severity of the fault occurring. Here the
diagnostic algorithm and the related extracted features can be used in
"reverse mode" to provide information on the feasibility and e�ective-
ness of such countermeasure. The main idea is to use the monitoring
tools to verify if a slight change in the operating variables, based on the
heuristic knowledge of the occurring phenomena, allows reaching a sign
of recovery. The Fault Mitigation is the natural next step after the Fault
identi�cation. It aims at applying the countermeasures to the identi�ed
malfunctioning trying to guide the system through a recovery path to-
wards the nominal state. This would stabilize the detrimental e�ect and
prepare for maintenance, otherwise.

A well-de�ned mitigation approach should start from the severity
grade n. 1, the recoverable fault, which is the best case to have a complete
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FC restore, to the grade n.1, the most critical condition. The simpli�ed
�owchart herein developed is presented in Figure 6.15.

Figure 6.15: Simpli�ed mitigation �owchart. The Scenario numbers are the
same as those sketched in Figure 6.2

Starting from the Scenario 0, in which the system is considered in
nominal conditions, the FDI algorithm runs continuously in background,
to monitor possible changes in the expected nominal (i.e., unfaulty) be-
haviour. When such conditions unpredictably change, an alarm arises,
and the investigation procedure starts to infer on system status. Thus,
if a fault is detected and isolated, the mitigation phase takes place. Con-
sequently, the system status moves from the Scenario 0 (grey) to the
Scenario 1 (green). Here some operations could be applied to drive the
system back to its nominal behaviour (or at least in a narrow thresh-
old). Such operations depend on the experimental evidences and on
the physics of the detected malfunctioning (i.e., the current reduction is
a valuable operation when a Fuel starvation occurs or the injection of
pure Hydrogen could be bene�cial to restore the system in case of an
early stage of sulphur poisoning, etc.). If the operation is successful, the
system can return to the Scenario 0, with an updated "nominal refer-
ence condition", accounting for the changes occurred after the applied



218 Chapter 6 - Mitigation

mitigation operation.

If the recovery fails, the target is to contain the detrimental e�ect
in a de�ned stabilization range. This can be done by considering the
condition as unrecoverable and trying to vary the FC operation in a
stabilization loop aiming at stabilizing the e�ects of the fault, with a
good trade-o� between performance and RUL. Even in this case, if the
stabilization is achieved the system can come back to the Scenario 0
updating the reference conditions that consider the applied actions. If
even the stabilization fails, the maintenance could be the only solution
to consider.

To avoid the sudden system shut-down, the setting of a take-home
condition (Scenario 3) could improve the RUL with respect to that one
estimated after the simple shut-down; this could drive the system toward
the maintenance in a smoother way, avoiding additional detrimental ef-
fects like anode re-oxidation that could occur with a fast operation.

Unfortunately, this theoretical condition is often unfeasible and di�-
cult to set, so the remaining action is the immediate shut-down (Scenario
4). Furthermore, such operation has to be automatically applied when
safety limits like high under-voltage or a sensible increase in the cathode
outlet temperature are exceeded.

6.4.1 The detailed Flowchart

The key value of such �owchart is the Monitoring Index (MI), which
is a feature (i.e. metrics, parameter, control variable) monitored by the
diagnostic algorithm and here exploited to check the quality of the mit-
igation countermeasure applied. The main idea is to apply the selected
strategy in a iterative mode (i.e., a kind of trial and error application),
to understand if its application for a short time results in a bene�cial
e�ect on the system with the respect to the observed the detrimental
trend. Indeed, as shown in Figure 6.16, if the MI (which is already
beyond the threshold) changes its trend after the mitigation action and
allows predicting a return within such limit, it means that the applied
strategy works and the countermeasure can be applied until the recov-
ery/stabilization.
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The suggested procedure to follow for mitigation and described in
the �owchart of �gure 6.17 lies on the so called Scenario n.0, which is
the frame of the approach and accounts all the operations related to the
FDI algorithm to monitor the Fuel Cell State of Health. When a speci�c
fault is isolated, the procedure starts and the Scenario n.1 is activated.

� Scenario 1 � The Recovery stage

The main aim of the mitigation is to fully recover the FC driving
back the system to its nominal condition. The successful recovery
depends on two main factors: the nature of the fault and its early
detection. As an example, if a leakage occurs, it is not possible to
bring the system back, whereas if a sulphur poisoning is detected
at an early stage, an injection of fresh H2 could recover such mal-
functioning. Both the aforementioned factors can be summarized
in the "fault severity" parameter, which is directly correlated to
the Mitigation Scenario. Thus, when the procedure enters the Sce-
nario n.1, the fault severity grade is automatically set to "1" (the
least severe one) and the procedure to apply, for the Scenario n.1
is sketched in �gure 6.18.

Once saved the MI during the fault (MIfault), the Operation 1
has to be applied to attempt the recovery. After such operation
(like current reduction in case of fuel starvation), the new value
of the MI, namely MIMIT#1 has to be compared to the faulty
one MIFault to test the e�ectiveness of the Operation 1. Indeed,
if the ratio between MIMIT#1 and MIFault is less than 1 (i.e.,
the Monitoring Index is changing it increasing/decreasing trend, as
shown in �gure 6.16), the countermeasure for the Recoverable fault
can be applied. Finally, when the MIratio = MIMit#1/MINominal
is less then the Threshold value (whose value is set in table 6.7) the
fault can be considered recovered. At this point, the system can be
considered as in nominal condition, thus the Scenario n.0 can be set
again with a new MInominal. In parallel to such procedure, if the
lumped dynamic model described in chapters 4 and 5 is properly
tuned, the RUL estimation procedure can be applied to estimate
the changes in the lifetime estimation of the FC due to the events
occurred; as a consequence RUL0, RULF , RUL1 and RUL1M
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MIMIT#1

MIFault
≤ 1 (6.21)

The MI Threshold parameter, namelyMIratio, is de�ned as the ra-
tio betweenMIMIT#1 andMINominal . To consider the mitigation
operation successfully achieved and the fault recovered, the Moni-
toring index has to come back to the un-faulty area, limited by the
thresholds; this means that the FDI algorithm should no longer
detect any kind of alarm (i.e., the related symptom value has to
turn into 0). If this is not achieved, the recovery attempt fails and
the procedure moves toward the Scenario n.2 - the stabilization
loop. Table 6.7 shows the Monitoring Index chosen as the most
representative for the fuel starvation. Here both power and ECM
based features are considered as relevant indicators to monitor the
fuel starvation mitigation. The de�ned values have been de�ned
upon the Threshold de�nition of section 3.3.1 and here adapted
for mitigation purposes. Moreover, same qualitative trends have
been added from heuristic knowledge as the R0 and the Pressure
drop that have to qualitative monitored to verify their expected
behaviour according to the applied mitigation operation (i.e., the
R0 is supposed to increase with the current reduction).
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system nominal condition, but here the aim is to stabilize the fault
instead of trying to restore its initial condition (i.e. full recovery).
In this case the operation has to be applied in a repeating loop until
the stabilization (that is the capability of the application to stop
the detrimental e�ect even though without a reversible process to
restore the initial values) is achieved or an exit condition (based
on a limit on the voltage) is reached. The stabilization threshold
value (reported in Table 6.8) is de�ned as the 5% variation of the
faulty index, MIFault, after the ine�ective recovery operation of
the Scenario n.1. The exit condition has here de�ned as a voltage
limit value as suggested by the manufacturer (i.e., for a lower value
the system can be considered not properly working any more), or it
can be de�ned as a time interval otherwise. In the loop, a �oating
index i accounts for the applied operations. The MIratio is here
de�ned as the ratio between the Monitoring Index of the operation
i with respect to that one experienced after the recovery attempt
MIMIT,1, according to the following equation:

MIratio =
|MIMIT,i −MIMIT,1|

MIMIT,1
(6.22)

When such ratio is less than the threshold de�ned in Table 6.8,
the Fault can be considered stabilized and the new RULiM can
be evaluated, thus going back to Scenario n.0. Also in this case
the lumped dynamic model described in chapters 4 and 5 could
provide information on the RUL, particularly after each application
of the operation i (RULi) and once stabilized the fault if successful
(RULiM).
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As for Table 6.7, Table 6.8 reports the Monitoring Index chosen as
the most suitable for the fuel starvation stabilization. The stabi-
lization threshold limit is here imposed at a value of 5% as repre-
sentative for an acceptable range of stabilization. Moreover, same
qualitative trends have been added from heuristic knowledge, like
the R0 and the Pressure drop, that can be qualitatively monitored
to verify their expected behaviour according to the applied mitiga-
tion operation. Indeed, according to the experimental evidences,
the R0 is supposed to increase with the current reduction; thus, if
the applied countermeasure is the load change (i.e., reduction or
increase of the current), when applied such operation, the R0 is
expected to change accordingly. If this expected trend is not ob-
served, a feedback on the system on the unsuccessful application of
the chosen operation is provided. Moreover, if the stabilization is
not achieved after the de�ned time window or if the voltage limit
is exceed, the mitigation should be considered not e�ective and
a maintenance action has to be activated. Therefore, the proce-
dure enters the Scenario n.3, that one dedicated to the planned
shut-down.

� Scenario 3/4 � The Take-home condition and Shut-down for safety

The Scenario n.3 is associated to a Severity grade of 3 and aims
at �nding a soft condition, named "Take-Home Condition" that
allows avoiding the immediate shut-down (and its related prob-
lems); this solution should keep the system working under a sort
of "dummy" mild condition that soften the detrimental e�ect and
guarantees the time necessary to prepare the work needed for main-
tenance. Such conditions, usually an OCV one, could imply the
partial or complete stop of the electrochemical reaction while main-
taining the stack at its high working temperature to avoid re-
oxidation due to high thermal gradients in a limited time window.
In case of fuel starvation, the OCV could be a possible "take-
home condition" according to the heuristic knowledge. If neither
this condition is feasible or provides good results in terms of RUL
(RulS) compared to the time needed to prepare for maintenance
(i.e., τptm as fully described in section 6.2.5), the immediate shut-
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has been proposed to de�ne a procedure to mitigate possible malfunc-
tioning occurring. To achieve its objectives, fault mitigation requires a
reliable Fault Detection and Isolation phase along with a useful lifetime
estimation routine. Indeed, the combination of dynamic measurements
and EIS-based information is fundamental for early detection of possi-
ble malfunctioning in the FC, estimate its RUL and de�ne a possible
countermeasure to be applied. To pave the way towards the develop-
ment and application of a complete Monitoring Diagnostic and Lifetime
Tool, a �owchart procedure has been presented, in which all the informa-
tion and tools are exploited for several usages. The further deployment
of such tool will allow its industrialization and on-board application to
improve the reliability of SOFC system and to facilitate their market
deployment.



Chapter 7

Conclusions and Outlook

The main aim of this Chapter is to resume the work done in this
thesis, highlighting its novelties and advantages. A look on the future
perspectives is given as well.

7.1 Resuming comments

This thesis focuses on the development and validation of an advanced
algorithm to monitor the State of Health of Solid Oxide Fuel Cells.
A computational structure for fuel cell diagnosis has been developed
and implemented along with a set of strategies for mitigation actions.
Lumped dynamic models and Electrochemical Impedance Spectroscopy-
based techniques are herein coupled to extract features as relevant pa-
rameter for both diagnosis, mitigation and RUL estimation purposes.
Moreover, all those approaches are applied to provide helpful guidelines
on possible mitigation countermeasures to be actuated in case of faults.
A EIS-based fast and generic algorithm, named Matching Geometric Fit-
ting Guess, has been developed for diagnostics in either single cells or
stacks. From that, the extracted features are properly selected as sen-
sitive indicators of the cell/stack State of Health (SoH) and then used
for Fuel Cell monitoring. The algorithm proved to be fast and reliable
on di�erent EIS spectra and FC set-ups with a computational time of
about 5 seconds, run on a laptop computer equipped with an Intel Core
i7-6700 HQ.
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The Diagnostic approach has been validated against several experimen-
tal data collected by the partners of the European Project INSIGHT,
on di�erent FC set-ups (segmented cells, single cells, short stacks, full
stacks), measured with di�erent laboratory instruments and perturbed
with di�erent stimuli (based on both sinusoidal and Pseudo Random
Binary Signals). The diagnostic algorithm proved to be reliable in iden-
tifying the ECM related to each measured spectra, with a repetitiveness
in the circuital elements that successfully achieved the comparison of the
extracted features for State of Health monitoring. The FSM, built on
experimental dataset provided by DTU, allowed to correctly detect and
isolate the arising fuel starvation in all the tested cases, along with some
abnormal conditions (either "false alarms" or "general alarms") far from
the nominal expected ones. These latter cases lead to the de�nition of
new identi�ed symptoms patterns that could be suitably validated to ex-
tend the set of detectable malfunctioning. Furthermore, the diagnostic
tool proved to successfully work on a commercial SOFC in a real envi-
ronment, with good results in terms of on-board fuel starvation detection
and isolation.

It has been found that the fuel utilization limit (to distinguish the FC
state from nominal to faulty) reduces with the size of the FC; indeed,
a segmented cell can stand high fuel utilization levels up to 90%, the
single cell up to ≈ 80%, whereas a 64-cells stack su�ers from fuel star-
vation for F.U. ≥ 70%. Indeed, with respect to a single cell, the more
the cells the lower the fuel utilization limit. This can be ascribed to the
fuel distribution within the each cell of the stack: depending on the fuel
path, the gas distribution induces a low reactant �ow at the cells at the
outlet cells (whose position depends on the stack layout) thus lowering
the average F.U. limit of the overall stack.
A stack lumped dynamic model was developed and validated against
experimental data on 6-cells short stack. It allows simulating the ex-
pected nominal conditions, as unfaulty and nominal reference states for
the monitoring. The lumped model, tested and validated on DTU exper-
imental dataset, allows simulating 100 functioning hours in 360 s, on a
laptop computer equipped with an Intel Core i7-6700 HQ. A stack ageing
submodel was implemented by integrating some ECM-based extracted
features, to model the natural ageing of the Fuel Cell. This was also
supported by the exploitation of data taken from literature and led to
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a Remaining Useful Life (RUL) estimation model, successfully validated
upon experimental data from a 6-cells stack tested by CEA. This ap-
proach allowed estimating the RUL of each one of the 6-cells of stacks,
thus �nding the broken one at the time being, as already found in the
experimental evidences analysed after the test campaign completion.
Finally, the mitigation was investigated to set a general methodology
to de�ne possible countermeasures to apply in case of faults. Here, the
lumped model is used to predict the FC behaviour and check the fea-
sibility of the proper counteractions; moreover, it allows choosing the
mitigation strategy level to be applied to ful�l: i) full recovery, ii) sta-
bilization, iii) Take-home condition or iv) safety shut-down. The veri�-
cation of the feasibility of the proposed approach is achieved by testing
the methodology for a case study of H2 leakage at inlet, simulating the
fuel starvation phenomenon. Furthermore, a procedures �owchart has
been proposed to handle the system in a possible critical condition; it is
a sequence of actions de�ned to develop the design of an on-board mit-
igation algorithm or a maintenance manual to the user. The aim is to
guide the mitigation algorithm (if automatized) or the user (otherwise)
to choose the most suitable action to take, according to the severity of the
fault occurring. Here the diagnostic algorithm and the related extracted
features are used in "reverse mode" (i.e., to verify the e�ectiveness of
an operation and instead of diagnosis a malfunctioning, considering the
trend of the monitored features with respect to the imposed thresholds)
to provide information on the feasibility and e�ectiveness of the applied
countermeasure.

7.2 Future perspectives

The interesting results achieved in this work pave the way towards
the development of an integrated Monitoring, Diagnostic and Lifetime
Tool that could be implemented on SOFC systems for on-board applica-
tions. This will help in avoiding incipient malfunctioning and properly
schedule maintenance operations. Moreover, the study on the mitigation
is intended to provide useful guidelines to handle the detected faults and
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to apply proper countermeasures to recover/limit their related negative
e�ects or simply avoiding sudden shut-downs.
The work done aimed at de�ning a new concept in which monitoring,
diagnostics and prognostics are used within a unique frame to assess
the Fuel Cell State of Health. Control techniques should be considered
as part of this frame when performance optimization, adaptation and
recovery tasks are needed to increase both lifetime and availability as
well as to reduce maintenance time intervals. Here the development of
fast models along with the usage of not-so-invasive techniques like EIS
allows analysing the Fuel cell at di�erent levels (i.e., from stack level to
cell one), with a possible future improvement through the coupling of the
described modelling approach with BoP ancillaries sub-models. This will
allow adding more information derived from conventional signals coming
from Balance of Plant measurements to the FDI algorithm and help in
better distinguishing a fault occurring within the stack or derived from
a malfunctioning in one of the ancillaries, to properly counteract to mit-
igate it.

Future perspectives for the results achieved by this thesis are several
and can be split in three macro areas:

� EIS-based diagnosis
The Diagnostic approach could be extended to more faults, with
the aim of improving the Fault Signature Matrix. Indeed, the more
FSM rows, the more faults than can be isolated, the more reliable
the diagnostic approach. Moreover, the investigation of di�erent
nominal conditions at di�erent loads, fuel rates and power could
lead to the development of a reference condition map, which could
characterize the FC and increase the range of applications of such
tool. If a large amount of EIS data at di�erent conditions were
available, it could be possible to derive useful features behaviour
that can be extrapolated to infer on their link to speci�c param-
eters like temperatures, �ows, etc. It is worth commenting that
embedding such tool in a compact device would be a solution for
a future portable and versatile diagnostic application that could
apply to all electrochemical devices like Fuel Cells, batteries and
electrolyzers. The on-�eld test cases proved the e�ectiveness of the
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tool, already demonstrated for Proton Exchange Membranes (in
the frame of the European Project Health-Code), for Solid Oxide
Fuel Cells (within the INSIGHT Project), with a interesting open
�eld on batteries. An optimization and industrialization of this
concept would enormously impact on the deployment of FC and
other electrochemical devices and their future market penetration.

� Lumped dynamic model
The lumped modelling proved to be a reliable solution for the volt-
age/outlet temperature estimation. It could be a valid support in
the design of control and diagnostic strategies and in the real time
Fuel Cell monitoring, by running such model in parallel with real
system. Moreover, the EIS-based information updated whenever
a new measurement is collected, allows tuning the model accord-
ing to the possible ageing detrimental e�ect. The model provides
useful information on the stack outlet �ows, usually di�cult to
measure with costly and invasive sensors. This will help in a ex-
tended diagnostic approach, where the stack is modelled along with
its ancillaries. Further improvement could consider the modelling
of the BoP elements (see [193] and [194]) to extend the diagnosis
at system level.

� Fault mitigation
SOFC fault mitigation is a novel �eld in which the scienti�c re-
search is focusing on. This thesis aimed at de�ning some useful
guidelines on this topic and paved the way towards interesting per-
spectives. Indeed, as shown in table 6.6, the approach could sug-
gest the action to take depending on the malfunctioning occurring.
Thus, the procedure �owchart of section 6.4 could be automatized
and implemented in a controller that could immediately apply the
suggested countermeasure. Furthermore, the Fault Signature Ma-
trix could be extended, accounting for the features for detection,
along with the counteractions to the isolated fault according to its
severity.
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Nomenclature

Acronyms

AFE Analog Front End
APU Auxiliary Power Unit
ASR Area Speci�c Resistance
BoP Balance of Plant
CEA Commissariat à l'énergie atomique et aux énergies alternatives
CNLS Complex Nonlinear Least Square
CPE Constant Phase Element
DRT Distribution of Relaxation Times
DTU Danmarks Tekniske Universitet
ECM Equivalent Circuital Model
EIS Electrochemical Impedance Spectroscopy
EoL End-of-Life
EPFL École polytechnique fédérale de Lausanne
FC Fuel Cell
FDI Fault Detection and Isolation
FIB Focused Ion Beam
FSM Fault Signature Matrix
FU Fuel Utilization
GUI Graphic User Interface
HF High Frequency
HSMM Hidden semi-Mark model
ISM Integrated Stack Module
IT Intermediate Temperature
LCA Life Cycle Assessment
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LF Low Frequency
MDLT Monitoring, Diagnostic and Lifetime Tool
MGFG Matching Geometric Fitting Guess
MI Monitoring Index
MSE Mean Square Error
OCV Open Circuit Voltage
PEMFC Proton Exchange Membrane Fuel Cells
PHM Prognostic and Health Management
PRBS Pseudo Random Binary Signal
RUL Remaining Useful Life
SEM Scanning electron Microscopy
SOEC Solid Oxide Electrolyser Cell
SOFC Solid Oxide Fuel Cell
SoH State of Health
SP SolidPower s.p.a.
TEC Thermal Expansion Coe�cient
TPB Triple Phase Boundary
TRL Technology Readiness Level
TSR Thermal Shock Resistance
UNISA University of Salerno
VTT Technical Research Centre of Finland Ltd
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