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Chapter 1

Introduction

The aim of this thesis is to contribute to the field of textual analysis in economics
by proposing text-based indices to quantify the impact of political debate on the
economy and improve the forecast accuracy of traditional quantitative measures
used to assess the state of the economy.

The task is crucial for private agents and policymakers as the former need to take
investment decisions or assess market risk, while the latter need to design the most
effective policy strategies for changes in the economic environment. In both cases,
accuracy and rapidity are essential. Nonetheless, as noticed by Thorsrud (2020),
while financial data are often collected at very high frequency ± e.g. infra-daily ±
on the other hand, official Institutes of statistics compile the principal measures of
economic activity at very low frequencies ± e.g. monthly, for unemployment data;
quarterly or yearly, for GDP and other National Account statistics. In addition,
publishing of national statistics may occur with months of delay. Moreover, even
when more timely indicators are available, their relationship with variables like the
GDP growth rate is unstable and current models struggle to adapt to rapid changes
in economic conditions (Thorsrud, 2020).

For such reasons, this thesis employs a source of information somewhat disre-
garded in the economic literature thus far: parliamentary debates transcripts. Po-
litical scientists, instead, are more prone to use such types of texts (Grimmer and
Stewart, 2013) as they are often interested in detecting political slants, attitudes of
specific (party) groups towards certain subjects or even conflict between them. Re-
cently, Abercrombie and Batista-Navarro (2020) provided an extensive review of
text analysis literature concerning this type of text.

However, parliamentary debates transcripts may be of interest also in empiri-
cal economic analysis as in legislative assemblies the elected representatives react
to current events and try to design future scenarios. Discussions about new regu-
lations, benefits and taxes, public expenditure or debt, incentives towards certain
technologies, and job market rules are only a few examples of what may condi-
tion the expectations of firms, consumers, employees, their preferences and choices,
hence the entire economy. Purely quantitative measures like the national accounts
statistics cannot incorporate such qualitative information. Conversely, text-based
measures ± specifically, textual indices constructed from politicians’ speeches in Par-
liament ± might do so.
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Such research hypothesis is corroborated by numerous pieces of evidence. In
fact, in recent literature, the interest in text-as-data among scholars of political sci-
ence, economics and finance is dramatically increasing (Gentzkow, Kelly, and Taddy,
2019). Several empirical studies experiment with statistical methods from compu-
tational linguistics previously employed only in non-economic applications (e.g.
spam detection, authorship attribution, text forecasting, spelling mistakes recog-
nition and correction). The reason for this lies in the advantages of text analysis in
terms of costs (Shapiro, Sudhof, and Wilson, 2020) and timeliness (Thorsrud, 2020).
Digital texts act as a rich complement to usual structured, quantitative data as they
provide more qualitative information concerning all kinds of human interaction,
communication and culture (Gentzkow, Kelly, and Taddy, 2019).

For instance, text analysis is used in finance to predict asset prices (Tetlock,
2007), quantify financial news impacts on volatility (Manela and Moreira, 2017) or
to improve default forecasts (Cerchiello and Scaramozzino, 2020). Recently, textual
analysis has been used to evaluate the financial impact of the Covid-19 pandemic
(Ahelegbey, Cerchiello, and Scaramozzino, 2022). Loughran and McDonald (2016)
provide an extensive survey of applications and methods in accounting and finance.
In macroeconomics, texts improve forecasts of inflation or unemployment while, in
industrial organisation and marketing, textual information helps understand con-
sumer decisions and, in political economy, text analysis focuses on political slant
and agendas (Gentzkow, Kelly, and Taddy, 2019). Furthermore, also central banks
are interested in the potential of textual data (Angelico et al., 2022; Aprigliano et al.,
2022; Bholat et al., 2015), while central banks’ communication itself is an object of
analysis too (Hansen and McMahon, 2016; Hansen, McMahon, and Prat, 2017). Fi-
nally, in the law field, some authors proposed indicators to evaluate the impacts of
a Country’s legislation complexity on economic activity (Bholat et al., 2015).

But, what exactly is textual analysis in the first place? To answer this question, it is
helpful recalling one of the most frequent terms in the field is Natural Language Pro-
cessing (NLP). It refers to the sub-field of linguistics, computer science and artificial
intelligence dealing with how computers interact with human language. The pur-
pose of NLP is to extract meaningful information from texts - i.e. ªfiguring out who
did what to whom, when, where, how and whyº (Kao and Poteet, 2007, p.1). Natural
language understanding aside, NLP also involves speech recognition and natural
language generation. To address such challenges, NLP applies linguistic concepts
as grammatical structure, rules and part-of-speech or lexicons of words and so forth
(Kao and Poteet, 2007). NLP techniques are often used in text analysis or text mining.
These two terms are used as synonyms and refer to the content analysis techniques
which support the process to construct valid inferences from texts (Krippendorff,
2018; Stieglitz et al., 2014). More explicitly, such techniques allow ªthe discovery and
extraction of interesting, non-trivial knowledge from free or unstructured textº (Kao and
Poteet, 2007, p.1). Text mining is a type of data mining and typically deals with text
classification (Sebastiani, 2002), clustering and association (Jo, 2019).

As noticed by Gentzkow, Kelly, and Taddy (2019), from a statistical point of
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view, textual data are challenging because of their intrinsically high dimensionality,
which is also one of the aspects why texts are different from other types of data used
in economics. Therefore, statistical and machine learning techniques are the usual
methods employed in the field. Moreover, due to their recent advances, deep learn-
ing techniques ± specifically, neural networks ± have become prominent in many
textual analysis tasks. For instance, as recalled by Algaba et al. (2020), for ªword
embeddingº ± i.e. the mapping of words or entire phrases of non-annotated corpora
to numerical vectors preserving semantic and syntactic structure ± the popular Bidi-
rectional Encoder Representations from Transformers (BERT) introduced by Devlin et
al. (2019) and its variants outperformed the earliest algorithms like the Word2Vec
of Mikolov et al. (2013) or the GloVe of Pennington, Socher, and Manning (2014).
Specifically, neural networks are attractive for acting as ªuniversal approximatorsº
thanks to ªtheir ability to mimic general, smooth nonlinear associationsº (Gentzkow,
Kelly, and Taddy, 2019). More in detail, Deep Neural Networks (DNN) are easy to
implement than other deep learning models and require less training time, Convo-
lutional Neural Networks (CNN) provide accuracy and fast training, Recurrent Neural
Networks (RNN) can capture sequential data for classification. However, such ar-
chitectures often suffer from over-fitting, difficulties in tuning and require a large
amount of data to be effectively trained. Moreover, even when training is relatively
faster they are very complex models resulting essentially in ªblack boxesº (Birjali,
Kasri, and Beni-Hssane, 2021).

On the other hand, statistical learning approaches, although less precise (Birjali,
Kasri, and Beni-Hssane, 2021), can provide more interpretable outputs while being
less computationally expensive. For this reason such approaches were preferred.
More in detail, the techniques used in this thesis fall in two important sub-fields of
text analysis: topic modelling and sentiment analysis.

Topic modelling refers to a set of probabilistic models which use Bayesian in-
ference to extract latent variables from (usually) large sets of data. As recalled by
Vayansky and Kumar (2020), such models are ªparticularly well suited for use with
text dataº as these are intrinsically high dimensional and unstructured data. Despite
their use in other fields such as bioinformatics, social media analysis, environmental
analysis and computer vision, topic models originated in text analysis to extrapo-
late the latent semantic structure of text collections. Chapter 2 provides a review of
the main topic modelling methods and literature.

Sentiment analysis, also called opinion mining (on this, see Pang and Lee, 2008),
is the sub-field of text mining concerned with the task of discovering and summaris-
ing people’s opinions, attitudes and emotions towards events, topics or issues. The
term, actually, also refers to the more specific task of determining the sentiment po-
larity of a text usually identifying positive and negative terms (sometimes there are
also a neutral, or more, polarity categories). In their survey, Yadollahi, Shahraki,
and Zaiane (2017) list different sentiment analysis tasks and distinguish between
opinion-mining and emotion-mining. According to the authors, ªopinion polarity
classification is a sub-task of opinion mining, where opinion mining, in turn, is a sub-task
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of sentiment analysisº (Yadollahi, Shahraki, and Zaiane, 2017). Chapter 3 provides a
review of the main sentiment analysis methods and literature.

Chapter 2 and Chapter 3 are the main two parts of this thesis and constitute two
separate studies. Indeed, the thesis is designed and organised as a collection of two
autonomous papers.

Both chapters analyse the texts from the verbatim reports of the Italian Senate
of the Republic, one of the two Houses of the Italian Parliament. The procedure
described is entirely replicable for any language and Country. The choice to inves-
tigate the Italian case is motivated by the following considerations.

First, this Country presents a rather peculiar and complex political system which
often makes it difficult for Governments to last longer than two years on average,
likely resulting in uncertainty about economic policies. For instance, from 1948 to
the current day, 67 Governments succeeded one another. In several cases, when
no alternative majorities existed, the Legislature ended before the term of 5 years
prescribed in the Constitution, resulting in new elections (see Table 3.1).

Second, although applying text analysis to economics and politics is becoming a
frequent practice, relatively a few studies employing texts in languages other than
English have been conducted thus far. Abercrombie and Batista-Navarro (2020),
whose focus is on political science applications, made a list of works using parlia-
mentary transcripts in languages different from English. Among the works based
on Italian texts, recent studies include: Angelico et al. (2022) and Cerchiello and
Giudici (2016) who analysed twits to predict inflation and assess systemic risk in the
banking sector, respectively; Aprigliano et al. (2022) who used newspapers for pre-
dicting economic activity; Catelli, Pelosi, and Esposito (2022) who made a compar-
ison between lexicon-based and neural network-based models; Pota et al. (2021a)
and Pota et al. (2021b) also who used twits for sentiment analysis. No similar stud-
ies utilising Italian parliamentary verbatim reports are available.

One significant difference between the two studies in this thesis is the sample
size. Chapter 2 utilises transcripts from 1996 to 2020, while the analysis in Chapter 3
bases on the entire collection of transcripts as available at the end of 2020 ± i.e. 1948±
2020. Moreover, the analysis in Chapter 2 is conducted on a quarterly basis, whereas
Chapter 3 develops on a yearly one. Other differences concern the methodologies
and results.

More in detail, Chapter 2 aims to construct Textual Political Debate Indices (TPDI).
As mentioned, the text analysis technique adopted in this chapter is topic mod-
elling, which allows to estimate the major themes discussed during parliamentary
sessions. Then, time series of proportions of such topics are used to explore the re-
lationship between political discourse and a set of National Account statistics such
as GDP, Government Expenditure, Investments and so forth. Moreover, topic pro-
portions constitute the core of the proposed indices in the fashion of Larsen and
Thorsrud (2019) ± i.e. using autoregressive models with exogenous variables to
construct them. The choice to analyse texts through topic models is motivated by
the following considerations. First, as usual with unsupervised learning methods,
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they allow the discovery of themes from texts and are well suited when there is no
prior knowledge of what the text is about ± i.e. there are no labelled data already
available to be used for training as in supervised methods. On the other hand, the
output provided is interpretable and can be tuned. In addition, the chapter presents
a sensitivity analysis of different parameters. Hence, the contribution in Chapter 2
is that, first, as assumed, a relationship between the content of the parliamentary
discussion and the Country’s economy exists and, second, that it can be quantified
and used in time series models.

In Chapter 3 the focus of the analysis shifts from the content of political debates
to their tone or sentiment. A first contribution of the study is the proposal of a new
method to compute words polarities which does not require the use of predefined
affective lexicons ± i.e. lists of words annotated with their positive or negative sen-
timent ± nor deep learning algorithms which would be computationally expensive
and not as effective as for English or Chinese. This is since languages like Italian are
classified as ªlow-resource languagesº ± i.e. languages with no large data-sets avail-
able to train the models beforehand (Catelli, Pelosi, and Esposito, 2022). The result
of the procedure are several Textual Political Polarity Indices (TPPI). Some of these
indices aim to capture the tone of debates. Some other indices, instead, aim to cap-
ture another appealing feature of parliamentary discussion: the tone divergence,
which can be assumed to be a proxy of the agreement or disagreement between
political parties. The indices are called polarity indices because what the proposed
procedure estimates is not the sentiment as it is usually defined ± i.e. the emotion
associated with a specific word or phrase. The philosophy behind these indices is
different: the words used ± specifically, their frequencies ± and the economic vari-
able at hand are seen as a realisation of a unique probabilistic mechanism which
generates both. In this view, the polarity of each word is related not only to its
meaning in the language analysed but also to the economic variable it is associated
with. More concretely, the idea underlying the proposed procedure is that if some
words tend to co-occur with positive or negative economic outcomes, they can be
assumed to incorporate some positive or negative information: the word polarity.
Such an assumption, which may seem at least naive, appears to be confirmed by
reached results. Even after a long time, words polarity in the explained sense does
maintain a certain explanatory power on the considered economic variable. Hence,
the key contributions of Chapter 3 are the proposal of a new method for polarity
computation, and the demonstration that, especially political tones divergence does
have a statistically significant impact on economic dynamics.

Finally, Chapter 4 ends the thesis by presenting the main results and conclu-
sions of the two previous chapters. It focuses on the possible drawbacks of the
methodologies adopted and proposes possible remedies depicting possible future
developments.
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Chapter 2

TPDI: Textual Political Debate
Indices

2.1 Topic modelling in economics

This section provides a brief overview of research applying topic modelling in the
economic-related literature without claiming to be a complete survey as the pub-
lishing of new works on the subject is constantly growing.

Before describing its applications in economics and finance, topic modelling
needs to be first defined.

Topic models are ªprobabilistic generative modelsº (Liu et al., 2016) which fall in the
vast area of machine learning algorithms and whose aim is the automatic discovery
of the themes ± the topics, indeed ± present in a text collection through ªa hierarchical
Bayesian analysisº (Blei and Lafferty, 2009, p. 72). Specifically, without any prior
information about the themes, through these algorithms, documents are modelled
ªas arising from multiple topics, where a topic is defined to be a distribution over a fixed
vocabulary of termsº (Blei and Lafferty, 2009, p. 73) under the statistical assumption
that a certain number of topics is ªassociated with a collection, and that each document
exhibits these topics with different proportionsº (Blei and Lafferty, 2009, p. 73). Hence, in
a topic model, the input data are the observed documents’ words, while the topics
themselves and their within documents proportions are ªthe hidden variables [. . . ]
the latent topical structure [. . . ]. Given a collection, the posterior distribution of the hidden
variables given the observed documents determines a hidden topical decomposition of the
collectionº (Blei and Lafferty, 2009, p. 73). The observed documents and the hidden
topic structure interact through ªthe imaginary random process that is assumed to have
produced the observed dataº (Blei and Lafferty, 2009, p. 73).

Topic models originated as a methodology for dimensionality reduction in the
field of information retrieval (Vayansky and Kumar, 2020). The first probabilistic
± therefore ªauthenticº (Liu et al., 2016) ± topic model was the Probabilistic Latent
Semantic Analysis (PLSA) developed by Hofmann (2001). The technique actually
represented an enhancement of the Latent Semantic Indexing (LSI) proposed by Deer-
wester et al. (1990). Although not being a probabilistic model, LSI succeeded pre-
vious methods based on the tf-idf reduction scheme (Vayansky and Kumar, 2020)
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of term-document matrices 1. In fact, LSI utilises singular value decomposition (SVD)
to factorise such (tf-idf reduced) matrices 2. However, it was only with the Latent
Dirichlet Allocation (LDA) of Blei, Ng, and Jordan (2003) that topic models became
ªeven more completeº (Liu et al., 2016) and famous among researchers. The majority
of topic models available build on LDA. Among the most relevant developments,
there is the Correlated Topic Model (CTM) of Blei and Lafferty (2007) who sample the
topic mixture from a logistic-normal instead of a Dirichlet distribution, hence allow-
ing for correlation among topics with the result of a better fitting. CTM aside, many
other topic models variations have been proposed as, for instance, the Structural
Topic Model (STM) of Roberts et al. (2014). See Liu et al. (2016) and Vayansky and
Kumar (2020) for extensive and detailed surveys. Besides, many works deal with
topic models evaluation such as Airoldi and Bischof (2016), among others.

In the economic field, thus far topic models have been applied in the following
common areas:

• analysis of the evolution of the economic literature over time;

• prediction of stock prices, returns and their volatility;

• analysis of the effects of central banks communication;

• development of indices reflecting various aspects of the economy.

These four common areas are not the only ones, and they are not rigid categories.
Many works study more subjects or perform different tasks making overlapping
quite common.

Concerning the first point, recent examples are the works of Lüdering and Winker
(2016) and Wehrheim (2019). Specifically, the former work investigates whether the
economic literature can anticipate new trends in the economy or merely looks at it
from an ex-post perspective, while the latter analyses articles from the Journal of
Economic History between 1941 and 2016. These authors also provide overviews of
topic modelling in the field.

The second of the areas listed above is certainly one of the most productive.
Among other works, recently, topic modelling has been used by Cerchiello and
Nicola (2018) to assess news contagion in finance. Besides, Larsen and Thorsrud
(2017) and Adämmer and Schüssler (2020) applied the technique to study the effects
of media or news, respectively, on asset returns or equity premium, while Li (2020)
did the same for commodity prices and Lüdering and Tillmann (2020) analysed the
effects of monetary policy on asset prices.

Regarding the third point, among the first and most relevant studies on central
banks communication, there are those of Hansen and McMahon (2016) and Hansen,

1A term-document matrix is the matrix representation of words (rows) and documents (columns)
of the analysed texts.

2Succeeding topic models typically use the transpose of such matrix ± i.e. a document-term matrix
± to represent texts as will be shown in the following.
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McMahon, and Prat (2017) who analyse ªinformation released by the FOMCº (Federal
Open Market Committee) ªon the state of economic conditions, as well as the guidance
the FOMC provides about future monetary policy decisionsº. Besides, recently, Baerg
and Lowe (2020) used topic modelling combined with ªscaling methods to estimate
central bank preferencesº. Instead, Carboni, Farina, and Previati (2020) ªinvestigate the
differences in the topics contained in European Central Bank (ECB) and Federal Reserve
(FED) Governors’ speeches over the period 2007±2019º.

Finally, using topic modelling to construct text-based economic measures (which
is also the aim of this work, as described in the next sections) finds precedents
in many works: Dybowski and Adämmer (2018) who focus on presidential tax
communication; Larsen and Thorsrud (2019) and Thorsrud (2020) who build co-
incident indices of economic indicators (GDP, government expenditure and others),
and business cycle, respectively; Angelico et al. (2022) and Larsen, Thorsrud, and
Zhulanova (2020) who study inflation expectations.

2.2 Data description

This section describes both types of data employed to build the proposed Textual
Political Debate Indices (TPDI): transcripts of Italian parliamentary debates and quar-
terly time-series of Italian economic indicators.

In this work, time is measured in quarters. Specifically, t = 1, . . . , T = 98 is the
sample period and corresponds to calendar quarters 1996.Q2±2020.Q3.

2.2.1 The Italian Senate verbatim reports corpus

The corpus analysed is the collection of the Italian Senate of the Republic parliamen-
tary verbatim reports. It consists of more than 4,300 transcripts from 09 May 1996 to
08 September 2020 which are converted from raw .pdf format into a Document Term
Matrix (DTM).

The about 24 years period considered spans 6 Legislatures ± starting from the
XIII to the (still ongoing) XVIII ± and 14 Governments.

The Senate of the Republic ± shortly, the Senate ± is one of the two Houses of the
Italian Parliament. As recalled on the Senate website (Senato della Repubblica, n.d.),
ªaccording to the principle of full bicameralism, the two houses perform identical functions.
[...] Both Houses are elected every five years. The only differences between them lie in the
membership and the rules for the election of their members. The [...] deputies, who must be
at least 25 years of age, are elected by all Italian citizens over 18 years of age. The [...] elected
senators must be at least 40 years of age, and their electors must be over 25. In addition to
elected members, the Senate also includes life senators ± who are appointed by the President
of the Republic "for outstanding merits in the social, scientific, artistic or literary field" ±
and the former Presidents of the Republic, who are ex officio life senatorsº. Moreover, by
the Italian Constitution, senators are half the number of deputies (the members of
the other House) and are elected on a regional basis.
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Because of these peculiarities, Senate reports are preferable over those of the
other House. They convey the same information about the parliamentary debate
with relatively fewer records. Hence they are likely to be less noisy and require less
computational effort to process.

Coming to more descriptive information about the texts, these are freely acces-
sible in .pdf format via the Senate website as, usually, Parliament sittings are open
to the public.

Further information ± such as Legislatures’ exact periods or the Government in
charge at each time ± is available in Table 2.1.

In the Italian system, a Prime Minister no longer supported by the majority coali-
tion can be ousted with a vote of no confidence. If this is the case, the President of
the Republic either appoints a new Prime Minister capable of forming a Govern-
ment supported by the Parliament, or, dissolves (even just one of) the two Houses
calling for elections. For this reason, as visible in Table 2.1, even more than one Gov-
ernment, also supported different Majorities, may happen to be in charge during the
same Legislature period, a characteristic which makes the Italian case an appealing
to analyse compared to other Countries.

2.2.2 The economic variables

Similarly to Larsen and Thorsrud (2019), to evaluate the eventual link between par-
liamentary debate and economy dynamics, a set of economic variables (or aggre-
gates) is used in addition to texts. Furthermore, such measures allow the compari-
son of conventional indices against the proposed text-based ones.

Therefore, time series of the output (Y), wages (W), consumption (C), investments
(I), government expenditure (G), taxation (T), exports (X) and imports (M) are retrieved
from the Italian National Institute of Statistics (ISTAT) national accounts statistics.

Specifically, Y is defined as the gross domestic product at market prices; W is the
domestic compensation of employees; C is defined as the final consumption expenditure of
households and non-profit institutions serving households; I is defined as the gross fixed
capital formation; G as the consumption of general government; T is defined as the taxes
less subsidies on production and imports X and M are defined as exports/imports of goods
(FOB) and services 3.

All aggregates are measured in current prices millions of euro and span the same
period as the texts: 1996±2020. Moreover, all the time series are quarterly based and
seasonally adjusted from the source via the Tramo-Seats procedure. As specified
by ISTAT on its website, ªseasonally adjusted data are to be intended as seasonal and
calendar-adjusted wherever calendar effects are presentº (Istat, n.d.).

3In international commercial law, FOB stands for free on board. It means that the price of the goods
is not comprehensive of any other costs or expenses needed to make them arrive at destination
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TABLE 2.1: Italian Senate verbatim reports details

Legislatures
Election

Dates

Legislature

Dates

Legislature

Duration

(Days)

Governments

(Prime Ministers)

Government

Dates

Senate Sittings

(or Reports)

XVIII 4 Mar 2018
23 Mar 2018,

ongoing
[8 Sept 2020]

[900]
Conte II

5 Sept 2019,
ongoing [254]

Conte
1 June2018,
5 Sept 2019

XVII 24-25 Febr 2013
15 Mar 2013,
22 Mar 2018

1834
Gentiloni

12 Dec 2016,
1 June2018

923
Renzi

22 Feb 2014,
12 Dec 2016

Letta
28 Apr 2013,
22 Feb 2014

XVI 13-14 Apr 2008
29 Apr 2008,
14 Mar 2013

1781
Monti

16 Nov 2011,
28 Apr 2013 860

Berlusconi IV
8 May 2008,
16 Nov 2011

XV 9-10 Apr 2006
28 Apr 2006,
28 Apr 2008

732 Prodi II
17 May 2006,
8 May 2008

283

XIV 13 May2001
30 May 2001,
27 Apr 2006

1794
Berlusconi III

23 Apr 2005,
17 May 2006 965

Berlusconi II
11 June2001,
23 Apr 2005

XIII 21 Apr 1996
9 May 1996,
29 May 2001

1847

Amato II
26 Apr 2000,
11 June 2001

1061
D’Alema II

22 Dec 1999,
26 Apr 2000

D’Alema
21 Oct 1998,
22 Dec 1999

Prodi
18 May 1996,
21 Oct 1998

Total Total

8888
(≈ 24 years)

4346

2.3 Text processing

2.3.1 Cleaning

Estimating topic models requires a document-term matrix (DTM) as input ± i.e. a cor-
pus representation where documents are arranged on rows and terms on columns
while the inner elements of the resulting matrix are the frequencies each word ap-
pears in a specific document.

The process to obtain such DTM for the chosen corpus begins with a preliminary
inspection of the Senate reports understanding their general structure and peculiar-
ities (e.g. the presence of regular patterns in the text ± also called regex(es) in NLP).
Then, after checking for .pdf files stored as images, optical character recognition
(OCR) was performed when needed.
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Therefore, all reports were converted from .pdf to .txt format and standard pre-
processing and cleaning (Banks et al., 2018; Benoit et al., 2018; Denny and Spirling,
2018; Welbers, Atteveldt, and Benoit, 2017) were applied. Text pre-processing and
cleaning are crucial in NLP as they allow data to be more tractable and reduce noise.
After removing the front-page, index, summaries and attachments (usually the bills
presented and discussed during the session), by mean of regular expressions (REGEX)
4, all texts are associated with the sitting day and then split into orators’ speeches.
The following additional steps allowed to obtain more "cleaned" texts:

• the removal of names and surnames, as usually ± in a Parliamentary sitting ±
these elements appear when the chairing President makes the roll call during
nominal votes;

• the removal of Roman numerals as well as session timing and hours indication;

• the removal of the content in parenthesis as, in the context at hand, it usually de-
scribes actual circumstances during the session (people shouting or clapping
hands, the President calling the Assembly to order, and similar).

The resulting (partially cleaned) speeches form the rows of a data-frame com-
posed by a column with the pre-processed texts and other columns containing the
meta-data associated with every single speech ± namely the indication of date, leg-
islature, Government, session and speaker name (and the number of single words
per speech).

After completing pre-processing, the data frame counted about 850,000 raw
speeches. Although these texts are not properly raw because of the removal of some
words, a deeper cleaning is required to guarantee more efficiency during the topic-
modelling phase (Banks et al., 2018; Benoit et al., 2018; Denny and Spirling, 2018;
Welbers, Atteveldt, and Benoit, 2017).

Therefore, the following steps were taken:

• the removal of numbers, punctuation and isolated characters;

• the lower-casing of the entire corpus;

• the removal of sequences of the same character (e.g. aaa, bb, and similar);

• the removal of words with less than 3 characters, this to speed up the following
stemming step and to exclude terms so short that after such procedure would
become not recognisable or intelligible anymore.

4In the original reports, each front page shows the sitting day, while the orator’s surname (or
surname and name in case of homonyms) in capital letters precedes every speech. Orators’ names
are double-checked with a list of all senators retrieved from the Senate website, which is extended by
adding the names and surnames of all governments members (President, ministers, . . . ) as also they
can speak during sessions.
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As a result, the length of each speech slightly reduces, and some very brief texts
completely disappear as their number of words drops down to zero. At the end of
the stages so far described, the total number of cleaned speeches in the data frame
was about 770,000. Another considerable action taken in the cleaning phase was
the stop-words removal Grimmer, 2010; Quinn et al., 2010 ± i.e. the exclusion from
the analysis of those words which do not add actual content to the texts, for in-
stance, articles, pronouns, conjunctions, adverbs and similar. The complete list of
removed stopwords is available in Appendix A. Consequently, the number of words
per speech slightly decreases while the total number of cleaned speeches in the data
frame reduces to around 760,000.

Finally, in order to decrease the vocabulary size, all the words in each text are re-
duced to their "base (or root) form" through stemming 5. Being the verbatim reports
at hand in Italian, the applied algorithm for stemming is the Snowball algorithm (see
Porter (2001) and Snowball n.d.) that also supports this language among others.

In conclusion, the corpus created and used in the analysis consists of around
760,000 cleaned and stemmed speeches of different lengths, though each composed
of words ± better, stems ± whose minimum length is 3 characters.

2.3.2 Document-Term Matrices

As previously mentioned, estimating topic models requires the corpus to be rear-
ranged in a DTM. However, the content of such matrices, hence their dimensions,
can be defined in several ways.

About its content, a DTM might contain simple counts or relative frequencies
of a specific word in a determined document. It is also possible to have the counts
weighted according to some function (weighted DTM). One of the most interest-
ing and widely adopted scheme to do that is the term frequency-inverse document
frequency weighting, shortly tf-idf (see Blei and Lafferty (2009), Jurafsky and Martin
(2020), and Manning, Raghavan, and Schütze (2008) among others). According to
this scheme, each word receives a weight which ± via the term frequency ± increases
proportionally to the number of times the word appears in the document, but ± via
the inverse document frequency ± decreases as the number of times the word appears
in the entire collection increases. Therefore, the tf-idf tends to allocate more weight
to those words that appear more often in the document but are relatively less fre-
quent in the corpus overall ± i.e. words with greater discriminative power across
documents.

About DTM dimensions, also such choice is subjective and analysis dependent.
Removing or aggregating words into multi-word expressions affects the matrix
number of columns ± i.e. the total number of words composing the vocabulary (the
vocabulary size). On the other hand, removing or aggregating texts affects the DTM
number of rows ± i.e. the actual number of documents in the corpus (the corpus size).

5For instance, stemming would map the English words connection, connections, connective, connected
and connecting to the same form connect (Snowball n.d.).
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TABLE 2.2: Reduced vocabulary DTM information details

Document-Term Matrices Statistics Terms Counts Statistics

Dimensions Sparsity Across Corpus Across Vocabulary

Corpus size Vocabulary size (%) Min 25% Median Mean 75% Max Min 25% Median Mean 75% Max

762,928 74,050 (100%) 99.96 1 3 8 48.10 27 14,604 1 1 3 495.60 17 507,668
762,928 59,240 (80%) 99.94 1 3 8 48.08 27 14,596 1 2 5 619.20 31 507,668
762,928 44,418 (60%) 99.93 1 3 8 48.05 27 14,593 1 3 10 825.30 65 507,668
762,928 29,620 (40%) 99.89 1 3 8 47.98 27 14,584 1 10 31 1,236.00 174 507,668
762,928 14,810 (20%) 99.78 1 3 8 47.68 27 14,513 1 63 174 2,456.00 732 507,668

Here, addressing both issues serves two purposes: increasing efficiency and
speeding up estimation; allowing for sensitivity analysis in the topic modelling
phase.

In detail, a total of 5 CTM are estimated, one for each of the DTM constructed
by keeping constant the number of rows (corpus size) while letting the number of
columns (vocabulary size) vary.

More in detail, the original (100% vocabulary) of about 760, 000× 74, 000 DTM is
tf-idf weighted, and its columns reduced so to show only the top 80th to 20th words
percentiles ± i.e. the top 80 to 20 per cent words in terms of their tf-idf weight. As
reported in Table 2.2, this does not really affect the values of the DTM sparsity (i.e.
the "emptiness", or the number of zeroes in the matrix) and "across corpus" descrip-
tive statistics. However, the operations described impact the word counts statistics
("across vocabulary" statistics). The average number of times each word appeared
in the entire corpus increases from a value of about 500 for the complete matrix to
an average of around 2,500 if considering the top tf-idf 20% DTM, as the average
document length decreases because of the vocabulary size reduction. Finally, the
20% jumps for the thresholds (i.e. 20, 40, 60, 80, 100) are arbitrarily chosen as ± al-
though reducing the vocabulary size according to the tf-idf is common in practice
(see, for instance, Blei and Lafferty (2009) and Larsen and Thorsrud (2019) among
others) ± there are no fix rules for choosing "cutting points".

Before estimating the CTM, also DTM rows need some manipulation. Very brief
speeches delivered by participants during the Assembly are removed from the orig-
inal corpus (better, the five corpora) and therefore disregarded to reduce noise in the
data and increase efficiency during the estimation procedure. Similarly to the vo-
cabulary thresholds, also the minimum 10 words value for the document length is
chosen arbitrarily, considering that the median value of the number of words per
speech was equal to 8 (see Table 2.2). The main goal here is disregarding very brief,
uninformative "documents" (on the point, see also Adämmer and Schüssler, 2020, p.
5 who reason in terms of upper/lower quantiles instead). In doing so, as reported in
Table 2.3, not only the number of texts (corpus size) decreases from about 760,000 to
about 360,000 (357,582 ± or, 357,430 for the top tf-idf 20% DTM), but also the vocabu-
lary size slightly decreases if compared with that in Table 2.2: some words (actually
very common/frequent ones) only appear in the removed speeches.

Finally, in each of the five (cleaned, stemmed and reduced) DTM, texts are aggre-
gated daily ± i.e. the speeches delivered in the same Senate session (or, equivalently,
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TABLE 2.3: Reduced corpus DTM information details

Document-Term Matrices Statistics Terms Counts Statistics

Dimensions Sparsity Across Corpus Across Vocabulary

Corpus size Vocabulary size (%) Min 25% Median Mean 75% Max Min 25% Median Mean 75% Max

357,582 73,638 (100%) 99.91 10 19 31 98.40 97 14,604 1 1 3 477.8 17 459,095
357,582 58,828 (80%) 99.88 10 19 31 98.36 97 14,596 1 2 5 597.9 31 459,095
357,582 44,006 (60%) 99.85 10 19 31 98.29 97 14,593 1 3 11 798.7 66 459,095
357,582 29,208 (40%) 99.78 10 19 31 98.14 97 14,584 1 10 32 1,202.0 178 459,095
357,430 14,557 (20%) 99.55 10 19 31 97.53 97 14,513 1 65 179 2,395.0 749 459,047

TABLE 2.4: Aggregated corpus DTM information details

Document-Term Matrices Statistics Terms Counts Statistics

Dimensions Sparsity Across Corpus Across Vocabulary

Corpus size Vocabulary size (%) Min 25% Median Mean 75% Max Min 25% Median Mean 75% Max

2,858 73,638 96.98 38 7,390 11,821 12,312 16,812 68,538 1 1 3 477.8 17 459,095
2,858 58,828 96.23 38 7,388 11,816 12,306 16,803 68,531 1 2 5 597.9 31 459,095
2,858 44,006 94.98 38 7,387 11,802 12,298 16,787 68,524 1 3 11 798.7 66 459,095
2,858 29,208 92.49 38 7,376 11,779 12,279 16,748 68,496 1 10 32 1,202.0 178 459,095
2,858 14,557 85.35 38 7,331 11,686 12,198 16,654 68,304 1 65 179 2,395.0 749 459,047

the same day) are combined to form single rows in the document-word matrix. The
resulting five DTM were those employed for the topic model estimation. They were
all composed of about 2,800 rows. See Table 2.4 for further details.

As a concluding remark, handling the corpus and creating the DTM is imple-
mented in the statistical software R (R Core Team, 2020) also by mean of the library
quanteda (Benoit et al., 2018).

2.4 Topic modelling

2.4.1 The Correlated Topic Model

As previously mentioned, the ªLDA of Blei, Ng, and Jordan (2003) is the most prominent
and widely applied topic modelº (Adämmer and Schüssler, 2020). However, it does not
allow for correlations among topics. For this reason, to extract the themes discussed
in the Senate sessions, the Correlated Topic Model of Blei and Lafferty (2007) is used.

The consideration of Vayansky and Kumar (2020) that CTM ªwould work well
with sets which are expected to have strongly correlating topics, such as the [. . . ] articles
within a single journalº seems to support the choice for such model here. Similarly to
a journal collection, all analysed texts come from documents belonging to the same
corpus of parliamentary debate sessions.

In the following, the notation and a brief description of the model are detailed.
Figure 2.1 shows the plate notation of a CTM model. All nodes represent random

variables that may be observable (shaded nodes) or latent (unshaded nodes). Each
edge indicates a dependence, while plates represent the replicated variables.

Let V be the vocabulary size ± i.e. the total number of words in the texts collection
± and let K be the (user) specified number of topics in the model. Each V-dimensional
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FIGURE 2.1: Plate Diagram of CTM based on Blei and Lafferty (2007)

vector βk, where k ∈ {1, . . . , K}, is a topic ± i.e. a distribution over the entire vo-
cabulary. Specifically, βk ∼ DirV(γ), where DirV(γ) is a Dirichlet distribution with
parameter γ.

Let D be the corpus size ± i.e. the total number of documents in the collection of
texts ± and let Nd be the the number of words in each document d ∈ {1, . . . , D}. Each
word wd,n, where n ∈ {1, . . . , Nd}, is the n-th word in the d-th document and it is
assumed to be drawn from one of the K topics βk. Specifically, wd,n ∼ MultV(βzd,n

),

where MultV(βzd,n
) is a Multinomial distribution with parameter βzd,n

. The integer

zd,n ∈ {1, . . . , K} is the topic assignment of wd,n ± i.e. the identity of the topic of the
n-th word in the d-th document. Each topic assignment is assumed to come from
a Multinomial distribution of parameter ϑd - i.e. zd,n ∼ MultK(ϑd). Each ϑd is a
distribution over topics and is obtained as a function of ηd, which is the (typically
considered) natural parameterization (Blei and Lafferty, 2007) of the distribution
MultK(). In formulae, ϑi = f (ηi) = exp ηi

∑j exp ηj
is the function that maps the natural

parametrization ηd of topic proportions to the mean parameterization ϑd (Blei and
Lafferty, 2007). Real values ηd are drawn from a multivariate Normal distribution ±
i.e. ηd ∼ NK(µ, Σ) ± whose parameters are the K-dimensional mean µ and covari-
ance matrix Σ.

The following steps describe the generative, random process underlying the
documents and words:

1. For each k ∈ {1, . . . , K}:

(a) Draw βk ∼ DirV(γ).

2. For each d ∈ {1, . . . , D}:

(a) Draw ηd| {µ, Σ} ∼ N(µ, Σ);

(b) For n ∈ {1, . . . , Nd}:

i. Draw a topic assignment zd,n|ηd from MultK (ϑd).

ii. Draw a word wd,n| {zd,n, β1, . . . , βK} from MultV

(
βzd,n

)
.

To understand the output of a topic model is helpful to think at the per-topic
term probabilities βk and the per-document topic proportions θd as the rows of two
matrices ± B and Θ ± which result from the decomposition of the original DTM. B is
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a topic-term matrix where each row is a distribution over words. Θ is a document-
topic matrix whose rows are distributions over topics.

As for corpus handling and DTM creation, also the correlated CTM estimation
was performed using the R software (R Core Team, 2020). Specifically, applying the
functions available in the library stm by Roberts, Stewart, and Tingley (2019).

2.4.2 Optimal number of topics

A key aspect in topic modelling is determining the (optimal) number of topics, K,
to estimate. Independently on the model (here a CTM), this information is crucial
as needed to initialise the algorithm, and its choice is up to the researcher (on the
point, see also Grimmer and Stewart (2013) among others).

Therefore, to address the issue, the following data-driven strategy is adopted.
Similarly to Adämmer and Schüssler (2020) ± in order to choose a reasonable K ±
various CTM are run and compared through diagnostic statistics.

In detail, 16 CTM are estimated for each of the 5 DTM previously built: one per
each number of topics K = 10, 20, . . . , 90, 100, 120, . . . , 180, 200, 250. The following
considerations motivate the choice of such values for K in making comparisons.

First, K should be large enough to predict the topics’ proportions within the cor-
pus. Second, the estimated topics also need to be semantically coherent ± i.e. intel-
ligible and recognisable by human readers with relative ease. However, as pointed
out by Chang et al. (2009), increasing K over a certain point makes the estimated
topics less comprehensible and hard for humans to interpret.

Second, setting K in the interval 10±250 is consistent with the evidence in previ-
ous literature. For instance, Adämmer and Schüssler (2020) set the number of topics
equal to 100 as they find that, over that level, there are no significant improvements
in the diagnostic statistics. Instead, Larsen and Thorsrud (2019) set K = 80. More-
over, in accordance with the ªprinciple of parsimonyº, Banks et al. (2018, p. 455)
recommend starting with few topics (up to 100) and increasing K only if needed to
obtain better results.

Finally, as estimation time dramatically increases with the number of topics,
setting high K may prevent any use of topic models in practice (Adämmer and
Schüssler, 2020, p. 6).

To compare estimated models, four diagnostic statistics are considered:

• held-out likelihood (Wallach et al., 2009);

• model residuals (Taddy, 2012);

• semantic coherence (Mimno et al., 2011; Roberts et al., 2014);

• exclusivity (Roberts et al., 2014).

Tables 2.5 and 2.6 report their values and summary, respectively. The first two
statistics pertain to model accuracy, while the other two relate to topics quality.
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More precisely, high values of held-out likelihood are associated with high prob-
abilities for a model to produce correct predictions for unseen documents (the held-
out documents). This diagnostic statistic is also named document-completion held-
out likelihood method (Roberts et al., 2014; Wallach et al., 2009) and it is concerned
only with models predictive power. As shown in figure 2.2, the held-out likelihood
seems to become stable after K = 180 for all the five CTM versions.

Concerning models residuals, the lower their values and, more importantly,
their (over)dispersion (Taddy, 2012) the better the model.

Notably, reaching high performances in terms of held-out likelihood and resid-
uals usually requires high values of K. However, these are at odds with reasonable
computation time and topic quality.

Semantic coherence is the statistic used to measure topic quality. Its values are
high when the most probable words in the estimated topics co-occur within the
documents. In such a case, the topics are considered internally consistent (Mimno
et al., 2011).

Lastly, Roberts et al., 2014 propose to look at exclusivity to account for the cir-
cumstance that different topics may have words in common. The value of this mea-
sure increases if words assigned a high probability in a specific topic also receive
low probability in all other topics.

There is a trade-off between the last two measures. Topics that are both semanti-
cally coherent and exclusive are also more likely to be high quality overall (Roberts
et al., 2014) hence useful for the analysis. Such trade-off is clearly evident in figures
2.2 and 2.3 for the five DTM employed. Semantic coherence constantly decreases
as K increases, although not so rapidly due to a change in slope around K = 100.
Exclusivity rapidly increases with the number of topics at least up to 100. After that
point, its curve becomes pretty flat at each K. Therefore, for each of the 5 DTM used
as inputs, the 100 topics CTM are chosen as baseline models.

2.4.3 CTM results

As previously mentioned, topic models produce two main outputs: the per-topic
term probabilities, βk, and the per-document topic proportions, θd. Figures 2.4 and
2.5 show a possible representation of both outputs for topic 61 based on the 100 topic
CTM on the 100% tf-idf DTM (i.e. the complete vocabulary). Topic numbering has
no meaning. Instead, the choice for showing this topic is that it probably relates to
public expenditure, a subject that received considerable attention recently. Finally,
an overview of all estimated topics and their expected proportions in the collection
is given in Figures 2.6 and 2.7.
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2.5 Connecting themes with economic variables

This section describes the construction of the proposed text-based economic indices.
Some exploratory data analysis precedes the procedure description, and it aims to
corroborate the underlying hypothesis that political debate ± specifically, the parlia-
mentary one ± is related to the economic dynamics. Concerning the modelling of
such connection, the approach here adopted somehow resembles the one followed
by Larsen and Thorsrud (2019) although with the substantial methodological dif-
ference that those authors operate within the Bayesian framework.

2.5.1 Exploring the relation between the estimated topics and the eco-
nomic variables

The connection between political debate and economic dynamics is explored by
looking at the correlations between the estimated topic proportions of the baseline
model (i.e. the 100 topics CTM) and the time series of each considered National Ac-
count aggregate. The topic proportions, ϑ, are one of the outputs of the topic model.
Their values lie in the continuous interval [0, 1] and are daily based as the CTM
estimation relies on senators’ speeches aggregated at a day level. To make signifi-
cant comparisons, following Larsen and Thorsrud (2019), the frequency of such ϑ is
aligned to that of the economic variables.

Precisely, let t = 1, . . . , T be the index for each quarter, where T is the total
number of quarters in the sample. Let st = 1, . . . , St be the index for each day in

quarter t, where St is the total number of days in t. Then, ϑ̇t = 1
st

∑
St
s=1 ϑi,s with

i = 1, . . . , K. Clearly, as all ϑs lie in [0, 1] also their quarterly averages ϑ̇ do so.
Let Z ∈ {Y, W, C, I, G, T, X, M} be the generic economic aggregate time series

and let ż = Z−min Z
max Z−min Z , be the normalised series in the interval [0, 1] associated

with it. Then, the correlation at lag 0 ≤ h ≤ T between the (normalised) economic
variable ż and the (quarterly) topic proportions ϑ̇ is indicated by corrż,ϑ̇(h).

Figures 2.8 to 2.10 present the correlations between each of the 100 topic propor-
tions and the 8 economic aggregates for h = 0, 1, 2 to account for the circumstance
that political and economic dynamics and their relation may be different in certain
phases. As shown in Figures 2.11 to 2.13 which focus on the top 10% strongest cor-
relations ± on average ± the link between topic proportions and economic variables
is persistent. The topics with very high/low correlation when h = 0, also exhibit a
high/low correlation when h = 1, 2. In all graphs, red and blue shades indicate pos-
itive and negative bonds, respectively. Darker colours are associated with stronger
relations ± i.e. very high/low correlations. The graphs also present dendrograms
on its borders as both topics and economic variables are ordered and clustered ac-
cording to the bond linking them.

Figures 2.14 and 2.15, instead, show the per topic word distributions for each of
the 18 highly correlated topics in Figures 2.11 to 2.13 and give some insights about
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the what themes are highly linked to all the economic variables considered. For in-
stance, public expenditure (Topic 61) or the contrast to mafia and corruption (Topic
84) or government stability (Topic 89) are among the issues positively associated
with the economic variables growth rates. On the other hand, the discussion about
financing resources problems (Topic 12) or internal security (Topic 21) or social is-
sues connected to labour and related contracts and welfare (Topic 31) is negatively
associated with growth rates in the economy.

The existence of persistent weak and strong, positive and negative correlations
between the values of the quarterly topic proportions and (all the) economic vari-
ables confirms not only that the connection between political debate and economy
is not a mere hypothesis but also that such intrinsically qualitative relation can be
measured, therefore modelled. Furthermore, the possibility to estimate daily topic
proportions makes concrete the idea of integrating high-frequency information into
the standard quarterly or monthly economic indicators. Such additional informa-
tion would be more qualitative as provided by texts and very up to date, which
may cast some light on the opinions and expectations that different social actors ±
as firms, employees and others ± form about the future state of the economy.

2.5.2 Constructing TPDI

As mentioned, the idea underlying the construction of the text-based indices pro-
posed in this work somehow resembles the approach of Larsen and Thorsrud (2019).
In fact, also the procedure described here utilises the (quarterly aggregated) esti-
mated topic proportions, ϑ̇, within common auto-regressive models, AR, (Box and
Jenkins, 1970; Box et al., 2015; Whittle, 1951, among others). To be precise, not
only simple AR models are utilised but also auto-regressive with exogenous inputs
models, ARX, (Hannan, 1976, for instance) as well as time varying parameters auto-
regressive models (Cai, 2007; Hastie and Tibshirani, 1993; Robinson, 1989; Robinson,
1991, among others), either with exogenous terms (TVARX) or without (TVAR).

Such regressions are estimated with the software R (R Core Team, 2020), through
the libraries dynlm (Zeileis, 2019) and tvReg (Casas and Fernandez-Casal, 2019).

Before detailing the Textual Political Debate Indices (TPDI) constructing proce-
dure, introducing some notation is needed.

Let ln Zt− ln Zt−4, with t = 1, . . . , T = 98, be the year-on-year logarithmic differ-
ences (or growth rates) associated with Z and let zt be the corresponding standard-
ised values. Similarly, let ln ϑ̇i,t − ln ϑ̇i,t−4 be the growth rates of topic i = 1, . . . , K

and let ϑ̃i,t be the corresponding standardised values.
The equations of the AR(1), TVAR(1), ARX(1) and TVARX(1) are given by:

zt = ϕzt−1 + ut (2.1)

zt = ϕtzt−1 + ut (2.2)
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FIGURE 2.14: 100% tf-idf Corpus, K = 100 CTM: per topic word
distribution of top 10% topics showing the strongest positive corre-

lations with the economic aggregates at Lags 0, 1, 2
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FIGURE 2.15: 100% tf-idf Corpus, K = 100 CTM: per topic word
distribution of top 10% topics showing the strongest negative corre-

lations with the economic aggregates at Lags 0, 1, 2
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zt = ϕizt−1 + biϑ̃i,t−1 + ui,t (2.3)

zt = ϕi,tzt−1 + bi,tϑ̃i,t−1 + ui,t (2.4)

where ϕ and b are the model coefficients for the economic variable and the
topic proportion, respectively, while u are independent and identically distributed
stochastic error terms with zero mean and constant variance ± i.e. u ∼ I ID(0, σ2).

Considering growth rates and standardising allows focusing on the dynamic of
the variables over time and, importantly, ensures stationarity (Larsen and Thorsrud,
2019).

In what follows, when referring to equations from 2.1 to 2.2, the order of the
auto-regressions is omitted, for a more agile notation: AR, ARX, TVAR, TVARX.
Moreover, to avoid repeating the same expression twice, quantities calculated start-
ing from both constant and time-varying parameters models are referred to by
putting a ªTVº in parenthesis, e.g. (TV)AR. Subscripts i and t are omitted when
speaking of variables or model parameters in general.

The following paragraphs present the different versions of the TPDI. Table 2.7
provides a synoptic scheme. Figures 2.16 to 2.27 show the time series of the pro-
posed indices versus the economic measures they are built for.

Indicator I0

The two main components in all the proposed indices are b and ϑ̃. The reason for
this is quite intuitive. Textual information is incorporated in the topic proportions

ϑ̃ which, via the (TV)ARX regressions, are given a specific weight each. In other
terms, b represent the additional information provided by each topic (proportion)
when this is used as an exogenous variable in the auto-regressions for the economic
measure at hand.

As K (TV)ARX regressions are estimated, to obtain a unique value at each time,

a simple operation is summing across topics the products between b and θ̃.
The resulting indicator is:

I0,ARX-AR =
K

∑
i=1

biϑ̃i,t−1 (2.5)

A slightly more complex version of this first indicator arises from allowing topic
influence to change over time. Therefore, equation 2.5 becomes

I0,TVARX-TVAR =
K

∑
i=1

bi,tϑ̃i,t−1 (2.6)
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Indicator I1

The indicators in Equations 2.5 and 2.6 are not able to capture the overall perfor-
mance of the (TV)ARX regressions each beta comes from. More in detail, among
those K (TV)ARX regressions, some would have a better fit than others, meaning
that the topic (proportion) included as an exogenous term does have a greater in-
fluence on the economic variable.

To account for this circumstance, the following strategy is adopted. For each
(TV)ARX regression the R-squared, R2, is computed and compared with the R2 of
the simpler (TV)AR so to obtain the ratios:

w̃i =
R2

i,(TV)ARX

R2
i,(TV)AR

(2.7)

which, being by construction either greater or lower than 1, are then normalized
in the interval [0, 1] trhough the min-max transformation:

wi =
w̃i −min(w̃i)

max(w̃i)−min(w̃i)
(2.8)

In this way, the (TV)ARX model with the best overall fitting to the economic
variable (compared to the (TV)AR) is assigned a normalised weight equal to 1.
Conversely, the (TV)ARX model that exhibits the worst fitting receives a normalised
weight equal to 0.

Therefore, the previous I0 indicators become, respectively:

I1,ARX-AR =
K

∑
i=1

wibiϑ̃i,t−1 (2.9)

I1,TVARX-TVAR =
K

∑
i=1

wibi,tϑ̃i,t−1 (2.10)

Indicator I2

Overall goodness-of-fit is not the only measure for models quality. A pointwise
evaluation is also possible. In fact, for t = 1, . . . , T, each of the K (TV)ARX regres-
sions gives an estimate of the macro-economic variable value at that time. Again,
some auto-regressions perform better than others, as the specific topic they include
does have more explaining power. Therefore, one may assign such better models a
greater weight to emphasize topics being more relevant at some times rather than
others. Hence, the following strategy is adopted. Moving from the consideration
that a good point estimate also implies a low value in the corresponding model
residual, for each of the (TV)ARX regressions the following square residuals ratios
are calculated:
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ũi,t =
û2

i,t(TV)ARX

û2
i,t(TV)AR

(2.11)

Equation 2.11 allows the comparison between the squared residuals û2
i,t from

each of the K (TV)ARX regressions and the corresponding squared residual from
the (TV)AR regressions at the same instant t.

To obtain single models weights, the ratios between the sum over topics i =
1, . . . , K of the computed squared residuals ratios over the i-th is also calculated:

ṽi,t =
∑

K
i=1 ũ2

i,t

ũ2
i,t

(2.12)

Similarly to equation 2.8, the obtained weights are then normalised in [0, 1]:

vt =
ṽi,t −min(ṽi,t)

max(ṽi,t)−min(ṽi,t)
(2.13)

As a result, the two I2 indicators are respectively given by:

I2,ARX-AR =
K

∑
i=1

vi,tbiϑ̃i,t−1 (2.14)

I2,TVARX-TVAR =
K

∑
i=1

vi,tbi,tϑ̃i,t−1 (2.15)

Indicator I3

Finally, to allow for both the intuitions underlying I1 and I2 ± namely overall and
point-wise goodness of fit ± two more indicators are computed:

I3,ARX-AR =
K

∑
i=1

wivi,tbiϑ̃i,t−1 (2.16)

I3,TVARX-TVAR =
K

∑
i=1

wivi,tbi,tϑ̃i,t−1 (2.17)

In Equations 2.16 and 2.17 the quarterly topic proportions ϑ̃i,t−1 are weighted
by their specific regression parameter b, by the normalised inter-topics weights w
which put more emphasis on the best topic overall, and by the normalised infra-
time weights v which, instead, emphasise the best topic at each time.

As a final remark, similarly to Larsen and Thorsrud (2019), the topic proportions
are indexed by t− 1 both in the regressions and indices to allow for delayed effects
of the parliamentary debate on the economic variable at hand.
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TABLE 2.7: TPDI Synoptic Scheme

Indicator ARX-AR based TVARX-TVAR based

I0 ∑
K
i=1 biϑ̃i,t−1 ∑

K
i=1 bi,tϑ̃i,t−1

I1 ∑
K
i=1 wibiϑ̃i,t−1 ∑

K
i=1 wibi,tϑ̃i,t−1

I2 ∑
K
i=1 vi,tbiϑ̃i,t−1 ∑

K
i=1 vi,tbi,tϑ̃i,t−1

I3 ∑
K
i=1 wivi,tbiϑ̃i,t−1 ∑

K
i=1 wivi,tbi,tϑ̃i,t−1

0 ≤ wi, vt ≤ 1; i = 1, ..., K; t = 1, ..., T

wi =
w̃i−min(w̃i)

max(w̃i)−min(w̃i)
; w̃i =

R2
i(TV)ARX

R2
i(TV)AR

vi,t =
ṽt−min(ṽt)

max(ṽt)−min(ṽt)
; ṽi,t =

∑
K
i=1 ũ2

i,t

ũ2
i,t

; ũ2
i,t =

û2
i,t(TV)ARX

û2
i,t(TV)AR

2.5.3 TPDI Evaluation

After constructing the 4 TPDI versions for each of the 8 economic variables, indices’
ability to adapt to the corresponding economic series is both measured by utilising
the Root Mean Squared Error (RMSE) as a distance measure, and also tested through
the Model Confidence Set (MCS) procedure of Hansen, Lunde, and Nason (2011).
Specifically, for both approaches, the Squared Error (SE) function is calculated as:

SE
(z)
t =

(
zt − TPDI

(z)
t

)2
(2.18)

where TPDI ∈ {I0, I1, I2, I3} is the index version at hand.
The SE is used as a distance function in each of the 7 MCS performed: one per

K ∈ {20, 40, 60, 80, 100, 120, 140} to check the sensitivity of each index version to the
number of topics. Each MCS is computed with a 0.99 confidence level.

Evaluation results for both approaches indicate the I3,ARX-AR, I2,ARX-AR as the
best TPDI versions. More details are given in Table 2.8, which reports the best in-
dicators from the MCS. Figures 2.32 to 2.39 show the sensitivity of the RMSE to the
number of topics K in the CTM indices are based on.
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FIGURE 2.16: 100% TF-IDF corpus K = 100 GDP ARX based TPDI
over time
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FIGURE 2.17: 100% TF-IDF corpus K = 100 GDP TVARX based TPDI
over time
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FIGURE 2.18: 100% TF-IDF corpus K = 100 Wages ARX based TPDI
over time
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FIGURE 2.19: 100% TF-IDF corpus K = 100 Wages TVARX based
TPDI over time
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FIGURE 2.20: 100% TF-IDF corpus K = 100 Private Consumption
ARX based TPDI over time
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FIGURE 2.21: 100% TF-IDF corpus K = 100 Private Consumption
TVARX based TPDI over time
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FIGURE 2.22: 100% TF-IDF corpus K = 100 Investments ARX based
TPDI over time
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FIGURE 2.23: 100% TF-IDF corpus K = 100 Investments TVARX
based TPDI over time



Chapter 2. TPDI: Textual Political Debate Indices 43

2000 2005 2010 2015 2020

−
6

−
4

−
2

0
2

4

Indicator I0

Time

V
a
lu

e
s

2000 2005 2010 2015 2020

−
6

−
4

−
2

0
2

4

Indicator I1

Time

V
a
lu

e
s

2000 2005 2010 2015 2020

−
6

−
4

−
2

0
2

4

Indicator I2

Time

V
a
lu

e
s

2000 2005 2010 2015 2020

−
6

−
4

−
2

0
2

4

Indicator I3

Time

V
a
lu

e
s

FIGURE 2.24: 100% TF-IDF corpus K = 100 Public Expenditure ARX
based TPDI over time
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FIGURE 2.25: 100% TF-IDF corpus K = 100 Public Expenditure
TVARX based TPDI over time
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FIGURE 2.26: 100% TF-IDF corpus K = 100 Taxation ARX based
TPDI over time
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FIGURE 2.27: 100% TF-IDF corpus K = 100 Taxation TVARX based
TPDI over time
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FIGURE 2.28: 100% TF-IDF corpus K = 100 Exports ARX based TPDI
over time
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FIGURE 2.29: 100% TF-IDF corpus K = 100 Exports TVARX based
TPDI over time
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FIGURE 2.30: 100% TF-IDF corpus K = 100 Import ARX based TPDI
over time
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FIGURE 2.31: 100% TF-IDF corpus K = 100 Import TVARX based
TPDI over time
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FIGURE 2.32: 100% TF-IDF Corpus RMSE Sensitivity to K for the
Output TPDI
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FIGURE 2.33: 100% TF-IDF Corpus RMSE Sensitivity to K for the
Wages TPDI
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FIGURE 2.34: 100% TF-IDF Corpus RMSE Sensitivity to K for the
Consumptions TPDI
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FIGURE 2.35: 100% TF-IDF Corpus RMSE Sensitivity to K for the
Investments TPDI
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FIGURE 2.36: 100% TF-IDF Corpus RMSE Sensitivity to K for the
Gov. Exp. TPDI
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FIGURE 2.37: 100% TF-IDF Corpus RMSE Sensitivity to K for the
Taxes TPDI
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FIGURE 2.38: 100% TF-IDF Corpus RMSE Sensitivity to K for the
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Chapter 3

TPPI: Textual Political Polarity
Indices. The case of Italian GDP

3.1 Introduction

This work proposes new text-based polarity indices to measure the qualitative in-
formation conveyed by parliamentary debates and improve the predictions of tra-
ditional quantitative macroeconomic indicators.

The need for exploiting qualitative information from texts rises from some draw-
backs of conventional National Statistics. For instance, recently, Thorsrud (2020)
underlined their lack of ªtimelinessº and capability to incorporate high-frequency
information reflecting economic fluctuations, two characteristics that are crucial es-
pecially for policymakers who attempt to react to (or, possibly, lead) changes in the
state of the economy.

In this framework, textual data might make a substantive difference as they
are intrinsically high dimensional and therefore, especially if collected at a lower
frequency than standard quantitative data, might unveil some of those (high fre-
quency) information about the economic dynamics that the state-of-the-art models
cannot currently take into account.

Fortunately, nowadays, there are plenty of content analysis techniques devel-
oped in Natural Language Processing (NLP) and text analysis fields that allow ex-
tracting information from different types of text.

3.2 Related literature

This section provides a brief overview of research applying sentiment analysis in
the economic-related literature and political science. Such a survey does not claim
to be complete as new works are constantly published.

In economics, thus far sentiment analysis has been applied in the following main
areas:

• prediction of stock prices, returns and their volatility;

• analysis of the effects of central banks communication;
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• development of indices reflecting various aspects of the economy.

Such areas are not intended as rigid categories as many works analyse several
aspects performing different tasks. Thus overlapping is quite common. A recent
survey of application of sentiment analysis in economics is provided by Algaba et
al. (2020).

Concerning the first point, most of the works focusing on financial variables
such as stock prices, returns and volatility either apply sentiment analysis on twits
or newspapers articles. The reason for that is straightforward: financial data are
usually high frequency. Hence, they are assumed to likely co-move with the infor-
mation conveyed by daily (newspapers articles) or infra-daily (twits) texts sources.

Among the first works in the field, Bollen, Mao, and Zeng (2011) focused on
the Dow Jones Industrial Average (DJIA) ad found out that mood measurements
based on Twitter feeds significantly reduce prediction error. More recent works in
the field focused on: systemic risk and contagion effects (Cerchiello, Giudici, and
Nicola, 2017); Chief Executive Officer (CEO) succession (Leitch and Sherif, 2017);
construction of a ªlexicon of words used by online investorsº (Renault, 2017); compari-
son of co-movement between social media metrics and stock returns for firms hav-
ing official Twitter accounts and firms without such accounts (Liu et al., 2015).

Moving to researches applying sentiment analysis techniques to newspapers,
among the first works, Tetlock (2007) and Tetlock, Saar-Tsechansky, and Macskassy
(2008) quantified the ªinteractions between the media and the stock marketº (Tetlock,
2007) from Wall Street Journal articles. Besides, more recent works focused on:
the effects of news about macroeconomic fundamentals and geopolitical events on
crude oil markets (Brandt and Gao, 2019); the impacts of news stories and earn-
ings announcements of the S&P 100 constituents (Caporin and Poli, 2017); Taiwan
stock market returns (Guan-Ru Wu, Chieh-Tse Hou, and Lin, 2019); the differences
of positive and negative news, as well as daily or weekly aggregation, in improving
returns predictions (Heston and Sinha, 2017); the use of existing ªaffective lexiconsº
such as the Harvard psychological dictionary and Loughran±McDonald sentiment
dictionary (Loughran and McDonald, 2011) to construct a sentiment space (Li et
al., 2014); the analysis of oil-related news and creation of a specific keywords list
(Loughran, McDonald, and Pragidis, 2019); credit spreads, and information asym-
metry (Yang, Liu, and Wang, 2020).

Concerning the second research area, recently, the analysis of Central Banks
communication has been studied in Ter Ellen, Larsen, and Thorsrud (2022) who,
based on Norwegian data, focused on the effects of ªnarrative surpriseº of ªcentral
bank communication accompanying interest rate meetingsº. Ehrmann and Talmi (2020),
instead, studied the effects of semantic similarity in Central Bank communications
on market volatility. Besides, Tillmann and Walter (2019) focused on the effects of
diverging tones in the public communication ECB and Bundesbank presidents.

Finally, among the works within the third area of research, which is concerned
with the application of sentiment analysis to various aspects of the economy, re-
cently, Aprigliano et al. (2022) focused on the Italian economy and proposed a new
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dictionary of Italian words and used it to construct sentiment and uncertainty in-
dices based on newspaper articles. Based on a dictionary approach (and combined
with a clustering technique) is also the Social Mood on Economy Index (SMEI) 1 re-
cently constructed by the Italian National Institute of Statistics (ISTAT) in 2016 to
measure the sentiment of Italians with respect to the economy.

Besides, Ardia, Bluteau, and Boudt (2019) focused on US industrial production
and proposed a ªsentiment engineering frameworkº based on elastic net and optimised
for forecasting purposes. Bowden, Kwiatkowski, and Rambaccussing (2019) devel-
oped ªtime series of economic news tonalityº from major British newspapers. Mogaji,
Balakrishnan, and Kieu (2021), instead, focused their analysis on the UK energy
sector, based on twits. Naderi Semiromi, Lessmann, and Peters (2020), on the other
hand, focused on the foreign exchange market and proposed a novel sentiment dic-
tionary for prediction purposes. Shapiro, Sudhof, and Wilson (2020) also develop
time series of economic sentiment from newspapers. Specifically, while review-
ing the current state-of-the-art sentiment analysis tools, the authors generate their
sentiment-scoring model and a new lexicon.

Moving to political science, several works in the literature apply sentiment anal-
ysis not only to newspaper articles and social media but also to parliamentary de-
bates. For instance, Young and Soroka (2012) develop their ªLexicoder Sentiment Dic-
tionary (LSD)º comparing automated tone detection against human readers’ judge-
ment of articles about the economy, environment, crime, and international affairs
in the New York Times. Besides, Haselmayer and Jenny (2017) propose a sen-
timent measurement procedure that applies to languages other than English and
build their German dictionary ªfor the analyses of party statements and media reportsº.
Among researches based on parliamentary debates, recently, Proksch et al. (2019)
applied a ªmultilingual sentiment-based approachº to ªcapture different types of parlia-
mentary conflictº. Rauh (2018) also developed their German dictionary and find
ªthat positive language is easier to detect than negative languageº. Rheault et al. (2016),
instead, used an NLP approach to examine changes in aggregate levels of emotional po-
larity in the British parliament and to test a hypothesis about the emotional response of
politicians to economic recessions. Finally, Abercrombie and Batista-Navarro (2020)
recently provided a detailed and extensive survey of and researches applying sen-
timent analysis to parliamentary debates in several languages.

Concerning the methodologies for sentiment analysis, most of the studies in the
field fall in one of three macro-categories: Lexicon Based approaches, Machine Learn-
ing approaches and Hybrid approaches (Birjali, Kasri, and Beni-Hssane, 2021). In the
following the former two are briefly described.

Lexicon based approaches are probably the earliest methods due to their rel-
atively easier application in many fields. According to Algaba et al. (2020), ªa
lexicon-based computation of sentiment is the most straightforward, efficient, and parsi-
monious methodº. In fact, such approaches use affective lexicons: lists of words or
phrases annotated with a positive or negative polarity scores. Examples in the

1https://www.istat.it/it/archivio/219585
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economic/financial and political fields are given by: Picault and Renault (2017)
who construct a lexicon specific to European Central Bank communication; Young
and Soroka (2012) whose Lexicoder Sentiment Dictionary focuses on news about pol-
itics; Loughran and McDonald (2011) who create a lexicon specific for finance do-
main. Birjali, Kasri, and Beni-Hssane (2021), in accordance with previous litera-
ture (Algaba et al., 2020) divide the techniques under this framework in three sub-
categories: manual approaches, dictionary-based approaches and corpus-based approaches.
One of the most used hand-crafted dictionary is certainly the General Inquirer of
Stone and Hunt (1963). ªDictionary-based approaches [. . . ] start from a list of seed senti-
ment words with known polarity (often found using the manual approach) and then expands
this listº (Algaba et al., 2020). ªThe assumption behind this approach is that synonymous
words have the same sentiment polarities, while antonyms words have the opposite polar-
itiesº (Birjali, Kasri, and Beni-Hssane, 2021). Among others, a recent example is
the SentiWordNet of Baccianella, Esuli, and Sebastiani (2010). Finally, corpus based
approach methods ªadapt an existing lexicon using information from a domain-specific
corpusº (Algaba et al., 2020). Specifically, they ªstart with a list of seed sentiment words
with pre-known orientation and exploit syntactic or co-occurrence patterns to find new sen-
timent words with their orientation in a large corpusº (Birjali, Kasri, and Beni-Hssane,
2021) relying on the so called sentiment consistency hypothesis.

As noted by Algaba et al. (2020) and Birjali, Kasri, and Beni-Hssane (2021), dic-
tionary or lexicon based methods are attractive because they are not computation-
ally expensive. Although compiling dependency rules ± e.g. to consider valence
switchers/shifters such as negations and or intensifiers adjective, adverbs or con-
junctions ± they ªrepresent a good strategy to easily and quickly build a lexicon with a large
number of sentiment words and their orientationº. On the other hand, sentiment scores
associated with such lists do not perform so well in context or domain-specific clas-
sification tasks.

Moving to the second category, machine learning approaches use statistical algo-
rithms to classify words or phrases sentiment based on training and test data (Bir-
jali, Kasri, and Beni-Hssane, 2021). The performances of such methods are usually
evaluated in comparison with annotated corpora (Algaba et al., 2020). Following
precedent literature, Algaba et al. (2020) divide machine learning methods into two
sub-categories: supervised, unsupervised. Birjali, Kasri, and Beni-Hssane (2021), who
provide an extensive survey on sentiment analysis approaches, add also the sub-
categories of semi-supervised and reinforcement learning.

Supervised learning requires already labelled texts. They represent the most
used algorithms thus far in sentiment analysis and include linear and probabilistic
approaches among others (Birjali, Kasri, and Beni-Hssane, 2021). The linear ap-
proach includes techniques like Support Vector Machine and Artificial Neural Net-
works. Given an input, such algorithms predict the most likely polarity ± e.g. either
positive or negative. On the other hand, probabilistic approaches predict a proba-
bility distribution instead, usually basing on Bayes’ theorem. They include: Naive
Bayes, Bayesian Networks and Maximum Entropy.
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Unsupervised learning include hierarchical and partition methods. Unlike su-
pervised learning, it is used to cluster unlabelled data usually basing on ªstatistical
properties such as word co-occurrence, NLP processes, and existing lexicons with emotional
(or) polarised wordsº (Birjali, Kasri, and Beni-Hssane, 2021). The main drawback of
such algorithms is that they output clusters which are difficult to interpret as it is
not straightforward their association with a specific sentiment (Birjali, Kasri, and
Beni-Hssane, 2021).

Recently, another vast area has emerged and is becoming prominent also in sen-
timent analysis: Deep Learning. On the topic a recent and rather detailed review is
provided by Yadav and Vishwakarma (2020). Specifically, deep learning refers to
Deep Neural Networks (DNN) ± ªartificial neural networks having multiple hidden lay-
ers between the input layer and the output layerº (Yadav and Vishwakarma, 2020) ±
and its variants: Convolutional Neural Networks (CNN), Recurrent Neural Networks
(RNN) and Deep Belief Networks (DBN). The main attractive feature of this models
is that they can learn sophisticated features from the dataset by themselves. More in de-
tail, DNN (Deep Neural Networks) are easy to implement than other deep learning
models and require less training time, CNN (Convolutional Neural Networks) pro-
vide accuracy and fast training, RNN (Recurrent Neural Networks) are able to cap-
ture sequential data for classification. However, such architectures often suffer from
over-fitting, difficulties in tuning and require large amount of data to be effectively
trained. Moreover, even when training is relatively faster they are very complex
models resulting essentially in ªblack boxesº (Birjali, Kasri, and Beni-Hssane, 2021),
as usually it is not possible to know why a specific output is produced. Further
details about the functioning of each algorithm are provided by Yadav and Vish-
wakarma (2020).

3.3 Textual data

3.3.1 The Italian Senate verbatim reports

The proposed text-based indices aim at quantifying the effect on the economy of the
political debate in Legislative Assemblies. Hence, the speeches of Representatives in
such Assemblies are essential.

Specifically, in this work the proposed indices are based on the entire collection
of the Italian Senate of the Republic parliamentary verbatim reports - i.e. the corpus or
texts sample - from their first issue on 08 May 1948 to 10 March 2021 - i.e. the sample
period.

Reports and Senate sessions are in a one-to-one relation. Although the Senate
meets on no regular basis, reports are almost daily as, usually, sittings are held three
to four times per week over the entire period.

Table 3.1 provides information about the number of reports, the Governments
and the Legislatures throughout the entire sample period.
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TABLE 3.1: Italian Legislatures, Governments and Senate verbatim
reports details

Legislature
Legislature

Dates
Duration

(days)
Prime

Minister
Government

Dates

Time in
Office
(days)

Senate
Reports

XVIII
23 Mar 2018

ongoing a 1083 a
Draghi a 13 Feb 2021

ongoing a 26 a

305 a

Conte II
5 Sep 2019
13 Feb 2021

527

Conte I
1 June 2018
5 Sep 2019

461

XVII
15 Mar 2013
22 Mar 2018

1834
Gentiloni

12 Dec 2016
1 June 2018

536
923

Renzi
22 Feb 2014
12 Dec 2016

1024

Letta
28 Apr 2013
22 Feb 2014

300

XVI
29 Apr 2008
14 Mar 2013

1781
Monti

16 Nov 2011
28 Apr 2013

529
860

Berlusconi IV
8 May 2008
16 Nov 2011

1287

XV
28 Apr 2006
28 Apr 2008

732 Prodi II
17 May 2006
8 May 2008

722 283

XIV
30 May 2001
27 Apr 2006

1794
Berlusconi III

23 Apr 2005
17 May 2006

389
965

Berlusconi II
11 June 2001
23 Apr 2005

1412

XIII
9 May 1996

29 May 2001
1847

Amato II
26 Apr 2000
11 June 2001

411

1061
D’Alema II

22 Dec 1999
26 Apr 2000

126

D’Alema I
21 Oct 1998
22 Dec 1999

427

Prodi I
18 May 1996
21 Oct 1998

886

XII
15 Apr 1994
8 May 1996

755
Dini

17 Jan 1995
18 May 1996

487
310

Berlusconi I
11 May 1994
17 Jan 1995

251

XI
23 Apr 1992
14 Apr 1994

722
Ciampi

29 Apr 1993
11 May 1994

377
287

Amato I
28 June 1992
29 Apr 1993

305

continued on next page . . .
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Table 3.1: . . . continued from previous page

Legislature
Legislature

Dates
Duration

(days)
Prime

Minister
Government

Dates

Time in
Office
(days)

Senate
Reports

X
2 Jul 1987

22 Apr 1992
1757

Andreotti VII
13 Apr 1991
28 June 1992

442

665
Andreotti VI

23 Jul 1989
13 Apr 1991

629

De Mita
13 Apr 1988
23 Jul 1989

466

Goria
29 Jul 1987

13 Apr 1988
259

IX
12 Jul 1983
1 Jul 1987

1451
Fanfani VI

18 Apr 1987
29 Jul 1987

102
597

Craxi II
1 Aug 1986
18 Apr 1987

260

Craxi I
4 Aug 1983
1 Aug 1986

1093

VIII
20 June 1979
11 Jul 1983

1483

Fanfani V
1 Dec 1982
4 Aug 1983

246

617
Spadolini II

23 Aug 1982
1 Dec 1982

100

Spadolini I
28 June 1981
23 Aug 1982

421

Forlani
18 Oct 1980
28 June 1981

253

Cossiga II
4 Apr 1980
18 Oct 1980

197

Cossiga I
5 Aug 1979
4 Apr 1980

243

VII
5 Jul 1976

19 June 1979
1080

Andreotti V
21 Mar 1979
5 Aug 1979

137
395

Andreotti IV
13 Mar 1978
21 Mar 1979

373

Andreotti III
30 Jul 1976

13 Mar 1978
591

VI
25 May 1972

4 Jul 1976
1502

Moro V
12 Feb 1976
30 Jul 1976

169

572Moro IV
23 Nov 1974
12 Feb 1976

446

Rumor V
15 Mar 1974
23 Nov 1974

253

Rumor IV
8 Jul 1973

15 Mar 1974
250

Andreotti II
26 June 1972

8 Jul 1973
377

continued on next page . . .
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Table 3.1: . . . continued from previous page

Legislature
Legislature

Dates
Duration

(days)
Prime

Minister
Government

Dates

Time in
Office
(days)

Senate
Reports

V
5 June 1968

24 May 1972
1450

Andreotti I
18 Feb 1972
26 June 1972

129

597
Colombo

6 Aug 1970
18 Feb 1972

561

Rumor III
28 Mar 1970
6 Aug 1970

131

Rumor II
6 Aug 1969
28 Mar 1970

234

Rumor I
13 Dec 1968
6 Aug 1969

236

Leone II
25 June 1968
13 Dec 1968

171

IV
16 May 1963
4 June 1968

1847

Moro III
24 Feb 1966
25 June 1968

852

804
Moro II

23 Jul 1964
24 Feb 1966

581

Moro I
5 Dec 1963
23 Jul 1964

231

Leone I
22 June 1963
5 Dec 1963

166

III
12 June 1958
15 May 1963

1799

Fanfani IV
22 Feb 1962
22 June 1963

485

697Fanfani III
27 Jul 1960
22 Feb 1962

575

Tambroni
26 Mar 1960
27 Jul 1960

123

Segni II
16 Feb 1959
26 Mar 1960

404

Fanfani II
2 Jul 1958

16 Feb 1959
229

II
25 June 1953
11 June 1958

1813

Zoli
20 May 1957

2 Jul 1958
408

653
Segni I

6 Jul 1955
20 May 1957

684

Scelba
10 Feb 1954
6 Jul 1955

511

Fanfani I
19 Jan 1954
10 Feb 1954

22

Pella
17 Aug 1953
19 Jan 1954

155

De Gasperi VIII
16 Jul 1953

17 Aug 1953
32

continued on next page . . .
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Table 3.1: . . . continued from previous page

Legislature
Legislature

Dates
Duration

(days)
Prime

Minister
Government

Dates

Time in
Office
(days)

Senate
Reports

I
8 May 1948
24 June 1953

1874
De Gasperi VII

26 Jul 1951
16 Jul 1953

721
984

De Gasperi VI
27 Jan 1950
26 Jul 1951

545

De Gasperi V
24 May 1948
27 Jan 1950

613

Total Total

26819 11575
a As at 10 Mar 2021

3.3.2 Texts pre-processing and data-frame creation

Analysing texts requires them to be arranged in a suitable format as, for instance, a
data frame.

This section describes the steps to convert and organise the raw .pdf verbatim
reports into the data frame used for the analysis, starting from the following initial
set of information:

• the verbatim reports pdfs;

• a list of all legislatures and sessions/reports dates;

• a complete list of Senators and Government members’ surnames and names
throughout the sample period;

• a complete list of all Senators’ political party belonging with the indication of
the date each Senator changed their party affiliation;

• a list of all Governments with the respective supporting or opposing parties
at each time of their office;

• a list of the most common male and female Italian names.

Information other than reports is needed to assign each text also a set of addi-
tional details called metadata.

The first operations performed on the .pdf documents are:

• initial inspection for documents structure understanding;

• creation of three groups of reports with homogeneous typographic character-
istics and structure: legislatures 1±9, 10±12, 13±18;

• checking for .pdf files stored as images and performing OCR when needed;
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• .pdf files extraction and conversion in .txt format.

Each line of the converted texts usually contains the speech of an orator. How-
ever, as this is not always true, some refinements are needed. Specifically, by mean
of regular expressions, for each one of the three groups of reports, the following op-
erations are performed:

• speakers names and surnames correctness double-checking and correction of
accented letters and apostrophes in surnames when needed;

• removal of punctuation and spaces at the beginning of each string;

• removal of all lines formed by just a single character, numbers or punctuation
only;

• correction of words divided in single characters (e.g. g o v e r n m e n t instead
of government);

• correction of words ªbrokenº at line ends (e.g. govern- ment instead of govern-
ment);

• removal of reports title pages, headings, indices, attachments (which, usually,
are the texts of the discussed bills and proposals) and similar items;

• lowercase conversion of the titles of regulatory provisions (e.g. ACT XXX,
ART. 123, . . . ) and abbreviation of national or international institutions (e.g.
NATO, EEC, . . . ) when appearing at the beginning of a line 2 and of all capital
characters words other than orator’s names and surnames;

• splitting of texts in correspondence of each orator (each of these text fragments
constitutes a row in the column named text in the raw data-frame);

• inclusion of the following texts metadata (other columns of the raw data-
frame): session date, legislature; session number, text fragment number and Gov-
ernment in office at session date.

3.3.3 Data-frame refining

Obtaining the final data frame with all the texts and associated metadata requires
the following operations:

• removal of regular expressions for sitting opening and closing,

2In this framework, a line always begins with the orator’s surname (or surname and name in case
of homonyms) in capital letters. The only exception is for the session PRESIDENT.
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• extraction and correction of the metadata ªoratorº. Specifically, the initial part
of each text string 3 in the raw data-frame is cleaned of eventual punctuation
and compared against surnames and names within the Senate and Govern-
ment members’ list. In case of typographic errors or mismatches due to pdf
conversion into plain text, the wrong orator’s name is replaced with the cor-
rect one. When more than one option is available from the Senate and Gov-
ernment members’ list, the correction showing the minimum edit distance 4

is chosen. In the rare cases where more than one minimum edit distance cor-
rect suggestion is available, the most frequent option is chosen. Finally, the
metadata are added as a column to the data frame.

• association of each orator with the ªParliamentary Groupº they belong to the
day the speech is pronounced 5,

• aggregation of Parliamentary Groups into the four ªpolitical groupsº used for
further analysis: Government, Majority, Mixed and Opposition. The Government
group includes all those orators who are Government members 6 at the time
they speak. Majority and Opposition groups aggregate all Senators who belong
- at the time they spoke - to Parliamentary Groups (or political parties) which
either support the Government or not, respectively. Finally, the Mixed group
aggregates all orators belonging to the Parliamentary ªMixed Groupº at the
time they spoke. Political groups are added as metadata to the data-frame in
a column named ªcollocationº.

• removal of all speeches corresponding to the orator ªPRESIDENTº. They are
the Senate President or the Vice-President who is chairing the session, therefore
they do not actively participate in the debate as their role is more administra-
tive and procedural (e.g. giving the floor or a roll-call vote, . . . )

3.3.4 Text cleaning and stemming

After creating and refining the speeches data frame, to reduce corpus complexity,
some standard text cleaning (Denny and Spirling, 2018) is performed. Specifically,

3More in detail, the first n characters of each line, with n being the number of letters forming the
longest surname (or surname and name) in the Senate and Government members’ list (including also
the word PRESIDENT).

4The Levenshtein edit distance, precisely.
5In the Italian system, all Senators (as well as Deputies) must join a ªParliamentary Groupº - which,

indeed, represents a political party. Groups must be composed of at least ten members, although some
exceptions are allowed. Senators who do not join any Group form to the so-called ªMixed Groupº.
Groups composition may vary over time as one, more, or even all members decide to enter (or, also,
constitute) another Group or join the ªMixed Groupº. Furthermore, also Groups names may vary over
time independently of any changes in their internal composition or even in their decision to support
the Government or not.

6Actually, the Government group also contains some other orators who are not strictly Government
members. For instance, it is the case of the President of the Republic in rare occasions, or maybe high
officers of Ministries illustrating technical matters (this also a rare case).
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the texts are lower-cased and tokenized - i.e. texts strings are split in words (tokens)
- and all punctuation, symbols, URLs and numbers 7 are removed.

Accounting for the peculiarities of the Senate reports requires some other text
processing. In detail, such further steps are:

• removal of all tokens formed by less than three letters, with the exception of
ªoº, ªsìº, ªnoº and ªmaº - i.e. ªorº, ªyesº, ªno/notº and ªbutº, respectively - as
such words may change the meaning of a sentence,

• removal of all names and surnames of Senators and Government members as
well as Italian common names as listed in Appendix B,

• removal of the ªstop-wordsº 7 contained in ªad hocº list in Appendix A,

• removal of words formed by more than twenty characters,

• spell-checking and correction of misspelled words. In detail, each word is
compared with the words in an Italian dictionary 8 and is substituted with
the closest suggestion in terms of the Levenshtein edit distance 9. When more
suggestions are available, the option chosen is the most frequent in the corpus.

After pre-processing, tokenization and cleaning, in order to be used for further
analysis, speeches need a last common NLP routine: text ªstemmingº - i.e. the re-
duction of each word to its base form (e.g. the words governance and government
both reduce to the stem government). The procedure is highly beneficial as it allows
significantly reducing the vocabulary size.

3.4 Annual polarity indices

This section describes the procedure to construct the proposed annual 10 polarity
indices. The first and most significant step in the procedure is determining the po-
larity of each word in the processed corpus.

Such a goal is achieved in an innovative way that requires information regarding
the state of the economy. For this reason, in addition to texts, there is the need for a
macroeconomic indicator time-series.

Differently from common practice in literature, word polarity - also ªtoneº or
ªsentimentº in literature - does not rely on the subjective choice of a so called ªaffec-
tive lexiconº - i.e. a lexicon where each word is assigned a positive or negative score
depending on its actual meaning in the language at hand. Here word polarity is
learned in an entirely data-driven manner.

7Numbers and stop-words removal is done with ªpaddingº, i.e. by replacing the token with a space.
8Specifically, the Hunspell dictionary (https://hunspell.github.io/).
9The maximum tolerated edit distance is equal to three.

10Depending on the contest and data availability, the same technique can be applied to obtain text-
based polarity indices at any desired frequency - e.g. quarterly, monthly. . . .
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To this aim, original sample years (S) t = 1, . . . , T = 73 texts and macroeconomic
variable - i.e. from 1948 to 2020 11 - are split as follows:

• years t = 1, . . . , M = 43 (1948±1990) as ªtraining sampleº (S1) for the actual
words polarities computation;

• years t = M + 1, . . . , T (1991±2020) as ªtest sampleº (S2) to build and evaluate
ªout-of-sampleº time-series of polarity indices.

Sample splitting ensures that no data used for polarity calculations are em-
ployed when testing the indices’ time-series validity. Training and test samples sizes
of respectively 60% and 40% of the original sample size appeared to be a balanced
choice providing enough data for both procedures: assigning words polarity and
indices construction and evaluation.

3.4.1 The Document Term Matrix

To determine words polarities, the texts in the constructed data frame need to be
rearranged in matrix form. Therefore, the following operations are performed on
texts in the training sample:

1. Clean speeches delivered by each orator are arranged in chronological order
to form the row entries of a Document Term Matrix (DTM). On columns - are
the single words or terms in the corpus vocabulary. The DTM structure is
clarified in Equation 3.1:

C
D×V

=




c11,1 c11,2 . . . c11,V
...

... cd1,v
...

cD1,1 cD1,2 . . . cD1,V

c12,1 c12,2 . . . c12,V
...

... cdt,v
...

c1M ,1 c1M ,2 . . . c1M ,V
...

... cdM ,v
...

cDM ,1 cDM ,2 . . . cDM ,V




(3.1)

11Even though in 1948 verbatim reports are only available starting from May, 5th, this year is not
excluded from the analysis as the corresponding yearly macroeconomic variable data point is avail-
able. On the other hand, the text of all 2021 reports is excluded from the analysis as the last yearly
economic data point available is for 2020.
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where

D = total number of documents in the training sample

V = total number of words in the training sample

D =
M

∑
t=1

Dt Dt = number of documents at each time t

cdt,v = count of word v in document dt at time t

dt = 1, . . . , Dt t = 1, . . . , M v = 1, . . . , V

The matrix in Equation 3.1 is built at time M. Therefore it has a fixed number
of rows and columns given by the corpus size (D) and the vocabulary size (V)
at that time. Moreover, it is a high dimensional and sparse matrix. As cdt,v

may range from 0 to any positive integer, the DTM is also a full matrix: it
contains no missing values. Specifically, cdt,v = 0 when the word v is not used
in document dt. Less commonly, cdt,v = 0 also in case v did not exist (yet)
before a specific time t < M. An example of such DTM is given in Table 3.2.

TABLE 3.2: Matrix C Example

v1 v2 v3 v4 v5

t1 d1 2 0 2 0 0
t1 d2 0 0 0 2 0
t1 d3 2 0 2 2 0

t2 d1 0 0 0 0 0
t2 d2 2 0 2 0 0

t3 d1 0 2 2 0 2
t3 d2 2 0 3 0 3
t3 d3 2 0 4 0 0
t3 d4 0 0 0 0 0

t4 d1 2 0 2 0 0
t4 d2 0 0 4 0 0
t4 d3 2 2 0 0 0

2. The original DTM in Equation 3.1 is aggregated by summing together the fre-
quencies (counts) of the words appeared at each time t = 1, . . . , M. The re-
sulting C̃ is a matrix with the same number of columns (the vocabulary size)
but with a number of rows equal to the number of years within the in-sample
period (M). The formula for this aggregated matrix is given in Equation 3.2:

C̃
M×V

=




c̃1,1 c̃1,2 . . . c̃1,V
...

... c̃t,v
...

c̃M,1 c̃M,2 . . . c̃M,V


 (3.2)
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where

c̃t,v =
Dt

∑
dt=1

cdt,v t = 1, . . . , M v = 1, . . . , V

Following the Table example in 3.2, the corresponding C̃ matrix is reported in
Table 3.3.

TABLE 3.3: Matrix C̃ Example

v1 v2 v3 v4 v5

t1 4 0 4 4 0
t2 2 0 2 0 0
t3 4 2 9 0 5
t4 4 2 6 0 0

3. To put more weight on the most relevant words at each time, the tf-idf transfor-
mation (term frequency-inverse document frequency) is applied to the aggregated
frequencies in the C̃. In detail, let x be a word in a corpus, its term frequency-
inverse document frequency, tf-idf(x), is given by:

t f -id f (x) = t f (x)× id f (x) (3.3)

where

t f (x) = relative frequency of x

id f (x) = log
total number of documents

number of documents containing x

= inverse document frequency of x

Following the example in Table 3.3, the corresponding tf, idf matrices are re-
ported in Tables 3.4, 3.5.

TABLE 3.4: Matrix C̃ tf Example

v1 v2 v3 v4 v5

t1 0.29 0 0.19 1 0
t2 0.14 0 0.10 0 0
t3 0.29 0.50 0.43 0 1
t4 0.29 0.50 0.29 0 0

The resulting matrix F has the same dimensions of the C̃. In formulae:
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TABLE 3.5: Matrix C̃ idf Example

v1 v2 v3 v4 v5

t1 0 0.3 0 0.6 0.6
t2 0 0.3 0 0.6 0.6
t3 0 0.3 0 0.6 0.6
t4 0 0.3 0 0.6 0.6

F
M×V

=




f1,1 f1,2 . . . f1,V
...

... ft,v
...

fM,1 fM,2 . . . fM,V


 (3.4)

where ft,v is the weighted frequency of word v in document t.

Finally, each row in matrix F is normalised (Sebastiani, 2002) with its L2-norm
so to obtain:

F̃
M×V

=




f̃1,1 f̃1,2 . . . f̃1,V
...

... f̃t,v
...

f̃M,1 f̃M,2 . . . f̃M,V


 (3.5)

where

f̃t,v =
f̃t,v√

∑
V
v=1 f 2

t,v

t = 1, . . . , M v = 1, . . . , V

Following the example in Table 3.3, the corresponding tf-idf weighted matrices
are reported in Tables 3.6, 3.7.

TABLE 3.6: Matrix F Example

v1 v2 v3 v4 v5
t1 0 0 0 0.6 0
t2 0 0 0 0 0
t3 0 0.15 0 0 0.6
t4 0 0.15 0 0 0

TABLE 3.7: Matrix F̃ Example

v1 v2 v3 v4 v5
t1 0 0 0 1 0
t2 0 0 0 0 0
t3 0 0.24 0 0 0.97
t4 0 1 0 0 0
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3.4.2 The macroeconomic time-series

As previously mentioned, determining words polarities also requires information
regarding the state of the economy. Traditional economic indicators provide such
information. Hence, the following lines describe their processing.

Let {yt}
M
t=0 be a time-series of a macroeconomic variable. To proceed with the

polarity calculations detailed in the following sections, yt values are arranged in a
(M + 1)-dimensional vector y as in Equation 3.6:

y
(M+1)×1

=




y0

y1
...

yM


 (3.6)

For the purposes of this work {yt}
M
t=0 is the Italian yearly gross domestic product

(GDP) time-series described in Section 3.4.2 below.
Depending on the contest, any other macroeconomic indicator (public expendi-

ture, taxation, consumption, . . . ) may be used.
As the main aspect of interest of the state of the economy is its temporal dy-

namic, and because the chosen GDP time-series is non-stationary, the series of its

year-on-year growth rates {∆yt}
M
t=1 is calculated as in Equation 3.7:

∆y
M×1

=




∆y1
...

∆yM


 ∆yt =

yt − yt−1

yt−1
t = 1, . . . , M (3.7)

To perform the word polarity assigning procedure requires the derivation, {sgn∆yt}
M
t=1,

of such growth rates signs as described in Equation 3.8:

sgn∆y
M×1

=




sgn∆y1
...

sgn∆yM


 sgn∆yt =





1 i f ∆yt > 0

0 i f ∆yt = 0

−1 i f ∆yt < 0

(3.8)

t = 1, . . . , M

The Italian yearly GDP time-series

As mentioned above, the Italian GDP (better, its year-on-year growth rate) is the
macroeconomic indicator chosen to evaluate the possible link between the Italian
parliamentary debate and economic dynamics.

However, as there are no GDP time-series spanning the same period as the ver-
batim reports collection at hand, a custom Italian GDP time-series is created starting
from two already available series.
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More in detail, the first of these two existing series is the GDP time-series re-
constructed by ISTAT in collaboration with Bank of Italy 12. It starts in 1861 (the year
of the Unification of Italy) and ends in 2017. The second series employed is the GDP
time-series as made available by ISTAT in its National Accounts database. It starts
in the year 1995 and ends in 2020.

Both series are measured in millions of euros at current market prices and are
compiled by the sources following the System of National Accounts, 2008 (2008 SNA)
as implemented in the European National Accounts 2010 (ESA 2010) currently in use.

To have a unique series matching the reports period (1948±2020), years 1948±
2017 are taken from the first series while the second series is used entirely. For years
1995±2017 where two GDP values are available, a weighted average is calculated at
each time as in Equation 3.9:

GDPaverage,t = (1− wt)GDPBI±ISTAT,t + wtGDPISTAT,t (3.9)

where

t = 1995, . . . , 2017

GDPBI±ISTAT = Bank of Italy and ISTAT Italian GDP time-series

GDPISTAT = ISTAT Italian GDP time-series

and

wt =





0 if t = 1995

wt−1 +
1

2017−1995+1 if t = 1996, . . . , 2017

1 if t = 2017

Therefore, considering the entire sample period, the final GDP series is com-
posed by three blocks as in Equation 3.10:

GDPt =





GDPBI±ISTAT,t if t = 1948, . . . , 1994

GDPaverage,t if t = 1995, . . . , 2016

GDPISTAT,t if t = 2017, . . . , 2020

(3.10)

The final current market prices GDP time-series in Equation 3.10 is then con-
verted in a fixed 2000 market prices time-series using specific multipliers made
available by ISTAT 13.

12The series is available at https://www.bancaditalia.it/statistiche/tematiche/

stat-storiche/stat-storiche-economia/NA150_2.0.zip or at http://seriestoriche.istat.

it/fileadmin/documenti/Serie%20Storiche%20della%20Contabilit%C3%A0%20nazionale%

201861-2017.zip.
13See https://www.istat.it/it/archivio/258610.
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3.4.3 Determining word polarities

After arranging the speeches and macroeconomic variable in a suitable matrix form,
the actual word polarities calculations can be performed.

They are detailed in the following steps:

1. The elements in the tf-idf weighted matrix in Equation 3.4 are multiplied by
the growth rates signs in Equation 3.8.

This multiplication may be performed in several ways. For instance, the growth
rates sign available at each time t may be assigned to the speeches pronounced
at that specific time. In this case a ªcontemporaneous lag configurationº (B0,0)
would be adopted.

On the other hand, it is also possible to assign the growth rate sign at each
time t to the speeches delivered at time t− 1. This would be referred to as a
ªlag one configurationº (B1,1).

Another option might well be assigning the growth rate sign at each time t
to the texts at both times t and t− 1. Therefore, a ªlag zero-one configurationº
(B0,1) would be adopted 14.

Of course, these are not the only possible configurations because, as seen, the
amount of text to assign the growth rates signs to is a subjective choice.

Being more specific, determining words polarities multiplying the elements in
the F matrix in Equation 3.4 by the growth rates signs in the sgn∆y vector in
Equation 3.8 requires setting the ªtextual window sizeº, W, defined as follows:

W = number of consecutive rows in the TF-IDF-S-DFM (3.11)

After setting W it is possible to define the W ×V ªtextual windowº matrix Wt.
This is a sub-matrix of the F matrix in Equation 3.4. Specifically, it has the
same columns but its specific rows depend on the ªlag configurationº applied.

More in detail, under the generic textual window configuration Bk,h - where
h and k are, respectively, the textual window starting and ending lags and
W = h + k + 1 - the general equation of Wt is given by:

W
(Bk,h)
t =




f̃t−h,1 . . . f̃t−h,V
... . . .

...

f̃t−k,1 . . . f̃t−k,V


 (3.12)

14For indicating the textual window configuration the letter ªBº is chosen for analogy with the
Backshift Operator, B, such that BkXt = Xt−k where X = {X1, X2, . . . } is a given time-series and t > 1.
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where,

t =





h + 1, . . . , M if k = 0

h, . . . , M− k if k ̸= 0 and M is even

h− 1, . . . , M− k if k ̸= 0 and M is odd

h ≤ k = 0, . . . , M− 1

The choice of the textual window size and configuration is crucial for de-
termining words polarities. It allows controlling for the circumstance that it
might take some time before what is discussed in the Parliament may impact
the Country’s economy.

As it is a sensible choice, setting W has to be tuned.

In order to do so, in this work the following eight textual windows are consid-
ered:

• B0,0, B0,1, B0,2, B0,3 which allow determining words polarities using the
texts from one year and up to three years, including the contemporane-
ous one;

• B1,1, B1,2, B1,3, B1,4 which, instead, allow determining words polarities
using the texts from one year and up to three years, excluding the con-
temporaneous one.

So, in total, under both configurations category, a maximum of four years is
considered.

Limiting the choice only to the mentioned textual windows relies on the as-
sumption that the effect of current Parliament discussion on the economy, al-
though probably delayed, tends to fade over time. Hence what was discussed
many years ago presumably has no effect today compared to more recent de-
bate. For this reason, W = 4 (with or without the contemporaneous year)
appears to be a reasonable choice for the textual window considering four
years as a long enough period for an economic cycle duration.

To clarify the procedure, the following equations report the formulae for the

sgnW
(∗)
t = W

(∗)
t sgn∆y products, where ∗ = {B0,0, B1,1, B0,1}, and sgnW

(∗)
t

is the resulting ªpolarised textual windowº. Analogous matrices and products
correspond to the other five windows configurations.

Under the B0,0 configuration the textual window is given by:

W
(B0,0)
t =

[
f̃t,1 . . . f̃t,V

]
t = 1 . . . , M (3.13)
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while the corresponding polarised textual window is given by:

sgnW
(B0,0)
t = W

(B0,0)
t sgn∆y

=
[
sgnWt,1 . . . sgnWt,V

] (3.14)

where

sgnWt,v = f̃t,v × sgn∆yt t = 1, . . . , M v = 1, . . . , V

Instead, under the B1,1 configuration, the textual window is given by:

W
(B1,1)
t =

[
f̃t,1 . . . f̃t,V

]
t = 1 . . . , M− 1 (3.15)

while the corresponding polarised textual window is given by:

sgnW
(B1,1)
t = W

(B1,1)
t sgn∆y

=
[
sgnWt,1 . . . sgnWt,V

] (3.16)

where

sgnWt,v = f̃t,v × sgn∆yt t = 1, . . . , M− 1 v = 1, . . . , V

Finally, under the B0,1 configuration the textual window is given by:

W
(B0,1)
t =

[
f̃t−1,1 . . . f̃t−1,V

f̃t,1 . . . f̃t,V

]
t = 2, . . . , M (3.17)

while the corresponding polarised textual window is given by:

sgnW
(B0,1)
t = W

(B0,1)
t sgn∆y

=

[
sgnWt−1,1 . . . sgnWt−1,V

sgnWt,1 . . . sgnWt,V

] (3.18)

where

sgnWt,v = f̃t,v × sgn∆yt t = 2, . . . , M v = 1, . . . , V

For the sake of clarity, Figure 3.1 shows a timeline representation of the textual
windows B0,0, B1,1 and B0,1. A similar representation is possible also for the
other five textual windows configurations.

Example Tables 3.8 to 3.10 better clarify the procedure.
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FIGURE 3.1: Textual windows timeline representation

time

economic variable

growth rate

. . . t− 2 t− 1 t . . .

yt−1 yt

∆yt =
yt−yt−1

yt−1

B0,0B1,1

B0,1

TABLE 3.8: B0,0 Polarised Textual Windows Example

v1 v2 v3 v4 v5

w1 t1 0 0 0 -0.6 0

w2 t2 0 0 0 0 0

w3 t3 0 0.15 0 0 0.6

w4 t4 0 -0.15 0 0 0

TABLE 3.9: B1,1 Polarised Textual Windows Example

v1 v2 v3 v4 v5

w1 t1 0 0 0 -0.6 0

w2 t2 0 0 0 0 0

w3 t3 0 -0.15 0 0 -0.6

TABLE 3.10: B0,1 Polarised Textual Windows Example

v1 v2 v3 v4 v5

w2
t1 0 0 0 -0.6 0
t2 0 0 0 0 0

w3
t2 0 0 0 0 0
t3 0 0.15 0 0 0.6

w4
t3 0 -0.15 0 0 -0.6
t4 0 -0.15 0 0 0

2. The unique polarity for each word v is obtained by summing the frequencies
across the rows of the polarised textual windows matrices sgnW t as in Equa-
tion 3.19:

p(y)

V×1

=




p
(y)
1
...

p
(y)
V


 p

(y)
v = ∑

t

sgnWt,v v = 1, . . . , V (3.19)

Table 3.11 reports the results for the given examples under the different textual
windows B0,0, B1,1, B0,1. Notably, v2 receives polarity equal to zero under the
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B0,0 configuration while its polarity is negative under the other configurations.
Also, v5 receives a polarity equal to 0.6, −0.6 or 0 under the B0,0, B1,1 and B0,1

configurations, respectively.

TABLE 3.11: B0,0, B1,1 and B0,1 Unique Word Polarity Example

v1 v2 v3 v4 v5

B0,0 0 0 0 -0,6 0,6
B1,1 0 -0,15 0 -0,6 -0,6
B0,1 0 -0,15 0 -0,6 0

3. The obtained polarities, which are continuous in their original range due to
the word frequencies and weights, are then rescaled in the continuous interval
[−1, 1] through to the min-max normalisation:

p̃(y)

V×1

=




p̃
(y)
1
...

p̃
(y)
V


 p̃

(y)
v = 2

p
(y)
v −min p(y)

max p(y) −min p(y)
− 1 (3.20)

v = 1, . . . , V

Following the example so far, the normalised polarities under the B0,0, B1,1

and B0,1 textual windows configurations are reported in Table 3.12.

TABLE 3.12: B0,0, B1,1 and B0,1 Normalised Word Polarity Example

v1 v2 v3 v4 v5

B0,0 0 0 0 -1 1
B1,1 1 -0.5 1 -1 -1
B0,1 1 -0.5 1 -1 1

3.4.4 Polarity indices time-series

Total Textual Political Polarity Index

After determining each word polarity on the first M = 43 training sample years,
time-series of global polarity indices are constructed on the remaining 30 out-of-
sample years t = M + 1, . . . , T.

Under this framework there might be some words that do not receive polarity
at all - i.e. they receive polarity equal to zero - only because they were not used
by orators (or did not exist at all) in training sample years. In the analysis at hand,
such words amount to around 1,700 over a total of about 71,000 words - i.e. less
than 2.5% of the entire corpus vocabulary. For this reason, the issue is disregarded
as its impact on final results is assumed to be negligible.

The steps for constructing the polarity indices time-series are detailed here:
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1. A matrix of normalised polarities (Equation 3.21) with the same dimensions
of the TF-IDF weighted frequency matrix in Equation 3.4 is built. Each row is
equal to the vector of normalised polarities in Equation 3.20.

P̃
(y)

(T−M)×V
=




p̃(y)⊤

...

p̃(y)⊤


 (3.21)

2. The Hadamard product between the matrices in Equations 3.4 and 3.21 is per-
formed to get a new matrix whose elements are the ªpolarisedº weighted fre-
quencies - i.e. frequencies reflecting the sign and intensity of each word polar-
ity as previously calculated. Such (test sample) polarised matrix is expressed
in Equation 3.22.

G(y)

(T−M)×V
= F̃

(T−M)×V
◦ P̃

(y)

(T−M)×V

=




g
(y)
M+1,1 . . . g

(y)
M+1,V

... g
(y)
t,v

...

g
(y)
T,1 . . . g

(y)
T,V




(3.22)

where
g
(y)
t,v = f̃t,v × p̃

(y)
v t = M + 1, . . . , T v = 1, . . . , V

3. Time-series of positive, negative and total polarity are obtained by making the
row sums of the elements in matrix G.

Their expressions are given in Equations 3.23, 3.24 and 3.25, respectively:

pos(y)

(T−M)×1

=




pos(M+1)
...

posT


 pos

(y)
t =

V

∑
v=1

g
(y)
t,v | g

(y)
t,v > 0 (3.23)

neg(y)

(T−M)×1

=




neg(M+1)
...

negT


 neg

(y)
t =

V

∑
v=1

g
(y)
t,v | g

(y)
t,v < 0 (3.24)

tot(y)
(T−M)×1

=




tot(M+1)
...

totT


 tot

(y)
t =

V

∑
v=1

|g
(y)
t,v | (3.25)

where t = M + 1, . . . , T.
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4. Finally, the ªTotal Textual Political Polarity Indexº (TPPI-T) at each time is calcu-
lated as in Equation 3.27:

TPPI-T
(T−M)×1

(y) =




TPPI-T
(y)
(M+1)

...

TPPI-T
(y)
T


 (3.26)

where

TPPI-T
(y)
t =

pos
(y)
t + neg

(y)
t

tot
(y)
t

t = M + 1, . . . , T (3.27)

The index in Equation 3.27 is referred to as ªTotalº as it is constructed on the
entire set of texts without conditioning on the political group each orator belongs to
at the time they pronounce her speech.

Group Specific Textual Political Polarity Indices

Following the same procedure detailed in Section 3.4.4, it is possible to construct
analogous polarity indices by conditioning on the orators’ political group belong-
ing: Government, Majority, Opposition 15.

Therefore, also the following four ªGroup Specific Textual Political Polarity Indicesº,
TPPI-GS, are built - one for each political group:

TPPI-GS
(y)
i,t i = {Gov, Maj, Opp} t = {M + 1, . . . , T} (3.28)

3.4.5 Polarity divergence indices

Similarly to any oral speech, textual data convey information about the tone or sen-
timent of the discussion. This is the feature which the TPPI-T and the TPPI-GS de-
scribed so far aim at modelling - i.e. what in this work has been called the polarity
of the political debate during Assembly sessions over time.

Nonetheless, especially in the political debate contest, another relevant feature
to analyse is the degree of agreement or disagreement between one political group and
the others.e

Therefore this work also proposes text-based indices that measure such degree
of agreement or disagreement between political groups. Specifically, such new in-
dices are derived directly from the TPPI-GS and are referred to as ªGroup Polar-
ity Divergenceº indices, TPPI-D. Their main innovation is measuring the degree of
agreement between political groups based on the different tones they show during
Assembly debates.

15To obtain these new indices, texts are aggregated based on group belonging and the frequency
matrices are built accordingly - i.e. a matrix for each group.
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The derivation of these TPPI-D from the TPPI-GS requires the computation of
the squared differences 16 between each of the four TPPI-GS at each time. The resulting
time-series are given by the 3 possible combinations of the 3 political groups previ-
ously considered: Government-Majority, Government-Opposition, Majority-Opposition.

In formulae, let TPPI-GSi be the (T − M) × 1 vector containing the values of
the i-th Group Specific TPPI with i = {Gov, Maj, Opp}, the (ij-th) Group Divergence
Polarity Index vector, TPPI-Dij, is defined as follows:

TPPI-Dij

(T−M)×1

(y) =




TPPI-D
(y)
ij,(M+1)
...

TPPI-D
(y)
ij,T


 (3.29)

where

TPPI-D
(y)
ij,t = (TPPI-GS

(y)
i,t − TPPI-GS

(y)
j,t )

2 i ̸= j t = M + 1, . . . , T

In addition, in order to obtain a unique polarity divergence index, the Average
Group Divergence Index, TPPI-DAvg, is constructed by averaging the values of the 3
polarity divergence series at each time.

In formulae, the TPPI-DAvg is given by:

TPPI-DAvg

(T−M)×1

(y) =




TPPI-D
(y)
Avg,(M+1)
...

TPPI-D
(y)
Avg,T


 (3.30)

where

TPPI-D
(y)
Avg,t =

1

C ∑
ij

TPPI-D
(y)
ij,t

C = number of possible couples of i and j

i, j = {Gov, Maj, Opp} i ̸= j

t = M + 1, . . . , T

In conclusion, a total of 4 ªGroup Polarity Divergenceº indices, TPPI-D, are ob-
tained 17:

A synoptic scheme of the 8 TPPI is reported in Table 3.13.

16Actually any other suitable loss function may be used.
17To keep the notation simple, when possible and not misleading, divergence indices are abbrevi-

ated into the two groups names only - e.g. Maj-Opp instead of TPPI-DMajOpp.
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TABLE 3.13: Textual Political Polarity Indices Overview

Textual Political Polarity Indices

Total Group-Specific

TPPI-T
TPPI-GSGov

TPPI-GSMaj

TPPI-GSOpp

Divergence Textual Political Polarity Indices

Total Group-Specific

TPPI-D-Avg
TPPI-DGovMaj

TPPI-DGovOpp

TPPI-DMajOpp

3.4.6 Selecting the textual window

As stated in Section 3.4.3, 8 textual windows configurations (from a B0,0 to B1,4)
are used to construct the polarity indices. Therefore, each index - either ªTotalº
or ªGroup-Specificº - is available in 8 different versions depending on the window
employed for texts aggregation. In total there are 32 different indices: 8 TPPI-T and
24 TPPI-GS 18.

To tune the textual window length, W, and therefore choose the best configu-
rations, the Model Confidence Set, MCS, approach of Hansen, Lunde, and Nason
(2011) is used.

The technique is based on a sequence of tests ªwhich selects the best performing
specifications over the considered time spanº (Amendola et al., 2020) with a given con-
fidence level. ªThe MCS procedure does not assume that a particular model is the true
model; in fact, the MCS procedure can be used to compare more general objects, beyond the
comparison of modelsº(Hansen, Lunde, and Nason, 2011).

In this work the MCS is used to compare the out-of-sample values of the polarity
indices time-series - both, Total and Group Specific - against the out-of-sample values
of the chosen macroeconomic time-series.

The MCS procedure requires a ªa properly chosen evaluation criterionº (Amendola
and Storti, 2015) in order to compare different objects - i.e. a loss function. Here, the
Squared Error function, SE, is adopted.

In formulae:

SE
(w)
t = (yt − TPPI

(w)
t )2 (3.31)

18For notation clarity, when necessary, indices built under different texts aggregation configura-

tions are referred to indicating the textual window in the apex - e.g. TPPI-T(B0,0), TPPI-GS
(B0,1)
Gov ,

TPPI-D
(B0,0)
GovMaj.
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where
t = M + 1, . . . , T

w = {B0,0, . . . , B0,3, B1,1, . . . , B1,4}

TPPI(w) = the TPPI-T or TPPI-GS under textual window w

After constructing the loss functions, 4 MCS are performed: one for each of the
indices TPPI-T, TPPI-GSGov, TPPI-GSMaj, TPPI-GSOpp. These are ªprimaryº indices
as they are not derived from other indices as in the case of the TPPI-D.

The results of the MCS - all with a 0.99 confidence level - are reported in Tables
3.14. Out of N = 32 indices versions tested, N∗ = 9 are selected as the best - i.e.
entering the MCS:

• for TPPI-T: B0,0, B0,2;

• for TPPI-GSGov: B0,1, B0,0, B1,1;

• for TPPI-GSMaj: B0,0, B0,2;

• for TPPI-GSOpp: B0,0, B1,1.

In light of these results, as far it concerns the Total and Group Specific TPPI, only
these N∗ indices selected via the MCS are considered in the following analysis.

Things are slightly different for the TPPI-D. In fact these seven indices are ªsec-
ondaryº indices in the sense they are derived from the TPPI-GS. In total there are
32 TPPI-D as each index comes in 8 different textual windows configurations. For
such indices, the choice for the appropriate textual windows relies on the selection
of the TPPI-GS they derive from.

Therefore, for each selected TPPI-GS version the corresponding TPPI-D with the
same textual window are selected, whether or not the textual window for that TPPI-
GS is the same as the textual window of the second TPPI-GS involved in the TPPI-D
construction.

For instance, the TPPI-DGovMaj is considered not only in the configuration B0,0 ±
which is the textual window common to both the TPPI-GSGov and TPPI-GSMaj ± but
also in the configurations B0,1, B1,1 ± which are the other best textual windows for
the TPPI-GSGov ± and B0,1 ± which is the other best choice for the TPPI-GSMaj.

Analogously, also the other TPPI-D are selected.
Therefore, out of a total of 32 versions, the following 12 are selected:

• for TPPI-DGovMaj: B0,0, B1,1, B0,1, B0,2;

• for TPPI-DGovOpp: B0,0, B1,1, B0,1;

• for TPPI-DMajOpp: B0,0, B1,1, B0,2;

• for TPPI-DAvg: B0,0, B1,1 (i.e. the only textual windows common to the TPPI-D
selected in previous points).
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TABLE 3.14: Test-sample TPPI-T and TPPI-GS: Textual Windows
MCS and Mean Squared Errors

Indices

TPPI-T TPPI-GSGov TPPI-GSMaj TPPI-GSOpp

Textual
Window

MSE
Textual
Window

MSE
Textual
Window

MSE
Textual
Window

MSE

B0,0
a 2.128 B0,1

a 2.137 B0,0
a 2.209 B0,0

a 2.299
B0,2

a 2.342 B0,0
a 2.138 B0,2

a 2.373 B1,1
a 2.377

B1,1 2.376 B1,1
a 2.139 B0,1 2.406 B0,2 2.421

B1,2 2.382 B0,2 2.237 B1,1 2.408 B1,2 2.458
B0,1 2.389 B1,2 2.286 B1,2 2.426 B0,1 2.459
B0,3 2.520 B0,3 2.297 B0,3 2.542 B0,3 2.536
B1,3 2.571 B1,4 2.307 B1,3 2.569 B1,3 2.576
B1,4 2.634 B1,3 2.346 B1,4 2.677 B1,4 2.650

a Entering the superior set of models with 0.99 confidence level

3.4.7 Testing causal effects

In this work the main goal of constructing textual indices is to quantify the effect of
parliamentary discussion on Country economy. To this purpose the underlying nec-
essary assumption is that such effect do exists. Moreover, as usual in the economic
field, there might exists even a reverse causality. In other words, in the contest at
hand, it way well happen that are economic dynamics determining the parliamen-
tary discussion agenda and not the opposite. For this reasons Granger causality
tests (Granger, 1969) are performed. As recalled by Scaramozzino, Cerchiello, and
Aste, 2021, this type of test looks ªat causality in terms of the amount of extra infor-
mation that the observation of a variable provides about another variableº which ªin its
original formulation, this corresponds to an additional term in a linear regressionº.

Table 3.15 reports the results of Granger tests showing significant values at com-
mon significance levels for both hypothesis: causal effects of parliamentary discus-
sion on the Italian GDP growth rates and the reverse relation.

What emerges is that, at least at lag 1, there is essentially no evidence in favour of
the reverse hypothesis ± i.e. GDP causing political debate. Interestingly, all indices
but one showing significant causal effects on the GDP are of type TPPI-D, which
suggests that the difference in tones between political groups plays a major role in
predicting economic growth dynamics compared to the tone itself.
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TABLE 3.15: Granger causality test between the textual indices and
the Italian GDP growth rates

Tested Hypothesis GDP← TPPI TPPI ← GDP

Unrestricted Model yt = ϕyt−1 + βxt−1 + εt xt = βxt−1 + ϕyt−1 + εt

Restricted Model yt = ϕyt−1 + εt xt = xt−1 + εt

TPPI-GS

xt; xt−1 F Statistic p-value F Statistic p-value

B0,0Gov 4.261 0.049 * 0.792 0.382

TPPI-D

xt; xt−1 F Statistic p-value F Statistic p-value

B0,0MajOpp 6.503 0.017 * 0.015 0.905
B0,1MajOpp 4.568 0.042 * 0.142 0.710
B0,2GovMaj 6.686 0.016 * 0.648 0.428
B0,2MajOpp 4.407 0.046 * 1.870 0.183
B0,3MajOpp 3.235 0.084 . 1.730 0.200
B1,1GovMaj 8.298 0.008 ** 0.012 0.915
B1,1MajOpp 5.169 0.031 * 1.129 0.298
B1,2GovMaj 4.527 0.043 * 0.260 0.614
B1,2MajOpp 4.426 0.045 * 3.114 0.089 .
B1,3MajOpp 3.746 0.0639 . 1.368 0.253

*** p < 0.001, ** p < 0.01, * p < 0.05, . p < 0.1
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3.5 Evaluating annual TPPI predictive ability

3.5.1 Model estimation

After constructing the polarity indices, their effectiveness in improving the pre-
dictability of the economic variable they are constructed for is tested via time-series
regressions.

Specifically, basing on Larsen and Thorsrud, 2019, Auto-regressive with Exoge-
nous Variable (AR-X) models (Equation 3.32) are compared against the simpler Auto-
regressive (AR) model of order one (Equation 3.33).

yt = βxt−1 + ϕyt−1 + εt (3.32)

yt = ϕyt−1 + εt (3.33)

In Equations 3.32 and 3.33, y is the Italian GDP annual growth rate described
in Section 3.4.2, while the exogenous term x is the polarity index whose predictive
ability is to evaluate.

As they are on different scales, x and y are standardised.
Following Larsen and Thorsrud, 2019, the predictive power of the polarity in-

dices is tested at temporal lag 1 (xt−1), as shown in Equation 3.32.
Predictions are performed on the out-of-sample years t = M + 1, . . . , T (i.e. from

1991 to 2020). This strategy ensures that no economic or textual information already
exploited for the polarity indices construction may be also used for predictions and
indices evaluation.

In detail, benchmark AR model aside, 21 regressions are estimated:

• 2 AR-X regressions for the TPPI-T. The indices evaluated in such regressions
are the following:

± TPPI-T(B0,0);

± TPPI-T(B0,2);

• 7 AR-X regressions for the TPPI-GS. The indices evaluated in such regressions
are the following:

± TPPI-GS
(B0,0)
Gov , TPPI-GS

(B0,0)
Maj , TPPI-GS

(B0,0)
Opp ;

± TPPI-GS
(B0,1)
Gov ;

± TPPI-GS
(B0,2)
Maj ;

± TPPI-GS
(B1,1)
Gov , TPPI-GS

(B1,1)
Opp ;

• 12 AR-X regressions for the TPPI-D. The indices evaluated in such regressions
are the following:
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± TPPI-D
(B0,0)
GovMaj, TPPI-D

(B0,0)
GovOpp, TPPI-D

(B0,0)
MajOpp, TPPI-D

(B0,0)
Avg ;

± TPPI-D
(B0,1)
GovMaj, TPPI-D

(B0,1)
GovOpp;

± TPPI-D
(B0,2)
GovMaj, TPPI-D

(B0,2)
MajOpp;

± TPPI-D
(B1,1)
GovMaj, TPPI-D

(B1,1)
GovOpp, TPPI-D

(B1,1)
MajOpp, TPPI-D

(B1,1)
Avg .

The results of these AR-X regressions, together with the benchmark AR regres-
sion, are reported in Table 3.16. Specifically, only the regressions with estimated
parameters whose significance level is below 10% are reported.

Results point out that in 9 regressions out of 21 the inclusion of a TPPI as an
exogenous variable does improve the annual GDP growth rate predictions.

More in detail, regressions results show that the polarity divergence between
political groups is the most informative feature. The substantial increment in the

R-squared for the TPPI-D
(B0,0)
GovMaj is coherent with the existence of a ªrelationship of

confidenceº between the Government and its Majority. The negative coefficient for
this index confirms that as tone divergence between these two groups increases, the
GDP growth rate decreases.

3.5.2 Model evaluation

After estimation, models performances are compared through an MCS. To this aim,
at each time t = M + 1, . . . , T, the squared difference (or squared error) between ob-
served out-of-sample macroeconomic variable and fitted values is calculated for each
one of the seven AR-X with significant exogenous term as well as for the reference
AR model.

The results of a MCS with a 0.99 confidence level are reported in Table 3.17 and

point that two models outperform the others: the AR-X with TPPI-D
(B0,2)
GovMaj series

and the AR-X with TPPI-GS
(B0,0)
Maj , both at lag one. These two models also show the

lowest Mean Squared Error, MSE, between observed and predicted values, while the
benchmark AR model is the one showing the worst performance overall.

The temporal dynamic of observed and predicted values (only for the AR and
the two best AR-X models) is presented in Figure 3.2 which confirms the superior
performance of the regressive models including the textual indices. Notably, as
shown in the same graph, the use of the proposed textual indices improves model
performances also in peculiar years as the 2008 and 2020 - i.e. during the financial
crisis and Covid-19 pandemic, respectively.

3.6 Rolling window polarity indices

The indices in Section 3.4 are constructed by splitting the original sample years t =
1, . . . , T = 73 (1948±2020) in two parts: a training sample (S1) of 43 years ± i.e. t =
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TABLE 3.16: Italian yearly GDP, 2000 constant prices, annual growth
rates. AR and AR-X models, 30 years estimation period: 1991±2020.

Fixed window scheme textual indices.

AR Model
yt = ϕyt−1 + εt

xt−1 ϕ β Regr. SE R2

0.915 ***
0.667 -0.013

(0.125)

AR-X Models
yt = βxt−1 + ϕyt−1 + εt

TPPI-GS

xt−1 ϕ β Regr. SE R2

B0,0Govt−1
0.924 *** 0.156 *

0.66 0.044
(0.13) (0.069)

TPPI-D

xt−1 ϕ β Regr. SE R2

B0,0GovMajt−1

0.948 *** -0.324 *
0.591 0.233

(0.114) (0.156)

B0,2GovMajt−1

0.887 *** -0.334 *
0.585 0.248

(0.104) (0.146)

B1,1GovMajt−1

0.904 *** -0.182 *
0.652 0.065

(0.126) (0.081)

*** p < 0.001, ** p < 0.01, * p < 0.05, . p < 0.1

TABLE 3.17: Annual growth rate of the Italian yearly GDP at 2000
constant prices: best models via Model Confidence Set.

Model Exogenous Variable MSE

AR-X

TPPI-D
(B0,2)
GovMaj 0.319a

TPPI-D
(B0,0)
GovMaj 0.325a

TPPI-D
(B1,1)
GovMaj 0.396

TPPI-GS
(B0,0)
Gov 0.405

AR - 0.429
a Entering the MCS at 0.99 confidence level
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FIGURE 3.2: Annual growth rate of the Italian yearly GDP at 2000
constant prices: best AR-X models via MCS vs AR model
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1, . . . , M = 43 (1948±1990) ± to compute words polarities, and a test sample (S2) of
30 years ± i.e. t = M + 1, . . . , T = 73 (1991±2020) ± to build and evaluate the (out-of-
sample) time-series of polarity indices. In time-series literature this is called a ªfixed
schemeº approach. As noticed in Section 3.4.4, the vocabulary is fixed and composed
of all words that appeared at least once in the training sample years. Therefore,
as a drawback, about 1,700 words appearing in the test sample are excluded from
the analysis as they receive no polarity during training, either because not used by
orators or not existing yet in the first M years. As explained before, the impact of
such an issue on final results is assumed to be negligible.

However, even if this is the case, the fixed approach poses a more delicate ques-
tion: how to consider in the analysis the circumstance that, although slightly and
smoothly, languages too do change over time. Such an issue is particularly relevant
in the present analysis which spans 73 years, a very long time.

Therefore, to consider temporal dynamics in the construction of the proposed
TPPI, following similar literature in sentiment analysis (Ahelegbey, Cerchiello, and
Scaramozzino, 2022; Aprigliano et al., 2022; Caporin and Poli, 2017; Li et al., 2014;
Shapiro, Sudhof, and Wilson, 2020), a ªrolling windowº approach is adopted.

Specifically, as the choice of different window sizes may affect the estimates, the
robustness of results is evaluated under the 5 rolling window schemes in Table 3.18.
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TABLE 3.18: Rolling window schemes details

RWm,r T −m z S
(m,r)
1,z S

(m,r)
2,z

RW23,5 50

1 1948±1970 1971±1975
2 1953±1975 1976±1980

. . . . . . . . .
10 1993±2015 2016±2020

RW28,5 45

1 1948±1975 1976±1980
2 1953±1980 1981±1985

. . . . . . . . .
9 1988±2015 2016±2020

RW33,5 40

1 1948±1980 1981±1985
2 1953±1985 1986±1990

. . . . . . . . .
8 1983±2015 2016±2020

RW38,5 35

1 1948±1985 1986±1990
2 1953±1990 1991±1995

. . . . . . . . .
7 1978±2015 2016±2020

RW43,5 30

1 1948±1990 1991±1995
2 1953±1995 1996±2000

. . . . . . . . .
6 1973±2015 2016±2020

Let T be the size of the total sample where a number of Z rolling windows are

constructed. Let m and r be respectively the size of the training, S
(m,r)
1,z , and test

samples, S
(m,r)
2,z , within each rolling window z = 1, . . . , Z. By construction, r is also

the increment between successive rolling windows.
Within each rolling scheme, RWm,r, the number of rolling windows is Z = T−m

r ,
while their total size is given by s = m + r.

Hence, the training and test samples for each z-th rolling window, under the
rolling scheme RWm,r, are given by:

S
(m,r)
1,z : t = 1 + (z− 1)r, . . . , Mz (3.34)

S
(m,r)
2,z : t = Mz + 1, . . . , Tz (3.35)

where Mz = m + (z − 1)r, Tz = s + (z − 1)r, with z = 1, . . . , Z. Under the
generic rolling scheme RWm,r, the length of the final out-of-sample TPPI time series
is given by T −m. In fact, under the rolling scheme RWm,r, the final out-of-sample
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series are obtained by chaining the Z (sub)series constructed on each S
(m,r)
2,z .

The decision to set the increments between consecutive rolling windows (r)
equal to 5 years is motivated by two reasons. On one hand, the language during
the first years after each training sample is expected not to change significantly in
comparison. On the other hand, five years is also the duration of a Legislature pre-
scribed by the Constitution. At the end of each Legislature a new Parliament must
be elected, therefore a new Government formed. Hence, with a new Parliament
(and Government), also the language during debates may be assumed to change.

After construction with the same procedure detailed in Sections 3.4.3 to 3.4.5,
under each of the 5 rolling schemes, the obtained TPPI go through the same textual
windows selection process in Section 3.4.6 by mean of Model Confidence Sets.

Finally, predictive ability is evaluated through AR-X models as in Section 3.5.
Tables 3.19 to 3.23 report the results for the significant regressions. They confirm
the major impact of TPPI-D compared to TPPI-GS (15 vs 8). As in the fixed scheme,
also in the rolling schemes considered all the TPPI-GS are those of the Government.
The fact that in all regressions such index receives a positive sign indicates the di-
rect connection between the GDP growth rate and the tone expressed by Govern-
ments, which seems coherent with common sense and reality. The positive relation
between GDP rates and divergence between Government-Majority, Government-
Opposition and Majority-Opposition (3 cases in 5, 3 cases in 4 and 5 cases in 6,
respectively) might be due to the fact that very long periods of low or no growth
like the recent ones are probably associated with greater disagreement among po-
litical groups and uncertainty. As shown in Figure 3.3 rolling window indices seem
to perform better than fixed scheme one in relatively less turbulent periods. For
instance, in the graph the very low peak of 2020 due to the Covid-19 pandemic is
better captured by the fixed scheme index. This might be due to the consideration
that, although changing over time, languages evolve really slowly which translates
in fixed schemes to retain longer memory of positive and negative events compen-
sating the lack of relatively new information in updating the tone.
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TABLE 3.19: Italian yearly GDP, 2000 constant prices, annual growth
rates. AR and AR-X models, 50 years estimation period: 1971±2020.

Rolling window scheme textual indices ± RW23,5

AR-X Models
yt = βxt−1 + ϕyt−1 + εt

TPPI-GS

xt−1 ϕ β Regr. SE R2

B1,1Govt−1
0.649 *** 0.22 *

0.743 0.154
(0.184) (0.099)

TPPI-D

xt−1 ϕ β Regr. SE R2

B0,1MajOppt−1

0.649 *** -0.194 *
0.748 0.143

(0.181) (0.094)

*** p < 0.001, ** p < 0.01, * p < 0.05, . p < 0.1

TABLE 3.20: Italian yearly GDP, 2000 constant prices, annual growth
rates. AR and AR-X models, 45 years estimation period: 1976±2020.

Rolling window scheme textual indices ± RW28,5

AR-X Models
yt = βxt−1 + ϕyt−1 + εt

TPPI-D

xt−1 ϕ β Regr. SE R2

B0,1GovMajt−1

0.823 *** 0.233 **
0.58 0.328

(0.11) (0.084)

B0,1GovOppt−1

0.839 *** 0.219 **
0.586 0.315

(0.111) (0.064)

B0,2GovOppt−1

0.837 *** 0.146 *
0.605 0.27

(0.113) (0.066)

*** p < 0.001, ** p < 0.01, * p < 0.05, . p < 0.1
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TABLE 3.21: Italian yearly GDP, 2000 constant prices, annual growth
rates. AR and AR-X models, 40 years estimation period: 1981±2020.

Rolling window scheme textual indices ± RW33,5

AR-X Models
yt = βxt−1 + ϕyt−1 + εt

TPPI-GS

xt−1 ϕ β Regr. SE R2

B1,2Govt−1
0.885 *** 0.16 *

0.592 0.298
(0.118) (0.076)

TPPI-D

xt−1 ϕ β Regr. SE R2

B1,1GovMajt−1

0.936 *** -0.221 *
0.575 0.337

(0.104) (0.09)

B1,1GovOppt−1

0.891 *** -0.201 *
0.583 0.32

(0.111) (0.091)

B0,0MajOppt−1

0.911 *** 0.15 .
0.595 0.291

(0.114) (0.078)

*** p < 0.001, ** p < 0.01, * p < 0.05, . p < 0.1
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TABLE 3.22: Italian yearly GDP, 2000 constant prices, annual growth
rates. AR and AR-X models, 35 years estimation period: 1986±2020.

Rolling window scheme textual indices ± RW38,5

AR-X Models
yt = βxt−1 + ϕyt−1 + εt

TPPI-GS

xt−1 ϕ β Regr. SE R2

B0,2Govt−1
0.896 *** 0.169 .

0.629 0.252
(0.125) (0.093)

B0,3Govt−1
0.893 *** 0.201 *

0.621 0.271
(0.122) (0.098)

B1,2Govt−1
0.886 *** 0.172 .

0.628 0.255
(0.124) (0.087)

B1,3Govt−1
0.89 *** 0.192 *

0.623 0.266
(0.123) (0.091)

TPPI-D

xt−1 ϕ β Regr. SE R2

B0,2GovMajt−1

0.897 *** 0.24 **
0.608 0.303

(0.13) (0.072)

B0,3GovMajt−1

0.883 *** 0.19 *
0.623 0.267

(0.126) (0.074)

B1,1GovMajt−1

0.951 *** -0.273 **
0.597 0.326

(0.112) (0.099)

B0,3MajOppt−1

0.914 *** 0.238 *
0.613 0.291

(0.113) (0.099)

B1,3MajOppt−1

0.935 *** 0.221 *
0.618 0.278

(0.122) (0.1)

B1,4MajOppt−1

0.934 *** 0.236 *
0.613 0.29

(0.123) (0.111)

*** p < 0.001, ** p < 0.01, * p < 0.05, . p < 0.1
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TABLE 3.23: Italian yearly GDP, 2000 constant prices, annual growth
rates. AR and AR-X models, 30 years estimation period: 1991±2020.

Rolling window scheme textual indices ± RW43,5

AR-X Models
yt = βxt−1 + ϕyt−1 + εt

TPPI-GS

xt−1 ϕ β Regr. SE R2

B0,1Govt−1
0.909 *** 0.161 *

0.664 0.032
(0.135) (0.075)

B1,3Govt−1
0.907 *** 0.135 .

0.668 0.019
(0.129) (0.066)

TPPI-D

xt−1 ϕ β Regr. SE R2

B1,4GovOppt−1

0.914 *** 0.194 *
0.657 0.052

(0.121) (0.092)

B0,0MajOppt−1

0.972 *** 0.199 *
0.655 0.058

(0.137) (0.096)

*** p < 0.001, ** p < 0.01, * p < 0.05, . p < 0.1
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FIGURE 3.3: Annual growth rate of the Italian yearly GDP at 2000
constant prices: best AR-X models via MCS vs AR model
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Chapter 4

Conclusions

As stated in the Introduction, this thesis comprises two distinct papers sharing sim-
ilar underlying research questions and data but applying different techniques for
textual analysis within a statistical learning framework. The principal research pur-
pose of measuring the relationship between political discourse and economic dy-
namics is achieved differently in the two previous chapters.

Specifically, Chapter 2 focuses on the relation between the content of the ver-
batim transcripts of the Italian Senate and eight quarterly national account statis-
tics for the period 1996±2020. Transcripts content is analysed utilising a Correlated
Topic Model (CTM) (Blei and Lafferty, 2007) which allows the estimation of the pro-
portions of each discovered theme in the corpus. Such topics proportions are then
combined to form Textual Political Debate Indices (TPDI) based on the evidence that
their evolution in time is correlated (at least up to lag 2) with the growth rates time
series of each economic variable considered. Hence, the main finding is that com-
bining topic proportions makes it possible to obtain time series that can mimic the
movements of a target economic indicator time series. This result is significant as
it confirms that what elective representatives discuss in legislative assemblies does
have a measurable impact on the economy. Therefore such qualitative information
can improve the accuracy of traditional forecasting models. However, several as-
pects need further investigation.

First, remaining in the topic modelling area, CTM is not the only model in the
literature. Hence, as a robustness check, several other models might be estimated.
Such an option would need careful consideration as it may be computationally ex-
pensive. Actually, in the related literature, such comparisons are attempted when a
new topic model is proposed rather than directly using such models in economics or
political science applications. Nonetheless, it might be interesting to estimate top-
ics through at least two other models in future research. Precisely, the first model
might be the Latent Dirichlet Allocation (LDA) (Blei, Ng, and Jordan, 2003), which
is the first topic model proposed in the literature, hence the simplest to implement,
and it may serve as a benchmark; The second model worth estimating is the Struc-
tural Topic Model (STM) (Roberts et al., 2014) whose more sophisticated architec-
ture allows metadata in topic estimation. For example, among other features, such
a model might reveal which theme is associated with a specific political party, pro-
viding greater detail on the parliamentary discussion.
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Another delicate point in topic modelling is the dictionary size and composi-
tion. In the analysis conducted in Chapter 2, the dictionary is composed of only
uni-grams (i.e. single words) to keep the vocabulary size relatively small (more than
50,000 uni-grams). However, such an approach has the limit of not considering the
context around words. In future work, this issue might be managed by utilising bi-
grams, tri-grams or n-grams ± i.e. groups of two, three or n words (not necessarily
successive words, which would be technically referred to as skip-grams). Even bet-
ter than n-grams might be the recognition of the so called collocations or phrasemes
± i.e. idiomatic phrases or multi-word expressions. On the other side, while ex-
panding the vocabulary to allow for words context, also stop-word removal should
be fine-tuned. In fact, in this work, not much care has been taken in considering
context-specific stop-words. Recall that stop-words are words considered ªuselessº
as they do not add meaningful information as being highly frequent words such
as articles, conjunctions or pronouns. However, in addition to ªusual stop-wordsº
and depending on the specific domain and context, also common words may be
considered as stop-words. For example, in the parliamentary context words such
as senator or president or government are extremely frequent as they are used by or-
ators when addressing each other during the debate. Removing stop-words and
rare terms, is highly beneficial as it prevents model over-fitting and results in more
interpretable topics. For handling the vocabulary, the use of deep learning methods
such as word embedding might be beneficial as this would help reshape the word
space in such a way as to preserve the semantic relations between terms. In fact,
word embedding techniques assign each word a numeric vector in such a way that
similar terms would be associated with similar vectors close to each other (e.g. king
and queen). Deep learning models are attractive as they are available in pre-trained
versions on enormous corpora. The only issue here would be the language and the
context. Many available resources are built and tested on high-resource languages
such as English. Translation, although possible, might affect results to some extent.
Moreover, pre-trained models should be adapted to the specific domain and context
as usually they are trained on ªgeneralistº sources to capture the most common use
of each word.

Moving on, concerning the indices construction and usage, a third delicate issue
is the split of the corpus in training and test samples. Differently from Chapter 3 on
sentiment analysis, in Chapter 2 the study is conducted on the entire data sample,
motivating such choice with the need of having enough data for the topic model es-
timation. But, if they are going to be utilised for forecasting, indices should be con-
structed with the topic proportion of a test sample rather than those of a (unique)
training sample. Hence, sample splitting is fundamental to checking indices’ infor-
mative power and robustness. Such an issue may be overcome by extending the
analysis to the entire corpus of data ± i.e. back to 1948 ± as in Chapter 3. However,
it should be considered that the topics estimated on the training sample may not
be relevant for use in the test sample as, meanwhile, the parliamentary discussion
may have shifted to other more actual topics. What is reasonable to expect is that,
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on the test sample, very general and recurrent topics would be classified correctly,
while highly specific, recent ones will not. Also the implementation of some rolling
schemes may be challenging as, being generative probabilistic models, even the esti-
mation of the same topic model on the same set of texts produces a slightly different
output every time the model is run, let alone changing the training set composition.
In this respect, further research is still necessary.

Finally, in Chapter 2, the indices are constructed by utilising linear models. This
choice was motivated for consistency reasons with previous works in literature (for
instance, Larsen and Thorsrud, 2019) and by the simple structure of the models
adopted. Nonetheless, also non-linear relations could be handled and investigated.
Moreover, after topic estimation, there might be some selection of the most relevant
topics for a specific target variable. For this purpose, techniques such as LASSO or
Ridge regression might be highly beneficial as they would help reduce the number
of variables (topics).

Moving to Chapter 3, measuring the relation between parliamentary discussion
and economy relies on a sentiment analysis technique and substantiates in the pro-
posal of two categories of indices. The first category comprises the Total Textual
Political Polarity Indices (TPPI-T) and Group Specific Textual Political Polarity Indices
(TPPI-GS), which focus directly on the tone of the parliamentary discussion. The
second category of indices, the Divergence Textual Political Polarity Indices (TPPI-D),
investigates the tone divergence in the assumption that this feature can proxy the
level of agreement or disagreement between three political groups ± namely, Gov-
ernment, Majority and Opposition. The study analyses the entire corpus of verba-
tim reports of the Italian Senate from 1948 to 2020 and its relation to the annual
GDP growth rate, and it presents at least two key contributions. First, it proposes
a new method to estimate words sentiment or polarity. Actually, throughout the
chapter, the term polarity is preferred over sentiment to remark the peculiarity that,
differently from usual sentiment analysis techniques, the proposed approach aims
to measure the positive or negative association between each word and the target
economic variable, independently of the positive/negative sentiment or emotion
commonly associated with each word. Instead, polarity computation based on the
presence/absence of each word at each time, the frequency it has been used and
the sign of the economic variable growth rate. The underlying idea is that a word
has a positive (negative) polarity if, most of the times, it is associated with positive
(negative) growth rates of the target economic variable. The motivation of such an
approach is due to the assumption that parliamentary discussion and economic dy-
namic may be seen as a realisation of a unique probabilistic mechanism generating
both simultaneously. Such a view, which is innovative and probably unusual, has
at least a precedent in literature (Ke, Kelly, and Xiu, 2021). Nevertheless, the risk of
such an approach lies in the fact that the information from growth rates, firstly, is
used to assign word polarities which then are employed to construct indices which
should explain the growth rates themselves. To prevent this circuit the original
sample is split into a training and a test sample. In this way, word polarities are
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calculated on the training sample but indices construction and evaluation in terms
of predictive power are performed on the test sample. This leads to the second ma-
jor contribution of the study which is that word polarity computed in the proposed
way does have an informative power. In other words, the circumstance that for
many years a word has been associated with positive or negative dynamics of the
target variable does help explain it as the same positive/negative words will tend
to be associated with positive/negative growth rates of the target variable.

Another interesting finding is that, of the two categories, divergence indices
seem to have more predictive power on the GDP dynamic. This might happen
as a high disagreement between political groups is associated with negative GDP
growth rates. Such assumption seems confirmed by a Granger causality test as de-
scribed in Section 3.4.7. Moreover, the results highlight a significant negative lin-
ear relationship between the dynamic of the Italian GDP growth rate and the tone
divergence in the discussion between Government and Majority members which,
from a political perspective, seems coherent with the fundamental bond between a
Government and its Majority.

Possible issues of applying the proposed procedure concern the sample splitting
and the vocabulary used. Of course, the polarity can be estimated only for words
present in the training sample while disregarding new words (or even words that
already existed but never used during training sample years). In addition, also the
way people speak does change over time. For this reason, the indices were built
also under different rolling window schemes (see Section 3.6). However, the tested
rolling window polarity indices do not seem to perform well as the fixed scheme
ones. This can be due to two circumstances. First, languages tend to change very
slowly (think that, depending on the language, native speakers can usually easily
understand almost everything written in their language even some centuries ago),
hence a rolling scheme may disregard some relevant past information in favour
of some more updated but less relevant one. Employing an expanding window
scheme may mitigate such an issue. Second, rolling window designs can determine
a bias in the polarity computation when assigning the target variable growth rate
signs to each word. Specifically, if growth rate signs remain positive (negative) for
a long time then word polarities may be positively (negatively) biased and this will
reflect in the indices. A way to handle this issue may be to set a threshold for the
absolute value of the growth rates in the target variable so that positive (negative)
signs are applied to words only if the growth rate is above (below) the threshold.
Another way might be estimating the average bias in the vocabulary to correct word
polarities accordingly. Anyway, also some deep learning techniques to discover
subtle links between words and economic variables could be used.

Concerning the vocabulary size and composition, also the method in Chapter 3
presents limitations in considering the context of each word. This is relevant for the
same reasons already discussed for Chapter 2. Moreover, sentiment analysis results
are influenced by the presence of so-called valence shifters ± i.e. words like negations
which ªinvertº word polarity ± or amplifiers (like some adverbs and adjectives)
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which may impact the overall sentiment of compound expressions or phrases. The
analysis conducted may be extended to better allow for such linguistic peculiarities.

Moving to the indices construction and use in regression models, also in Chap-
ter 3 only simple linear relations were tested. However, probably, the relationship
between political discourse and the value of the target economic variable is not lin-
ear. Hence the analysis may be further extended also in this direction. Moreover,
even national account statistics other than the GDP may be used. In this respect
also the relation with current measures of sentiment or trust of economic operators
may be investigated. Regarding the Italian case, the national institute of statistics
(ISTAT), since 2018, publishes the daily time series of the Social Mood on Economy
Index (SMEI) built with a lexicon-based technique on Twitter posts 1. It would be
interesting to study eventual relations between the parliamentary debate and the
social media discussion, as well as their conjunct impact on the economy.

Finally, the analysis may be extended comparing the proposed procedure with
the traditional sentiment analysis techniques reviewed in Section 3.2, namely, lexicon-
based and deep learning-based methods to have benchmarks and make more ro-
bustness checks. Moreover, state-of-the-art methods could be combined with the
proposed approach to achieve better results.

To conclude, both the analyses performed in this thesis confirmed the research
hypothesis of a measurable relation between political discourse in the form of par-
liamentary debates and economic dynamics. Despite the issues detailed in this
chapter, the first pieces of evidence seem promising. It would be interesting investi-
gate if similar dynamics also occur in other countries to gain a better comprehension
of the complex relationship between political discourse and economy.

1https://www.istat.it/it/archivio/219585
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Appendix A

Italian stop-words

The list is an ad hoc stop-word list very short compared with other similar lists
available online or in NLP software packages. It only comprehends conjunctions,
articles, adjectives and pronouns of different kinds, simple and compound prepo-
sitions, interjections, the auxiliary verbs have (avere) and be (essere). It excludes all
those grammatical connectives indicating negations (including negative adjectives
or pronouns - e.g. no, no one, nothing, . . . ), alternative (e.g. or, either, neither, . . . ),
contrast and concession (e.g. but, however, although, . . . ), temporal relation (e.g. ever,
never, . . . ), causation (e.g. why, because, . . . ) as they may change the actual meaning
of a sentence.

Here the detail:

• aggettivi indefiniti - molteplicità indeterminata: altra, altre, altri, altro, certa, certe,
certi, certo, ciascuna, ciascuno, ogni, qualche, tale, tali, talune, taluni;

• aggettivi indefiniti - qualità indeterminata: qualsiasi, qualsivoglia, qualunque;

• aggettivo dimostrativo: codesta, codeste, codesti, codesto, quegli, quei, quel,
quell, quella, quelle, quelli, quello, questa, queste, questi, questo, medesima,
medesime, medesimi, medesimo, stessa, stesse, stessi, stesso;

• aggettivo interrogativo o esclamativo: che, quale, quali, quanta, quante, quanti,
quanto;

• aggettivo possessivo: altrui, loro, mia, mie, miei, mio, nostra, nostre, nostri, nos-
tro, propria, proprie, propri, proprio, sua, sue, suo, suoi, tua, tue, tuo, tuoi,
vostra, vostre, vostri, vostro;

• articolo determinativo: gli, i, il, l, la, le, lo;

• articolo indeterminativo: un, una, uno;

• articolo partitivo: de, degli, dei, del, dell, della, delle, dello;

• congiunzioni: ed, od;

• interiezioni proprie: ah, ahi, ahimè, ahinoi, ahò, bah, beh, eh, ehi, ehilà, ehm, ih,
mah, oh, ohé, ohi, ohibò, ohimè, olà, puah, puh, uff, uffa, uh, uhi, urrà;
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• pronome indefinito: chiunque;

• pronome interrogativo o esclamativo: chi;

• pronome personale complemento - forma debole: ci, li, mi, ne, si, ti, vi;

• pronome personale complemento - forma forte: me, sé, te;

• pronome personale soggetto: egli, ella, essa, esse, essi, esso, io, lei, loro, lui, noi,
tu, voi;

• pronome relativo: cui;

• preposizioni proprie articolate: agli, ai, al, all, alla, alle, alli, allo, dagli, dai, dal,
dall, dalla, dalle, dalli, dallo, negli, nei, nel, nell, nella, nelle, nelli, nello, sugli,
sui, sul, sull, sulla, sulle, sulli, sullo;

• preposizioni proprie semplici: a, ad, con, da, di, fra, in, per, su, tra;

• verbo avere: abbi, abbia, abbiamo, abbiano, abbiate, avemmo, avendo, avere,
avesse, avessero, avessi, avessi, avessimo, aveste, avesti, avete, aveva, ave-
vamo, avevano, avevate, avevi, avevo, avrà, avrai, avranno, avrebbe, avreb-
bero, avrei, avremmo, avremo, avreste, avresti, avrete, avrò, avuto, ebbe, ebbero,
ebbi, ha, hai, hanno, ho;

• verbo essere: è, era, erano, eravamo, eravate, eri, ero, essendo, essere, fosse,
fossero, fossi, fossimo, foste, foste, fosti, fu, fui, fummo, furono, sarà, sarai,
saranno, sarebbe, sarebbero, sarei, saremmo, saremo, sareste, saresti, sarete,
sarò, sei, sia, siamo, siano, siate, sii, sono.
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Appendix B

Most frequent Italian names

The list of the most frequent female and male names since year 1999 is retrieved
from ISTAT 1.

Here the names:

• Female names: Adele, Alessandra, Alessia, Alice, Angelica, Anna, Arianna, Au-
rora, Beatrice, Bianca, Camilla, Chiara, Elena, Elisa, Emma, Federica, Francesca,
Gaia, Giada, Ginevra, Giorgia, Giulia, Greta, Ilaria, Ludovica, Maria, Marta,
Martina, Matilde, Melissa, Mia, Nicole, Noemi, Rebecca, Sara, Sofia, Valentina,
Viola, Vittoria;

• Male names: Alessandro, Alessio, Andrea, Antonio, Christian, Cristian, Daniele,
Davide, Diego, Edoardo, Elia, Emanuele, Federico, Filippo, Francesco, Gabriel,
Gabriele, Giacomo, Giovanni, Giulio, Giuseppe, Jacopo, Leonardo, Lorenzo,
Luca, Marco, Matteo, Mattia, Michele, Nicolò, Pietro, Riccardo, Salvatore,
Samuele, Simone, Tommaso.

1https://www.istat.it/it/dati-analisi-e-prodotti/contenuti-interattivi/contanomi.
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